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“The beginning is the most important part of the work.”

Plato
The Republic
This thesis summarizes the experimental work in which an ultrafast X-ray laser plasma source was combined with various scalable direct detection schemes to test a novel approach for lab-based time-resolved X-ray absorption spectroscopy. A laser plasma source based on a water jet target was built and commissioned. X-ray and electron emissions of this source were characterized with various direct detection schemes. The procedures for spectral retrieval with direct detection CCD’s were optimized with regard to the laser plasma source. The novel approach of using a single photon measuring cryogenic microcalorimeter array as a high-resolution ($\Delta E/E \approx 2000 \times 6\,\text{keV}$) energy-dispersive detector was investigated. The potentially very high quantum efficiency, large detection angle and straightforward scalability make this device an interesting photon analyzer for low photon yield experiments. In this thesis a prototype version of this detector was built (in cooperation), implemented and commissioned into the laser plasma setup. With this combination of a lab-based broad-band source and the free standing microcalorimeter spectrometer high resolution X-ray absorption spectra in transmission mode were achieved. The thesis presents the first hard X-ray absorption fine structure (XAFS) spectrum taken with this novel approach and discusses further improvements and applications.

I många storskaliga faciliteter (tex synkrotronanläggningar) över hela världen används röntgenabsorptionspektroskopi som ett verktyg för att undersöka molekylära strukturer. Antalet anläggningar som erbjuder ultrasnabb tidsupplöst spektroskopi för studier av kemisk dynamik är mycket begränsat. Detta skapar ett stort behov av laboratoriebaserad utrustning som medger sådana experiment.

Intensiva laserpulser fokuserade på ytan av ett material genererar kortvariga pulser av högenergetisk, s.k. hård, röntgenstrålning med ett brett spektrum. Braggreflektion, den klassiska metoden för att analysera ett röntgenspektrum, ger med dess smala energieacceptans mycket låg transmission av röntgenfotonerna och är därmed en mycket ineffektivt analysmetod. Detta blir särskilt problematiskt för den lågintensiva isotropa röntgenstrålningen genererad med vår laserplasma källa. För att förbättra effektiviteten undersöks och optimerades olika direkta detektionsmetoder med fokus på absorptionspektroskopi.
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The life of a photon spans its “birth”, or generation, over its “working life” during sample interaction, to its “death”, resulting in observable consequences in a detector. This thesis introduces a highly efficient new way to analyze photons in ultrafast table top X-ray schemes, with a prototypical application in X-ray absorption spectroscopy. It discusses some of the consequences for the source, the interaction and the detection.

The optical, electrical and mechanical properties of any material are determined by its internal structure. Activating materials with light and understanding its effects is one of the big scientific challenges of these days. Breaking and formation of chemical bonds upon light activation is a very dynamic process involving the motion of electrons and nuclei. Brief pulses of light can freeze and temporally resolve these events and allow us a snapshot of an evolving structure. Investigating the evolution of molecular structures in real-time will aid the understanding of the properties and function of these materials, both in ordinary fundamental chemical processes, and when under coherent optical control. Figure 1.1 shows a schematic with a brief overview.
of the typical interactions excited by different wavelengths and some objects that show these length scales. Interatomic distances in condensed matter and molecules are of the order of Ångströms (\(1 \text{ Å} = 10^{-10} \text{ m}\)). To probe structural changes in molecules wavelength of similar dimensions are needed\(^{3,4}\). X-rays can be used to explore such molecular structures. In pump probe techniques a brief first pulse starts a reaction. Then after a period of evolution a second brief pulse takes a snapshot of the current state. This process is typically repeated in a stroboscopic experiment to acquire data of adequate quality. Laboratory based ultra-fast pump-probe capability is a particular incentive in this work. A variety of time resolved X-ray based techniques have been and are being developed to probe structural changes in matter\(^{5-10}\). This thesis focuses on X-ray absorption fine structure spectroscopy.

In chapter 2 sources for ultra-fast X-rays are presented. Large facilities were also visited and used in course of this work, whose operation is briefly described. The chapter also describes this work’s development of a setup with a laser plasma X-ray source based on a water jet target for the generation of ultra-brief pulses of hard X-ray broadband radiation.

The characteristics of the source were chosen to match the direct detection approach in the novel combination of this "hot" source with a "cold" micro calorimetric direct detection array. Such detectors are in a rapidly maturing stage of international development, and our particular array is the focus of chapter 4.

In the closing months of this work the detector and the source were married for the first time. Chapter 3 presents the first promising results of this novel combination, as the "working life" aspect of the X-ray photon, and as the central aspect of this work.

This work started under the framework of the European MAXLAS project whose aim was to stimulate the cooperation between the different institutions of the MAX-lab synchrotron facility and the Lund Laser Centre. At the commencement of the presented thesis, X-rays had already been produced from metal target plasma sources at the Lund High-Power Laser Facility\(^{11-14}\), the first versions of the water jet source were recently built and work to characterize it were underway (paper I). During my time systematic studies of the source emission and its optimization were carried out. A backilluminated CCD was used very extensively which in due course became the subject of a manuscript (paper II). The High Power Laser Facility had been carefully designed to have an excellent temporal contrast\(^{15-17}\) and this fact enabled a number of useful studies of electron beam generation and its relation to prepulses using the water jet source (paper IV). The perspective of high repetition rate readout with a simultaneously limited need of X-rays motivated the development of the new system designed to work together with a microcalorimeter based detection system. The microcalorimeter detector array
was built in cooperation with the Quantum Device Group at the National Institute of Standards and Technology in Boulder Colorado. The incentive brought by this thesis led to a new collaboration between this group, a research group in Jyväskylä (Finland) developing similar detectors and several groups within the JILA initiative in Boulder (USA), resulting in a similar laser plasma microcalorimeter setup that will be built in early 2012.

Throughout this work, substantial time was devoted to the design, building, characterization and commissioning of the new plasma setup. This work also led to the design, building and commissioning of the detector periphery in Lund. It further developed part of the control and analysis techniques and codes for the cryostat and calorimeter. In addition, it measured and analyzed samples using the plasma source as well as potential samples at a few large scale facilities. The blend of optics, particle acceleration, chemistry, plasma physics, detector development and spectroscopy is highly multidisciplinary! This is reflected in this thesis, which had to deal with all those aspects. The unifying feature in this work is the "life" of the photon and the steps that can be taken to put them to use. An effort is made to present the life of the photon from its generation (birth), through the time it interacts with a sample to its detection (demise).

Paper I describes the stable X-ray emissions from our water plasma source. Paper II describes how a direct detection charge coupled device (CCD) can be used to calibrate, characterize and measure emissions from a laser plasma source. In paper IV a presentation of fast electron beams using a double pulse or temporally impaired pulse is given; this impacted the further developments of the X-ray source and also suggests new application based on the fast electrons. Paper III develops the idea of a microcalorimeter based setup and outlines some new ideas that will become possible with this unique combination. Manuscript III is still in preparation and presents the "first light" XAS spectrum measured using a laser-plasma and a microcalorimeter array.
Chapter 2

X-ray Generation

This chapter presents the generation or birth of ultrafast X-rays. Beginning with a general discussion about ultrafast X-ray generation the specific systems used will be investigated. The last sections are the theory, present status and some prospective developments for the laser plasma setup that was built during this thesis.

2.1 Basic principles of X-ray generation

X-rays were discovered by Wilhelm Conrad Röntgen in 1895\textsuperscript{18}. He observed a penetrating radiation from the anode of a discharge tube, using a fluorescent screen and later photographic film. Most modern sources of hard radiation work on a similar principle. Charged particles are made to interact with strong electrical and/or magnetic fields to achieve a strong acceleration. Electrons have a favorable charge/mass ratio and most technical sources of hard X-ray radiation are based on them.

The emission of X-rays can be understood as a transition of a charged particle from a higher energetic state to a lower state. In a simple picture a free electron being decelerated from a high kinetic energy to a lower kinetic energy performs such a transition and emits a photon. If both states correspond to bound states the emitted spectrum will have a discrete and narrow distribution. The transition energies are characteristic for the emitting atoms. X-ray emission spectroscopy uses these spectra to obtain information about the energetic levels of bound states. Vacancies in deeply bound states of atoms are generated by ionizing radiation (e.g. X-rays or electrons see chapter 3), multiphoton absorption (see section 2.5.1) or capture of an electron in the nucleus during a radioactive decay process (see section 4.5.12). If an unbound electron in a material is captured into a bound state the emitted excess energy is the characteristic
2.2 Ultra short X-ray pulses produced in large scale facilities

A fast electron striking a thick material undergoes a cascade of stochastic processes and transfers most of its energy into material excitations and finally the lattice (see section 4.3). During each step a part or all of the energy can be emitted as photon forming the so called "bremsstrahlung" (braking radiation) spectrum. The initially fast electrons can excite core electrons which give rise to characteristic line emission. The observable spectrum is the sum of both bremsstrahlung and line spectra (figure 2.1). The efficiencies depend on material, electron energy, temperature and have been studied since the early days of X-ray spectroscopy\textsuperscript{19-25}. Most of the electron energy is converted into heat in this cascade. Medical or scientific applications which desire high fluxes on small foci need to dissipate higher power densities then any solid material can withstand. Examples of schemes to relieve the target material are to rotate the anode (figure 2.2) and give it time to cool, to use liquid metal target jets hit by electron guns\textsuperscript{26,27} or to use a variety of other movable target systems and a laser plasma source.

X-ray tubes are the most widespread sources for hard X-ray generation. We will revisit them while discussing tabletop sources of pulsed X-rays in section 2.5.4. In contrast to these stochastic processes the electron trajectory and angular acceleration is highly controlled in modern large scale research facilities (section 2.2).

2.2 Ultra short X-ray pulses produced in large scale facilities

Gaining control over the path of the charged particles and its acceleration enabled a huge jump in the quality and amount of emitted radiation. Electrons are accelerated to relativistic energies and guided once or repetitively through a bent trajectory. The acceleration during the bend stimulates the emission of radiation. The very first of these devices synchronously accelerated an electron beam in a circular motion in a permanent magnetic field, with the constant emission of radiation. The next generation of ring shaped storage facilities introduced local magnetic fields breaking up the circular motion into several smaller bends linked by straight sections (figure 2.3 a). In the straight sections the electron bunch can be accelerated to compensate for the radiation loss, reshaped in chicanes for recompression, or guided through the insertion devices. During the bends controlled emission occurs\textsuperscript{28,29}.

Electron bunches can be generated by many methods including emission from hot cathodes (the classical glowing wire), field
emission from a cold cathode or via photoemission from a photocathode excited by an optical pulse. The latter method is often preferred by modern facilities built to generate very short and temporally controlled pulses for femtosecond X-ray sources. After extraction the electrons are rapidly accelerated to relativistic energies. Once at relativistic speed the electron bunch has (in its own frame of reference) not much time to feel the Coulomb repulsion and so remains compressed as seen in the laboratory frame. The acceleration is often done in radio frequency resonant structures as shown in figure 2.4. A radio wave is coupled into the cavities in the device so that energy is synchronously transferred as it moves along. A detailed description of the methods used to accelerate, shape and re-compress the bunches can be found in reference.

2.2.1 Bending magnets and wigglers

The breakup of the circular electron motion into many small angular bends allows the use of stronger and smaller superconducting magnets and higher electron energy. Both lead to more intense and harder radiation. The schematic of the electron trajectory in figure 2.3 shows a section of a synchrotron ring. To each of the small bends an effective radius \( r \) can be assigned (figure 2.3 a):

\[
r = \frac{\gamma m_0 v}{e B} \quad \text{with} \quad v \approx c,
\]

(2.1)

where \( m_0 \) is the classical mass of the electron, \( v \) its speed, \( e \) the elementary charge and \( B \) the magnetic field that asserts the Lorentz-force. For a correct description the relativistic energies require the correction factor \( \gamma \).

\[
\gamma = \frac{E_{\text{electron}}}{m_0 c^2} = \frac{1}{\sqrt{1 - (v/c)^2}}
\]

(2.2)

In the observation plane of the synchrotron the electron moves in a straight line emitting linearly polarized light. Perpendicular to the plane the radiation has a circularly polarized component. The relativistic movement of the electron has the following effect. A electron on a linear path emits an energy flux density \( S \) shown in figure 2.5 a. For particles at relativistic velocities the Doppler shift introduced for observations in the laboratory frame of reference compresses the emitted radiation into a small cone with a total opening angle \( \Phi \sim 1/\gamma \).

A typical bending magnet spectrum was generated for different field strength and electron energies in figure 2.6. The energy of maximum emission is often called the characteristic energy and is approximated by:

\[
E_{\text{characteristic}} [\text{keV}] = 0.665 \cdot \frac{E_{\text{electron}}^2 [\text{GeV}] \cdot B [\text{T}]}{(\gamma)^2} \quad (2.3)
\]
Bending magnets produce a broad spectrum with temporal duration only slightly longer than the electron bunch.

Since most experiments at synchrotrons use monochromatic radiation a convenient unit to compare the emission of different devices is the brilliance which is often stated in units of photons/second mrad mm$^{-2}$ 0.1% bandwidth.

Many small bending magnets brought close together force the electrons to execute a wiggling motion in the straight sections of the ring (figure 2.3 b). Modern wigglers use strong, often superconducting magnets and produce a broad spectrum. In figure 2.7 the path of the electron bunch through the wiggler follows several small bends. Considering only the emission of a single electron, at the same point of observation and energy we can write the phase information of the emitted electric field and the intensity in a qualitative way as follows:

$$E_{\text{single electron}} = N_{\text{magnets}} \sum_{i=1}^{N_{\text{magnets}}} \cos(\omega t + \phi_i)$$  

$$I_{\text{single electron}} = E^2 = \sum_{i=1}^{N_{\text{magnets}}} \cos(\omega t + \phi_i)^2 + \sum_{i \neq j} \cos(\omega t + \phi_i)\cos(\omega t + \phi_j)$$ (2.4)

There is no controlled relation between the position of the electron in the bends and the wavelength of the emitted hard radiation within the coherence length. The phase $\phi_i$ between the magnets and the radiation will therefore vary over $2\pi$ and the cross products vanish. Different electrons in the bunch have no fixed phase relation either and are therefore adding linearly to the summed intensity. Wigglers are built to produce a smooth and broadband radiation that scales like

$$I_{\text{wiggler}} \sim N_{\text{magnets}} \ast N_{\text{electrons}}$$ (2.5)

and offer a wide stable spectrum which extends often well beyond 20 keV. They are often the preferred choice in these energy regions.

### 2.2.2 Undulator, the "coherent" wiggler

In an undulator the electron pathlength is matched to multiples of the emitted wavelength. To fulfill this condition the (n-th multiple) wavelength $\lambda_n$ of the emitted radiation must be on the order of the Doppler corrected undulator wavelength $\lambda_u / 2\gamma^2 n$. The electron follows a curved trajectory which is often described by its maximum angular deviation

$$K = eB_0\lambda_u / 2\pi m_e c,$$ (2.6)
with the electron charge \( e \), the magnetic field \( B_0 \) and the electron mass \( m_e \). In an undulator the relative oscillatory amplitude \( A \) is smaller, and the bending radius larger, than in a wiggler. This leads to softer and less intense emitted radiation from each bend.

The often stated undulator coherence condition for the first order on the undulator axis is then:

\[
\lambda = \frac{\lambda_u}{2\gamma} \left( 1 + K^2/2 \right)
\]  

(2.7)

The undulator wavelength \( \lambda_u \) is mechanically fixed but \( B_0 \) and consequently also \( K \) can be adjusted by varying the gap between the two magnet poles. For photons at the fundamental wavelength (or multiples of it) the phase factor in equation 2.4 is resonant.

\[
I_{\text{single electron}} = \sum_{i,j} \cos(h\omega t + n_i h\pi)\cos(h\omega t + n_j h\pi)
\]

(2.8)

For all uneven harmonics \((n=1,3,5)\) the photons interfere constructively and lead to a \( \sin(Nx)/\sin(x) \) interference envelope where \( N \) is the number of magnets. The even harmonics vanish (figure 2.7c). The intensity in this case scales as:

\[
I_{\text{undulator}} \sim N_{\text{magnets}}^2 \times N_{\text{electrons}}
\]

(2.9)

This spectrally narrow flux can be guided through a monochromator to further limit the bandwidth. The opening angle is compressed to \( 1/\sqrt{N_{\text{magnets}}} \) compared to the natural linewidth \( 1/\gamma \) (figure 2.5c). Variations like “tempering” (tuning to different wavelength at the begin and at the end of an undulator), circular polarized undulators and asymmetric magnetic structures are discussed in textbooks.

Note that the resonance wavelength has a squared dependence on the electron energy \( \gamma^{-2} \) (formula 2.7). A small change in the electron energy observed at the end of linear accelerators can result in a substantial shift of the center wavelength in the undulator. After the narrow bandpass of a monochromator the fluctuations are in the range of several percent and in many cases pose demand on the detector to resolve single pulses for normalization (see also chapter 4).

### 2.2.3 Short pulses at large scale facilities

In a classical storage ring the electron bunch is \( \approx 3 \text{ cm} \) long, corresponding to a duration of \( \approx 100 \text{ ps} \). Several techniques have been developed to shorten the pulse duration of the generated X-rays to sub ps pulses.
Energy can be transferred from or into a strong optical laser field by parts of the electron bunch during the oscillatory movement in an insertion device. The small section (typically 100 µm) of the several cm long electron bunch has for a short time a slightly higher/lower energy and can be spatially separated in a dispersive section. The time and spatial structure of the electron bunch is then mimicked in a radiator into a X-ray pulse containing an ultrashort part in the wings.\(^{36}\) The flux achievable with these tunable sources is proportional to the fraction of "sliced" electrons.

Another approach for synchrotron based short pulses is a clever way to rotate the electron bunch by Zholents\(^ {37}\). In a time dependent field the horizontally stretched electron bunch is rotated, guided through an insertion device, and then rotated back. In the insertion device the temporal spread of the electron bunch is encoded in the divergence of the emitted X-ray beam. The X-ray beam is re-collimated and the resulting tilted wavefront is corrected in an asymmetric Bragg reflection. This device is currently implemented at the Advanced Photon Source (APS) in Argonne/USA\(^ {38}\) and a pulse duration as short as 1 ps at very high X-ray flux is expected.

Recently a new generation of X-ray facilities became available\(^ {39-41}\). Just as the optical laser could transfer energy to the electron bunch in an insertion device, the self generated radiative field can transfer energy into the electron bunch. The originally random emission of each electron in the bunch now becomes concentrated in these micro bunches (figure 2.8). The coherence condition of the emitted radiation is now met by a part of the electrons and very high emitted intensities can be reached.\(^ {42}\) For a perfectly compressed micro bunch the intensity would scale as \(N_{\text{electrons}}^2\). Since the electron bunches vary slightly in phase the intensity scales:

\[
I_{\text{undulator + modulated electron bunch}} \sim N_{\text{magnets}}^2 \times N_{\text{electrons}}^{1<x<2} \tag{2.10}
\]

Self amplified spontaneous emission (SASE) electron bunches with typically 300 fs duration are guided into the undulator. The micro bunching effect is stronger with higher electron density. The compressing effect emphasizes therefore the central part of the bunch. The emitted pulse shows a central part as short as 50 fs on a broader background. The jitter between laser and X-ray pulse arrival is recorded for every shot. An overview over the available large scale facilities can be found in reference\(^ {43}\).
2.3 Pulsed lasers

A wave packet can be described as the sum of many modes with their wavevectors \( \mathbf{k} \) and the polarization \( \sigma \) whose phases overlap only during a short period of time:

\[
\hat{E}(\mathbf{x}, t) = \sum_{\mathbf{k}\sigma} \hat{E}_{\mathbf{k}\sigma}(\mathbf{x}, t) e^{i(\mathbf{kx} - \omega(\mathbf{k})t)}. \tag{2.11}
\]

The summed electrical field has the fast oscillatory frequency of the center wavelength and with an overall envelop temporal and spectral shape. It is often assumed that the temporal envelope has the form of a Gaussian or hyperbolic secant (sech) function. The shortest possible temporal width \( \tau \) of a pulse with these shapes is related to the bandwidth \( \delta \omega \) by the time-bandwidth product (compare also figure 2.9):

\[
\tau \cdot \Delta \omega \geq 2\pi c_B \quad \text{with } c_B \begin{cases} 
0.441 \text{ for Gaussian shape} \\
0.315 \text{ for Hyperbolic secant} 
\end{cases} \tag{2.12}
\]

The electrical field for a linearly polarized, cylindrically symmetric pulse with temporal and spatial gaussian shape can be written:

\[
E(t, r) = E_0 \cdot e^{-2ln2(t/\Delta t)^2} \cdot e^{-(r/\Delta r)^2} \cdot e^{i\omega t + iC(t)}. \tag{2.13}
\]

Here \( \Delta t \) is the temporal width, \( \Delta r \) the cylindrical Gaussian width. \( C(t) \) is generally called the chirp and represents the temporal distribution of the frequency components within the pulse. Many commercial laser systems designed for high power, short pulses use the very broad gain bandwidth of titanium doped sapphire (Ti:Saph) to amplify selected modes in a laser cavity. Double prism or dispersive mirror constructions allow a certain bandwidth to be amplified. An intensity dependent index of refraction changes the path in the cavity depending on the strength of the electric field and is used in our system to passively mode lock the cavity.\(^{44} \) The process of mode-locking is either started from noise or with help of "artificial noise" introduced by modulating optics.\(^{45,46} \) The output of these so called oscillators is a continuous train of pulses with relatively low energy (several nJ/pulse) and a repetition rate defined by twice the length of the cavity, usually on the order of 80 MHz.

The maximum power of pulsed laser systems increased dramatically when the chirped pulse amplification scheme was developed.\(^{47,48} \) The chirp in equation 2.13 is altered and the pulses are stretched in time (typically several hundred ps). The combination of a Pockels cell (see comment) and polarizing optics selects a few pulses from the pulsetrain into a second cavity.
2.3.1 Oscillator model

The peak intensity of the stretched pulses is below the damage threshold of optics in the laser system, allowing optical amplification up to this point. Within the cavity each pulse is amplified over several round-trips in a second Ti:Saph crystal which is pumped by a Q-switched laser (see comment). After the pulse is coupled out by a second Pockels cell it is sometimes amplified further in multi-pass systems. In the last stage the introduced chirp is reversed to generate a short pulse of extreme intensity.

2.3.1 Oscillator model

A monochromatic light wave of angular frequency $\omega = 2\pi f$ transverses a material with the phase velocity $v_p = c/n(\omega)$, where $n$ is the refractive index of the material and $c$ the speed of light in vacuum. Each electron in the material acts as a forced resonator, oscillating in the external field (Lorentz oscillator model). In a non magnetic medium the index of refraction is $n(\omega) = \sqrt{1 + \chi(\omega)}$. The electric susceptibility $\chi$ combines the electrical field $E$ and the polarization density $P$ of an isotropic medium according to $P = \epsilon_0 \chi E$. Consider a dielectric medium where the oscillation of the electrons has its own resonance frequency $\omega_0$ and is linearly damped by a factor $\sigma$. The susceptibility for this resonant system can be expressed as:

$$\chi(\omega) = \left( \frac{Ne^2}{\epsilon_0 mc_0}\right) \frac{\omega_0^2}{\omega_0^2 - \omega^2 + i\omega\sigma}. \quad (2.14)$$

$N$ is the number of oscillators (dipoles), $m$ the mass and $e$ the elementary charge. In the vicinity of the resonance frequency the imaginary part of the susceptibility becomes large and with it the absorption. The width of the Lorentzian shaped absorption depends on the damping factor in the oscillatory system. The relative phase between the excitation and the polarization response shows a frequency dependent phase shift with a sharp step at the resonance. Already from this simple model (Figure 2.10) it is obvious that every material shows a dispersion $(dn/d\omega)$. Short laser pulses have a spectral width around the center wavelength (e.g. $\Delta \lambda \approx 35$ nm for our pulses). The different components of the bunch travel with the group velocity:

$$v_g(\omega) = \frac{d\omega}{dk} = \left( \frac{n}{c} + \frac{2\pi}{\lambda_0} \frac{dn}{d\omega} \right)^{-1}. \quad (2.15)$$

Dispersion in the group velocity will change the chirp in the pulse, meaning that the phases of different wavelength walk apart and the pulse can stretch non linearly. The typical method of calculating the linear dispersion in media is by use of the Sellmeier equations. The empirical relationship between wavelength
X-ray Generation

and refractive index is tabulated for most commonly used materials. Table 2.1 shows literature values for the materials relevant in the table top plasma source.

The effect is strong for the coherence length in non linear crystals like $\beta - BaB_2O_4$ (BBO). In the case of frequency doubling in BBO from 800 nm to 400 nm the walk off is in the order of 15 fs per 100 µm crystal and strongly limits the usable gain length. The efficiency of second harmonic generation in non linear crystals can be expressed $\eta_{SHG} = C^2 L^2 P / A$, where P is the power per area A, L is the crystal length, and C is a constant that depends on the active mode area. For higher intensities this linear model does not hold and non linear effects with an intensity dependent index of refraction $n(I)$ like the Kerr effect and relativistic effects (see also section 2.5) have to be considered.

**Table 2.1. Sellmeier equations for the materials relevant in this thesis**

<table>
<thead>
<tr>
<th>Material</th>
<th>Sellmeier equations wavelength [µm]</th>
<th>range [µm]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fused Silica</td>
<td>$n^2 = 1 + \frac{0.69621}{\lambda^2} + \frac{0.40725}{\lambda^4} + \frac{0.89752}{\lambda^6}$</td>
<td>0.21-3.71</td>
</tr>
<tr>
<td></td>
<td>$n^2 = 2.7359 + \frac{0.0.01878}{\lambda^2} - \frac{0.01354}{\lambda^4}$</td>
<td>0.22-1.06</td>
</tr>
<tr>
<td></td>
<td>$n^2 = 2.3753 + \frac{0.0.01224}{\lambda^2} - \frac{0.01667}{\lambda^4}$</td>
<td>0.182-1.12</td>
</tr>
<tr>
<td>BBO</td>
<td>$n^2 = 1 + \frac{0.56841}{\lambda^2} + \frac{0.01621}{\lambda^4}$</td>
<td>0.182-1.12</td>
</tr>
<tr>
<td>HPLC water at 20°C</td>
<td>$n^2 = 1 + \frac{0.02681}{\lambda^2} + \frac{0.11311}{\lambda^4}$</td>
<td>0.182-1.12</td>
</tr>
</tbody>
</table>

2.4 Lasers and optical setups used in experiments

The measurements presented in this thesis were performed using different laser systems.

2.4.1 High contrast, high power laser system

The development, calibrations and effects around the laser plasma source were done using a parasitic beam of the multi-terawatt laser of the Lund Laser Center (LLC)\(^\text{15}\). This system has an 80 MHz Ti-Sapphire mode-locked oscillator with preamplifier, spectral cleaning with an acoustic wave pulse shaper (Dazzler) and extra Pockels cells outside the regenerative amplifier for additional temporal contrast improvements. After the regenerative amplifier the pulse is guided through a multipass amplifier. At this stage the parasitic beam used by us was coupled out and compressed. The output to our setup was 800 nm, 40 fs, 80 mJ, 10 Hz and a very high contrast ratio > 10\(^6\) : 1 towards the leaked amplified spontaneous emission (ASE) background and pre-pulses. The system has been described in greater detail elsewhere\(^\text{16,17,50–52}\).
2.4.2 Laser used in the high repetition rate laser plasma source

The system built by "Spectra Physics" is based on a short pulse Kerr lens mode-locked Ti:sapphire "Tsunami" oscillator. The "Tsunami" is pumped by 4W CW 532 nm generated by a frequency doubled $LiB_3O_3$ (LBO), diode pumped $Nd:YVO_4$ (Neodymium doped yttrium vanadate) laser (market name "Millenia"). The oscillator output is 80 MHz, 500 mW, 55 nm wide and chirped to 500 fs. The amplifier system is sketched in figure 2.11. The Tsunami output is stretched to 200 ps and a 1 kHz sub multiple of the 80 MHz is coupled into the regenerative amplifier.

![Diagram](image_url)

**Figure 2.11.** Amplified laser system used for the table top X-ray source. The regenerative amplifier (blue beampath) is built with a half wave plate (Pol), one Pockels cell (P2) and a half wave plate (HW). The amplifier is seeded by a Spectra Physics Tsunami Ti:Sapphire oscillator (red path) and pumped by two doubled Nd:YLF Empower diode lasers (green path). For more details see text.

The regenerative amplifier (blue beampath) is built with a polarizer (Pol), one Pockels cell (P2) and a half wave plate (HW). By switching the polarization within the Pockels cell (P2) the cavity can be closed and opened. The reflectivity of the polarizer, the effect that the a half wave plate is only optimal for the center wavelength and the quality and alignment of these elements define the temporal contrast ratio in this amplifier. The Ti:sapphire crystal is pumped by a frequency doubled Q-switched 1053 nm
Nd:YLF laser. During the time of the described experiments the crystal was pumped from two sides.

In an optimally aligned system we reach contrast ratios of $1:10^3$ towards ASE and prepulses (a damaged or misaligned Pockels cell can lead to a decreased contrast ratios of about $1:10$). The pulse is further amplified in a separately pumped double pass amplification system to 6.8 mJ (before compression). The beam diameter is adjusted in the lens telescope T and the previously introduced chirp is reversed. The total output of the system is $\approx 6$ mJ, 40 fs at 800 nm. The contrast ratio, quality of the beam and stability is of huge importance for the intended usage. Internal beam movements due to damaged optics and thermal instabilities introduced the misalignment of Pockels cells, astigmatism generated in the optics and crystals, power and beam pointing fluctuations. A big challenge and still work in progress was to stabilize this commercial system. Since the processes during the X-ray generation are highly non-linear all fluctuations are amplified and can lead to noise in the best, hazardous situations in the worst case (see section 2.5.4 and paper IV).

2.4.3 Optical setup for time resolved absorption experiments

The optical components after the amplifier are shown in figure 2.12. The polarization of the main 800 nm beam is adjusted in a rotatable quartz $\lambda_{1/2}$ waveplate and split by two Brewster type polarizers. The polarization separation is better then 1:100 for the transmitted beam (pump beam) and 1:500 for the reflected beam (X-ray generating beam). The pump beam is delayed on a 13 ns delay line with 5 fs step size and $\pm 40$ fs hysteresis. The full size beam is frequency doubled in a 200 $\mu$m thick BBO crystal and cleaned with two dichroic mirrors (high reflector for 400 nm and very weak reflector for 800 nm) to less than 5% remaining IR radiation and focused on the sample. The transmitted infrared beam after the first dichroic mirror is used to record the presence of the pump beam.

The probe beam is expanded through a 1:2.5 telescope and focused by a 90° off axis parabolic mirror (made by Janos Inc.) onto the water jet target. The off axis parabolic mirror has two foci if not perfectly aligned or if the beam shows astigmatism. Two close foci can generate conditions similar to temporal double pulse structures and can give rise to the generation of high energetic electron beams (see paper IV).
2.5 Laser-plasma X-ray source

Photon densities and electrical fields in the focal point of the pulsed laser reach intensities only found in extreme environments like lightning or centers of stars. At these intensities atoms and molecules are nearly instantaneously ionized. In this highly non linear regime particles are accelerated and can undergo a variety of processes including harmonic generation, the driving of plasma wakes, and different scattering processes. A number of recent textbooks \cite{53-58} and review articles \cite{8,59-62} cover the wide field of ultra fast laser-matter interaction and X-ray generation. I will focus on some interactions and aspects relevant for the work with a laser plasma X-ray source that is used for X-ray absorption spectroscopy. A quick and incomplete overview of laser driven X-ray sources would include the following:

**Wake field acceleration** A high intensity laser can generate collimated and mono energetic electron beams and particle beams \cite{61,63}. The accelerated electrons can be trapped in the plasma wake, wiggle in the driving laser field and generated table top synchrotron radiation \cite{64}. It was suggested and shown that these mono energetic electrons \cite{65} and fast particles can be injected in small undulators \cite{66,67} or be used to drive Compton \cite{68} or Thomson \cite{69} sources.

**Plasma source** Intense laser fields interact with steep plasma density gradients to generate and heat plasma. The electrons in this plasma interact with matter to form bremsstrahlung or characteristic line radiation.

**Laser driven X-ray diode** A small bunch of electrons is generated by a short laser pulse from a photocathode. These are then accelerated by a strong electric field onto a classical anode \cite{70,71}.

**High harmonic generation** A strong laser field distorts the potential of an atom so that at a controlled point electrons lost by the atom are returned to the atom when the field reverses. The electrons gain energy in the laser field, fall back in their ground state and emit a photon having the energy of the ionization potential, plus the energy gained in the field. The process repeats itself with the emitted photon. With strong laser pulses photons well beyond 2000 times the fundamental wavelength have been observed \cite{72-75}.

**Compton scattering** The inverse Compton effect can transfer energy to optical photons scattered on fast electrons generated at synchrotron or laser sources and high energy x- and gamma radiation can be emitted. The efficiency is low and very large photon densities are needed \cite{68,76-78}. 


Thomson scattering  This source works in the low energy limit of Compton scattering. The oscillatory field of a strong laser pulse interacts directly with an intense electron beam. The oscillating electrons emit radiation similar to a wiggler. The achievable flux is very small, but the reported emission is on the order of the laser pulse duration.

2.5.1 Ionization

The energy of an 800 nm photon is often not sufficient to ionize an atom or lift an electron from the valence (or highest occupied level) to the conduction band (lowest unoccupied level) in an isolator. Electrons in the conduction band or free electrons with sufficient energy can ionize molecules and excite further electrons into the conduction band. This collisional ionization can lead to an avalanche effect when the sum of field ionization rate and collision rate is larger than the recombination rate.

For the initial ionization the two main models are multi photon ionization and field ionization. Which of the two processes dominates is determined by how much energy the electron gains during its oscillation in the laser field (and is related to the resonance absorption discussed above in section 2.3.1). The average oscillatory energy (ponderomotive energy) one electron has if its resonance frequency in the atom field is \(\omega_e\) is:

\[
U = \frac{e^2 E^2}{4m_e^2 \omega_e^2}.
\] (2.16)

To determine which process is dominating, one has to consider the ionization potential \(I_p\) of the atom. The dimensionless Keldysh parameter \(\Gamma = \sqrt{I_p/4U}\) is an estimate of the threshold between the two effects. For high frequencies and/or low electric field strength the ponderomotive energy is small and \(\Gamma \gg 1\). Multiphoton ionization is the dominant absorption process in this regime. At high intensities many photons can simultaneously interact with the atom and the electric field can be understood as a distortion of the potential barrier (see figure 2.13 and the comment under to it). The electron can tunnel through the barrier or if the distortion is large enough and the barrier is suppressed go "over-the-barrier".

Tunnel ionization is the basis for the coherent generation of high harmonics. The electrons tunneling through the barrier can gain energy from the laser field and be recaptured, and emit a photon of higher energy. The process inherits the coherence of the driving laser field. This is a very active area of research and the control of phase and ionization has enabled groups to generate harmonics in the hard X-ray range.
Comment figure 2.13 An estimate for the electric field can be made by a linear Coulomb potential:

\[ V_{\text{coul}}(x) = \frac{-Ze^2}{4\pi\epsilon_0 x} \]

modified by a homogeneous electrical field to:

\[ V_{\text{total}}(x,t) = V_{\text{coul}}(x) - \epsilon E(t)x \]

The barrier is the ionization potential \( I_p \) minus the maximum of this curve. Here one can define an apparent laser intensity for each bound state at which this barrier would be low enough for direct ionization:

\[ I_{\text{app}} = \frac{\pi^2 c^3 \epsilon_0^3}{2Ze^6}, \]

where \( Z \) is the charge of the generated ion, \( e \) the elementary charge and \( c \) the speed of light. For typical gases:

<table>
<thead>
<tr>
<th>Ion generated</th>
<th>( I_p ) [eV]</th>
<th>( I_{\text{app}} ) [Wcm(^{-2})]</th>
</tr>
</thead>
<tbody>
<tr>
<td>He(^+)</td>
<td>24.59</td>
<td>( 1.4 \times 10^{15} )</td>
</tr>
<tr>
<td>N(^+)</td>
<td>14.53</td>
<td>( 1.8 \times 10^{14} )</td>
</tr>
<tr>
<td>N(^{5+})</td>
<td>97.9</td>
<td>( 1.5 \times 10^{16} )</td>
</tr>
<tr>
<td>O(^+)</td>
<td>13.6</td>
<td>( 1.3 \times 10^{14} )</td>
</tr>
<tr>
<td>O(^{6+})</td>
<td>138.1</td>
<td>( 4.0 \times 10^{16} )</td>
</tr>
</tbody>
</table>

2.5.2 Plasma oscillation

In the laser focus of a plasma source the ionized particles form a strongly inhomogeneous plasma with a high degree of ionization. The strong electric fields locally disturb the condition of neutrality. The mobile and light electrons, once ionized, oscillate in the Coulomb potential of the heavier and less mobile ions with the (Langmuir) oscillation frequency:

\[ \omega_p^2 = \frac{e^2 n_e}{m_e \epsilon_0}. \]  

Here \( n_e \) is the free electron density, \( m_e \) the electron mass and \( e \) the elementary charge. The energy transfer from the driving electrical field to the oscillator is maximum at the resonance frequency (see oscillator model section 2.3.1) and due to the phase shift this layer acts as a perfect mirror. Assuming the existence of a density gradient, a laser can penetrate the plasma until the critical density, where \( \omega_p(n_e) = \omega_{\text{laser}} \) is reached.

2.5.3 Propagation in under-dense plasma

Several other important effects can be understood from the Langmuir frequency. For the experiment the index of refraction is:

\[ n \approx \sqrt{1 - \omega_0^2 / \omega_{\text{laser}}^2}. \]

By considering also equation 2.17 we see that with increasing ionization the index of refraction decreases in regions with higher intensity (higher degree of ionization). Assuming a spatial intensity variation like described in equation 2.13, the effective higher speed in the middle of the beam turns the wavefront and leads to defocusing. Focusing optics with focal length \( f \) and an initial beam diameter of \( R \) normally have a minimal possible focal diameter of \( D = 2f\lambda / \pi R \). Intensity defocusing limits this focal parameter further if the ionization threshold is reached. This motivates the use of gases with lower ionization threshold, or evacuation leading to a reduction of the attainable electron density (see comment in section 2.5.1). This effect decreases the area of the confocal parameter \( \sim (4\pi f / R)^2 \) and with this the interaction length.

In the water plasma source presented here the vacuum pressure is limited by the water vapor pressure. The water is degassed and in some cases cooled below room temperature to be able to further reduce the pressure. During the experiments the chamber is constantly flushed with helium to obtain a higher ionization threshold. Plasma sources based on materials with lower vapor pressures can reach higher laser intensities in the focal area and generate higher electron temperatures (see section 2.5.4).
The quiver movement of electrons in a very strong electric field can require a relativistic correction of the electron mass if the laser field is intense enough. The effective resonance frequency becomes \( \omega_{\text{corr}}(I) = \omega_0 / \gamma \) and is higher in areas with larger field strength. Following a similar argument as before, this process may generate a self focusing effect. Balancing these and several other not previously mentioned effects like (Raman and Thomson light scattering), light can be guided in a self generated plasma channel over long distances. Processes like white light generation, self compression, guiding of electrical discharges and lightning and laser driven plasma waves in self guided channels or capillaries use these effects.

### 2.5.4 Plasma heating and generation of bremsstrahlung

The laser heating of a plasma has been studied for many years. In laser plasma sources the plasma is generated at the steep interface between a high density target and an area of lower density. A gradient of temperatures and densities is formed. The leading edge of the laser pulse hits an intact surface and starts the partial ionization. Nuclei in the plasma move roughly with the speed of sound in practical units:

\[
c_{\text{ion}} \approx 0.31 \sqrt{(T_e / \text{keV}) \cdot (Z_{\text{eff}} / A)} \, \mu \text{m ps.} \tag{2.19}
\]

Here \( T_e \) is the electron temperature in keV and \( Z_{\text{eff}} \) the effective charge normalized by the atomic number. The expansion resulting from this speed is small during a single high contrast pulse of 50 fs. For optically impaired temporal contrast (see section 2.4) or deliberately generated pre-pulses with several picosecond delay (paper IV), the heavier particles in the plasma have time to expand and generate a plasma and temperature gradient spreading, over a much wider range (plasma scaling length). At the intact plasma surface collisional absorption processes dominate the energy absorption at lower intensities of \( \approx 10^{12} - 10^{14} \, \text{W/cm}^2 \). Several collisionless absorption mechanisms are suggested for higher laser intensities. One dominant process at the undisturbed density surface is the vacuum heating mechanism named after Brunel which was extended to shorter pulses by Gibbon. In this mechanism the p-polarized field extracts electrons from areas with high electron density and accelerates them during the opposite electric cycle back into the area of high density. Complex collective events for p-polarized light have been calculated using particle in cell (PIC) codes that can generate a superheated fraction of electrons. The total intensity spectrum is often presented with a bi-Maxwellian distribution. A common feature for many theoretical findings is that the hot electron temperature scales as
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The photon flux achieved in the range $5 - 10$ keV (presented in papers I and II) is comparable with fluxes achieved from other sources\textsuperscript{103;131;132} and sufficient to limit the detection rate to the detector (see also section 2.5.6 and section 4.5.6). In future iterations X-ray optical elements might be introduced in the system (see section 2.5.7 and 4.4.3). This first version however was designed to run without any optical elements. This work developed the use of single X-ray photon measuring detectors in combination with a plasma source for X-ray absorption spectroscopy, in

$$T \sim c \cdot \left( \frac{I}{[10^{16} W/cm^2]} \right)^{\frac{\lambda^2}{[\mu m^2]}} < a < 1 \quad (2.20)$$

Details of the proposed theories for different intensity ranges, materials and angles of incidence can be found in a number of textbooks, recent articles and references therein (e.g. \textsuperscript{21;24;53;54;58;93;95;106–111}). Fast electrons are stopped in the material and release their energy as bremsstrahlung. Several studies have investigated the conversion efficiency for laser plasma generated fast electrons for different intensities, geometries and target materials\textsuperscript{25;24;93;112;113}. Target ablation at the high laser intensities requires replacement of the target material between shots with precision in the order of the focal dimension of a few micrometers. The ablated material has to be controlled to avoid coverage of optics. Different target/debris handling systems have been developed over the years for flat polished discs\textsuperscript{13;23;24;94;114–120}, wires\textsuperscript{121;122}, tapes\textsuperscript{123;124}, drums\textsuperscript{125;126}, clusters\textsuperscript{127–130}, droplets\textsuperscript{131;132}, pulsed gas nozzles\textsuperscript{133} and liquid jets\textsuperscript{103;134–141}. Many of the early systems were developed to study laser plasma interactions. Later developments aimed at the application of the generated intense characteristic line emission to study structural changes in ordered systems. It was proposed and shown that a near edge spectrum (see chapter 3) can be extracted using the overlap of characteristic emission lines with specific absorption edges\textsuperscript{142;143}. Several groups showed steady state and time resolved X-ray absorption fine structures using laser plasma sources in the soft X-ray regime (e.g. \textsuperscript{120;126;144;145}). Sources for lab based time-resolved hard X-ray spectroscopy based on these constructions have been built and time resolved measurements have been presented\textsuperscript{103;124;141;146–151}. All of those studies use flat or bent analyzer crystals with their low efficiency (see section 4.4.3) to disperse the X-ray probe radiation.

The choice of target material depends on many different aspects: while high-Z materials stop electrons more efficiently (figure 2.14) the reabsorption within the material is also much higher. The conversion efficiency into bremsstrahlung is higher the faster the electrons are. The electron speed depends on the electron density and the maximal achievable power density\textsuperscript{152}.

Figure 2.14. Left figure: Photon attenuation length in water and mercury\textsuperscript{104}. The green line indicates the jet thickness. Right figure: Electron stopping power of water and mercury, normalized to the density of the material and photon energy. The stopping power for radiative energy loss and total energy loss was transformed into a stopping length assuming the continuous slowing down approximation. The spectra were calculated using the ESTAR database\textsuperscript{105} which does not consider shell correction. The corrections are necessary if the electron energy comes of the order of the inner shell binding energy.
particular with the view to enable ultrafast pump-probe and lab-based X-ray absorption studies. Without the possibility to spatially filter characteristic emission lines close to the area of interest (see also comment in section 4.4.3) thick metallic filters would have to be used to suppress the intense emission or the counted background radiation would substantially increase. Partly for this reason, the target material was selected for its lack of observable emission lines.

2.5.5 Sample chamber, water jet target, debris protection and sample jet

Simplicity and long term stability are among the advantages of micro-jet targets. Experiments in this work mostly used a jet apparatus based on a long stainless steel syringe orifice with sharpened edges and an inner diameter of 210 μm a self contracted jet with 160 μm. The jet apparatus is operated under laminar flow conditions with ≈ 5 m/s. The focal spot is set ≈ 2 mm under the nozzle (see inset figure 2.12). The characteristic scaling length after the Rayleigh-theory predicts the earliest breakup of the jet after:

\[ L \approx \sqrt{\frac{\rho \cdot d^3}{\sigma}} \]  (2.21)

\( c_{\text{jet}} \) is the jetspeed, \( \rho \) the density, \( d \) the real jet diameter and \( \sigma \) the surface tension. This length is however only an estimate and with the carefully designed laminar flow conditions the scaling length does reach several cm. Deionized water is used for the jet and a mesh filter with 60 μm opening prevents clogging of the jet. The stable X-ray production and tests with synchronous stroboscopic illumination of the plasma focus area using the second arm of the laser at different relative arrival times similar to the work from Thoss confirm a stable surface at the interaction region. The fairly large jet diameter enables the control of the angle of incidence on the surface (see figure 2.12 c). If the sample chamber is operated under 1 atmosphere helium the jet is produced using a small centrifugal pump whose already very small pressure fluctuations are further damped by long, elastic tubing.

The rough vacuum in the evacuated setup was chosen to be limited to water vapor pressure to avoid boiling of the jet. A water aspirator pump (buffered over two water filled gas ballast containers) provides a simple and stable pumping system that is not sensitive to the humidity. An external water reservoir is filled with helium under atmospheric pressure and the pressure difference between the chamber and the reservoir drives the water jet.

Several sample chambers were used during the thesis work. The initial work for papers I, II and IV was done in a modular
lead chamber presented in paper I. To be able to automate and feedback the movement of the chamber and its contents with standard motorized linear optical delay stages a new, light weight, modular and compact chamber was developed. This most recent chamber was built from aluminium and designed to provide sufficient absorption to satisfy the safety regulations under stable X-ray emissions. Additional external lead shielding can be added in case of laser instabilities and hazards from high energy electron emissions discussed in paper IV. The chamber has two for antireflection coated 1 inch windows, one large observation window and two beryllium windows mounted on aluminium carriers. All windows are sealed with rubber gaskets and can be exchanged. The holder, wall and lid are separate units designed to be opened and modified.

Figure 2.15 presents the sample chamber without the outer walls. The holder for the water jet A and the nozzle for the sample jet are aligned on flat surfaces and can be easily exchanged. The whole chamber is $8 \times 10$ cm with an extension for the entrance window of the pump beam. To commence an experiment the system is aligned for maximum X-rays (using the CCD camera, see chapter 4). The detector is aligned on the X-rays that pass through the alignment pinhole. The pump laser is aligned on the pinhole and the transmitted intensity measured. A first indication of the temporal overlap is measured by introducing a scattering element near the nozzle A and measuring the scattered light with a fast photodiode (the pump-beam traverses a fixed distance past the water jet, see also figure 2.19). Improved time-zero alignment might be found by measuring the pump beam scattering from the generated plasma plume (in which the critical density acts like a plasma mirror). The alignment pinhole is then replaced by the nozzle that replaces the sample jet.

During the operation under aspirator vacuum pressure, a small amount of helium can be constantly lead into the chamber and onto windows and other surfaces where condensation might cause problems. A small splatter protection with holes for the two laser beams is placed in the gap between the holder and the catch tube of the water jet to minimize the open area. The constant gas stream purges the chamber effectively from the
water splatter and steam generated by the plasma explosion. Water and sample outlets are tapped with screw threads and can house changeable stainless steel catch tubes. The chamber rests on three custom built adjustable legs with ball heads that each sit under tension in a v-shaped groove providing a stable 6 point kinematic design with very low slip\textsuperscript{154–156}.

For pump probe measurements the sample is a free flowing jet with \( \approx 0.6 \text{ m/s} \), produced by two conically wedged flat stainless steel plates with 6 mm length and adjustable gap beginning from a few micrometers. The pressure difference is generated by a small chemically resistant pumps (e.g. micro gear pump from MZR Inc. or small diaphragm pumps from Xavitech).

Future improvements on the jet system could include separation of the sample environment from the X-ray generation environment using thin membranes or break through nozzles\textsuperscript{157}. The sample environment could be decoupled from the X-ray chamber with broadband X-ray optics (see section 2.5.7), though this would introduce alignment difficulties, questions of X-ray temporal dispersion in the optics.

### 2.5.6 X-ray flux considerations

X-ray absorption spectroscopy measures the spectral variation of the absorption cross-section. The important task is to achieve a flux on the sample area that:

- **has known spectral composition** This can be achieved by either using a monochromatic beam and normalizing on the incoming and outgoing intensity, or by using a beam of the full spectral width and analyzing its spectral components with and without the sample.

- **is as stable as possible** For monochromatic beams with large fluctuations an effective normalization is needed which has a signal to noise ratio similar to the actual measurement. If spectral fluctuations do not include sharp features they can be normalized by a system with worse spectral resolution than would be needed to retrieve the spectrum.

- **is as high as possible** to measure with the desired signal to noise and readout capabilities of the detector. Every photon in XAS carries information and the signal to noise statistics is often limited by the number of photons collected. In our single photon counting experiments this rate is limited by the number of microcalorimeter pixels and their individual countrate.

- **does not damage the sample** In most ultra-fast time-resolved experiments the sample is replaced before each X-ray expo-
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Figure 2.16. Beryllium lenses using the diffractive index \( n(Z) = 1 - aZ \) typical focus length of several meters

![Reflectivity vs. incident angle](image)

Figure 2.17. Relative reflectivity as function of incident angle measured from grazing incidence. Generated with the database.\(^{158}\)

sure. The pump beam often curses as much sample damage as the X-ray probe.

**must not produce radiation hazard** In large scale facilities radiation safety for users is often excellent. In small experimental table top setups radiation hazards like the described electron beams need to be recognized, monitored and eliminated by the experimentalist.

### 2.5.7 X-ray optics with potential use in tabletop absorption spectroscopy with direct detection

The index of refraction for X-rays is calculated and experimentally proven to be less than unity in materials\(^{159}\).

\[
 n = 1 - \left(\frac{e^2}{mc^2}\right) \frac{N\lambda^2Z}{2\pi} \tag{2.22}
\]

where \( N \) is the number of atoms per unit volume and \( Z \) the atomic number. This fact enables the interesting construction of beryllium lenses with vacuum/air as the material with higher index of refraction (figure 2.16)\(^{160}\). The kinematic theory of reflection after Darwin/Prins describes the angular dependence of the total reflection in a Bragg peak with polarization perpendicular to the scattering plane and negligible absorption as:

\[
|\theta - \theta_0| < \left(\frac{e^2}{mc^2}\right) \frac{N\lambda^2}{\pi \sin(2\theta) f}. \tag{2.23}
\]

Here \( N \) is the number of atoms per unit volume and the angle \( \theta_0 \) is the Bragg angle corrected for refraction derived for small \( n \) from

\[
\lambda_{\text{vacuo}} = \lambda_f \left(1 - \frac{1 - n}{\sin^2(\theta_0)}\right)
\]

and the false uncorrected Bragg glancing angle for this order

\[
\lambda_f = (2d \cdot \sin(\theta_0)). \tag{161}\]

If we neglect effects of absorption, material density and the dispersion corrections \( f' \) and \( f'' \), the width of the total reflection scales as: \( f_0 \sim \rho / q \) with the density \( \rho \) and momentum transfer \( Q \)\(^{159,162}\):

\[
Q = |K_f - K_i| = \frac{4\pi \sin(\theta)}{\lambda}.
\]

For heavier and less ordered materials the absorption in top layers can not be neglected and the initially perfect reflected intensity is attenuated faster (figure 2.17).

Regardless of these absorption effects, the very small acceptance angle associated with Bragg diffraction amounts to a very
narrow bandpass behavior when using crystal diffraction as the basis of an energy analyzer. There can be corresponding losses of flux. Reflection under very small angles has a similar angle dependence being in effect zero order diffraction. Nevertheless energy dependence for reflection can effectively cover a larger wavelength range. The emission of a point source like a plasma source is in principle isotropic in the full solid angle $4\pi$ (see also paper I), which is a problem when designing or considering X-ray optics.

Using a larger solid angle without smearing the time resolution requires a careful design of the experiment. Optics for broadband reflection suitable for tabletop XAS include:

**toroidal mirrors** figure 2.18 a) Elliptical design guides the reflected rays with one reflection into a good focal spot. The material is usually as heavy as possible or covered with a high Z material, or can consist of multilayers in which the d-spacing may be tapered\textsuperscript{160,163}.

**poly capillary lens** figure 2.18 b) Many small capillaries made e.g. from lead glass or silicon guide the beam over several internal total reflections. These optics can have stronger bends than optics based on single reflection and therefore capture a larger solid angle. With each reflection the penetration depth smears the time-resolution and the difference in the pathlength allows only the use of a small outer ring. There are many different designs using single or multiple diameters.\textsuperscript{164,165}.

**lobster eye lens** figure 2.18 c) A multifoil optics with rectangular or axial symmetric cross section. The foils are covered with multilayers or high-Z materials like gold to give better performance at shorter wavelength. The design offer a large solid angle of capture (several 10s of mrad)\textsuperscript{166}.

**bent mirror system** figure 2.18 d) Bent gold or multi layer covered systems. Two bent mirrors coated with high Z material or wavelength adjusted multilayers are arranged at 90 degrees and have a two bounce focal path. The perfection of the surface can be made very high. Such Kirkpatrick-Baez systems are among the achromatic standard techniques used at synchrotron sources\textsuperscript{160,167,168}.

With each reflection the temporal broadening can be increased and pathlength differences have to be considered carefully for each design. Bargheer\textsuperscript{169} presents some considerations for the use of optics in table top diffraction experiments which are valid for the broadband capable devices. The solid angle for a circular
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In the presented tabletop XAS setup the use of optics was avoided by bringing the sample close to the source. This avoids the necessarily careful mechanical alignment, spectral filtering qualities, temporal dispersion considerations and expense of X-ray optics. In the currently implemented prototype the source-sample distance was chosen to be $2 \text{ cm} = 1.7 \times 10^{-4} \text{ sr}$ (assuming a 300 µm probed spot) for simple access and testing. Without major reconstruction a source-sample distance of $0.5 \text{ cm} = 2.8 \times 10^{-3} \text{ sr}$ (for a 300 µm diameter probed spot) is possible by replacing the current nozzle with the design described in figure 2.19.

In this simple design the path differences for the bent wavefronts is approximately 15 fs and only the walk-off due to dispersion in the sample gives a strong contribution to the time smearing ($\approx 1 \text{ fs per } 1 \mu\text{m pumped sample in water}$). To reduce this walk-off one would either limit the sample thickness or could adjust the angle between X-ray beam and the exciting laser pulse (additionally wavefront adjustment and control might be needed). It should be borne in mind that the X-ray pulse duration is expected to be a few hundred fs with the current implementation of the source (see paper I).

The use of reflecting X-ray optics could increase the total X-ray flux on the sample (at the cost of additional temporal smearing)\(^\text{169}\). It would however ease the access for excitation by enlarging the free distance before the sample and it would enable the possibility to separate the sample environment from the X-ray source. In combination with a stronger and especially harder source the detector development would enable us to measure time resolved table top emission spectra. This possibility to spectrally filter the emission would reduce the measurement time and might ease the use of high-Z target elements by suppression of emission lines (see also section 4.4.3 and 3.4).

\[ \Omega = 4 \pi \sin^2 \left( \frac{\omega}{4} \right) \quad (2.24) \]

Figure 2.19. a: At reduced source-sample distances the temporal smearing is increased due to the different wavefront projection on thick samples. Differences in the speed of light in thick samples can be compensated by wavefront tilting. b: a different perpendicular nozzle design with a small beam-block in front of the water jet and strong focusing can simplify the use of small distances. c: 3d sketch of the design.
In this central chapter the working life of X-ray photons is presented, after their birth in a “hot” source (chapter 2) and before their demise in a “cold” detector (chapter 4). Compared to the source and detector, foreseeable chemical samples are “warm”. X-ray absorption spectroscopy is a well established molecular structure approach applicable to disordered samples. Laboratory based ultra-fast stroboscopic pump-probe capability is a particular incentive in this work. To develop a new technique for transmission X-ray absorption spectroscopy at energies up to and exceeding 10 keV was a goal of this work. The physics of this technique is outlined. The “hot” source and “cold” detector were married for the first time in the closing months of this work. A few of its first resulting transmission X-ray absorption fine structure spectra are presented.

3.1 Main interactions

X-rays interact primarily with the electrons in a material. Electrons have a much higher charge-to-mass ratio than atomic nuclei. This makes them much more responsive to the oscillating electric field of photons. In addition, electrons are usually much more numerous than nuclei in materials.

X-rays that interact with matter can be absorbed, or have their energy altered, or their phase shifted. Absorption will be the focus of this chapter. Energy shifts are the symptom of inelastic processes, and include X-ray fluorescence, Compton scattering, and phonon interactions (which require extremely high X-ray energy resolution). Of these, X-ray fluorescence is an important and easily detectable consequence of absorption, requiring its brief discussion in this chapter. Phase shifts are the basis of the X-ray diffraction methods, of which crystallography and holography are just two well-known examples. It is worth mentioning that
3.2 X-ray Absorption processes in spectroscopic methods

X-ray absorption spectroscopy (XAS) probes the absorption probability of photons as a function of their energy. The absorption in an infinitesimal thin sheet of material is given by:

$$-dI_{\text{trans}} = I_{\text{trans}}(z)\mu dz$$

with $\mu$ the linear absorption coefficient, $I$ the intensity and $z$ the pathlength in the material. Ignoring resonant absorption energies the absorption cross section for a free atom follows

$$\mu(E) \approx \frac{\rho Z^4}{AE^3}$$

with a strong dependency on the atomic number $Z$ and the energy $E$; $\rho$ is the density and $A$ the atomic mass. The strong $Z$ dependence gives element specific contrast which can be further enhanced by using differential absorption above and below resonances. The probability for a photon to be absorbed can be theoretically derived from the transition moment between the initial $\psi_i$ and the final states $\psi_f$ and the density of states $\rho$:

$$\mu \propto \left| \langle \psi_f | H' | \psi_i \rangle \right|^2 \rho(E_f - E_i - \hbar \omega).$$
If the energy of the photon is sufficient to excite a filled electronic state into a continuum state the sudden rise in the absorption probability is called absorption edge (see figure 3.1). The excited atom/molecule undergoes different radiating and non radiating relaxation processes which are shown in figure 3.2. The two main deactivation channels are the fluorescence decay and the Auger decay. For hard X-rays (above 2 keV) the fluorescence decay process is more likely. During the fluorescence decay an electron at a higher energetic state fills the core hole and a photon of characteristic energy is emitted. The emitted photon energies are element specific and are used in X-ray emission spectroscopy (XES). The energy of the emitted photon can be analyzed for chemical shifts in both the final core hole state and the emitting originating state. The width of the absorption crossection is broadened by the the uncertainty principle $\Delta E \tau \geq \hbar$ due to a very short lifetime $\tau$ of the core excitation. The lifetime broadening of the K-absorption edge of iron is 1.25 eV and 1.6 eV for the K\(\alpha_1\) emission. Resonant scattering processes from core states over one or several bound intermediate states can overcome this limitation, but require highly tunable monochromatic excitations.

The theory of X-ray absorption and emission spectroscopy is well established and for details the reader is referred to these recent review articles and text books. The photon emission is related to the density of occupied states while absorption spectroscopy probes the density of unoccupied states. Both show strong chemical sensitivity and can be used to identify changes in chemical structure. The high quantum efficiency of the developed microcalorimeter detectors offer promising features for both X-ray absorption and emission techniques. Non resonant X-ray emission spectroscopy does not rely on monochromaticity of the exciting radiation and would be easily installed in a plasma source setup. Planned ultrafast facilities like the short pulse facility at MAX IV in Lund expect $1 \times 10^7$ photons/pulse at 100 Hz and would benefit from quantum efficient detectors with the features discussed in section 4.5.3. The current prototypical laser plasma arrangement and presented measurements are geared towards X-ray absorption fine structure (XAFS) spectroscopy, which and will be the focus of the following discussion.
3.3 X-ray Absorption fine structure (XAFS) spectroscopy

It is common to differentiate between the X-ray Absorption near edge structure (XANES) and the extended X-ray absorption fine structure (EXAFS). The difference is how much the description of the transition probability (equation 3.3) can rely on semi classical scattering theory. The emitted electron can be scattered from the neighboring atoms and by a process of interference gives rise to modulations in the absorption pattern. In the EXAFS region approximations to single and multiple scattering path can be made and the absorption coefficient $\mu(E)$ can be expressed as $\mu(E) = \mu_0(E)(1 + \chi(E))$. The correction factor $\chi(E)$ is called EXAFS function and can be expressed:

$$\chi(k) = -\sum_j N_j \frac{|f_j(k)|}{k R_j^2} e^{-R_j/\lambda_e} e^{-2k^2 \sigma_j^2} \sin(2kR_j + 2\delta_j + \arg(f_j(k))) \cdot \frac{E}{F} \frac{G}{D}$$

with $k = \sqrt{2m(E - E_0)/\hbar^2}$.

The sum goes over all possible scattering paths $j$ with $N_j$ multiplicity and the electron wave vector $k$. The prefactor $A$ contains the scaling factor due to the expanding spherical surface at distance $R_j$ of the scatterer and the return path. Terms $B$ and $G$ are the amplitude and phase shift from the atomic scattering factor $f_j(k)$. The variable $\lambda_e$ in term $C$ is the mean free electron path, and term $D$ is a Debye-Waller factor that describes the average displacement of the scatterers. Term $E$ originates from the wave nature of the emitted electron and can be understood as interference between the arriving and returning wave packet. It gives rise to the oscillatory part in figure 3.3 and $F$ is a phase shift arising from the delocalized nature of the orbital of the emitting atom. For experiments in the EXAFS region the edge jump is normalized, the background subtracted and the modulations of $\chi(k)$ are analyzed. The main information of the EXAFS region is the extraction of interatomic distances. The number and type of ligand atom can be determined, and with improving data quality, multiple scattering paths and can be refined that reveal local structure. Low lying electronic states, the valence of the atom and multiple scattering events contribute to the signal in the XANES region. The analysis often requires complex model calculation and a variety of codes are available to perform such calculation. FEFF, FDMNES, GNXAS, EXCURV and MXAN are some of these codes which are implemented in a number of software packages with fitting routines like IFEFFIT, EXAFSPAK or
3.3.1 Evolution of Ru-Pt and Ru-Pd catalysts upon optical excitation

In the context of photocatalytic splitting of water it was shown that the dinuclear ruthenium-palladium complex \([\text{(tbbpy)}_2\text{Ru(tpphz)}\text{Pd(Cl)}_2]^{2+}\) (RutpphzPd) with tbbpy = 4,4'-di-tert.-butyl-2,2'-bipyridine and tpphz = tetrapyrido[3,2-a:2':3':c,3'-2''-h:2''-3''-j]phenazine forms hydrogen in the presence of an electron donor and is able to hydrogenate alkynes (see figure 3.4). Hammarström suggested that a similar ruthenium-palladium complex is destroyed during the reaction cycle and that the colloidal particles that result function as reaction centers for further hydrogen production. Sakai showed that the related complex with platinum is stable during hydrogen formation. A manuscript under preparation will present more experimental and theoretical details of the photophysical and poisoning processes.

The optical spectra show a significant absorption of the (RutpphzPd) between 350 nm and 400 nm which is lacking in the (RutpphzPt). The absorption in this area is dominated by \(n-\pi^*\) and \(\pi-\pi^*\) transitions which are centered on the (tpphz) ligand and might point to a coupling of electronic states of Pt to the ligand. Any photocatalysis in both RutpphzPd and RutpphzPt follows electron transfer from the light-absorbing Ru-center of the complex to the catalytically active metal species.

This experiment was performed at the XAS beamline at the ANKA Synchrotron Radiation facility. Both catalysts were dissolved in a mixture of acetonitrile, water and triethylamine and were irradiated for different times. Comparison of the absorption spectra with reference spectra in figure 3.5 suggests that RutpphzPd decomposes to colloidal metal upon irradiation like the similar complex. While RutpphzPt is not significantly changed upon irradiation. This suggest a different reaction mechanism for the hydrogen evolution in the two complexes. Monitoring the electron transfer during the metal to ligand charge transfer might illuminate this process. The characteristic timescales for the three stage excitation decay in RutpphzPd are 0.8 ps, 5 ps and 310 ps. The ruthenium L edges, the palladium L edges and the platinum M edges are reachable with the energies present in the plasma source and their spectrum could be accumulated simultaneously for each molecule. The field of biomimetic hydrogen producing compounds is of great scientific interest and some recent reviews can be found in these references.
3.4 Ultra fast experiments, filters and examples

In recent years a rapidly increasing number of ultrafast X-ray absorption experiments with sub picosecond time-resolution have been performed at the facilities discussed in the previous chapter. A number of reviews have been published describing their similarities and differences\(^8\,^9\,^{59}\,^{193}\,^{194}\). This section will discuss the choice of filters for a laser plasma source and the performance of the system in relation to them. The transmitted X-ray intensity is the product of absorption in the solvent \(A_{\text{sol}}\), sample \(A_{\text{sample}}\), and filters \(A_{\text{filter}}\), each with its own crosssection \(\sigma(\kappa)\) concentration \(n_i\) and thickness \(d\). The integrated absorption for each is then according to equation 3.1 \(A_i(E) = \exp(-n_i\sigma_i(E)d)\). The information we try to extract is the difference \(\Delta \sigma(E)\) of the absorption crosssection in the sample of excited and ground state molecules. The signal scales with the excited fraction \(f\), the concentration \(n\) and the sample thickness \(d\).

Broadband transmission experiments based on direct detecting single photon measuring exploits the natural beam divergence to spatially separate X-ray photons in a given shot, which have different energies. The total number of photons that have to be collected depends on the exclusion from the detector of photons whose energies lies outside the spectral range of interest. This energy range might cover several absorption edges simultaneous (see section 3.3.1). The shot noise in single photon counting is Poisson distributed with width \(\sqrt{N_s + N_b}\), with \(N_s\) being the signal and \(N_b\) the background. The square of the signal to noise ratio is also called number of effective counts:

\[
N_{\text{eff}} = \frac{N_s}{1 + \frac{N_b}{N_s}} \quad (3.6)
\]

The optimal filter solution would be a neutral bandpass filter limiting the transmitted photons to the area of interest. In principle, reflective grating like structures could function like this (see section 4.4.3). In the current experiment available transmission filters were used to reduce the number of photons outside the spectral region of interest. For the high energy range a thin material with a suitable absorption edge and a thick low Z filter using the \(E^{-3}\) dependence of the absorption (equation 3.2) for the energy range below the absorption edge.

Two or more low energy photons whose summed intensity results in the area of interest contribute to the background signal. The probability for two simultaneous events within the same laser pulse is reduced by suppressing low energy photons as aggressive as possible and sparse the distribution over a higher repetition rate to avoid this pileup. Indeed all photons outside the range of interest simply reduce the maximum attainable
countrate for useful photons. Bunker\textsuperscript{168} derives a formula for the selection of the optimal filter thickness that allows tabulated values to be used for the optimization. He defines a filter quality $Q=\mu_{\text{sample}}/\mu_{\text{back}}$ where $\mu_i$ is the linear absorption coefficient in the sample or background energy area. A similar approach with a small difference can be taken here. In his formula the fluorescence of the filters is considered a negative effect. For the microcalorimeter it is indeed very useful for energy calibrating of the detector during operation and the placement of the filters can be used to enhance this aspect. A wider selection of filters is therefore also preferable over a single element filter. A computer routine based on the emission characteristic of the source, the rate at which photons can be accepted (see section 4.5.10), the filter materials tabulated data\textsuperscript{104,171} and the stopping function of the detector can be used to optimize the filter selection and positioning. Crosstalk between pixels at higher count rates and enhancing the prominence of certain features for detector corrections (see section 4.5.13) have to be considered.

The present state of the system and the path for future development can be best illustrated by an example. This example calculates the measurement times for the two spin states of iron-tris(bipyridine)Cl$_2$ dissolved in water using tabulated values\textsuperscript{104} and loosely following the calculations of Gawelda\textsuperscript{195}. From the total absorption in the aqueous complex at 7.2 keV, every 545 th X-ray photon in a 1 mM solution and every 23 rd X-ray photon in a 25 mM solution is absorbed by the iron atom. Assuming a 300 µm thick sample jet, the total absorption $I/I_0$ is $\approx$ 0.36 for both solutions. The fine structure modulation $\chi$ is $\approx$ 0.55 and the maximum change in X-ray absorbance at full excitation $\Delta\chi$ is $\approx$ 0.12 normalized to the edge jump\textsuperscript{195}. Using 1 mJ/pulse of 800 nm excitation in BBO $\approx$ 200 µJ of 400 nm can be generated for the excitation of the sample. Focused on 300 µm the fluence is 0.28 J cm$^{-2}$. With 3.1 eV per photon $\approx$ 6 $\times$ 10$^{14}$ photons are available for the excitation of $\approx$ 1 $\times$ 10$^{15}$ molecules in a solution with 1 mM concentration and 3 $\times$ 10$^{14}$ molecules in a solution with 25 mM concentration. Using the optical cross sections given by Gawelda\textsuperscript{195} $\approx$ 50 % of the molecules would be excited in 1 mM and 22 % of the molecules in 25 mM. The maximum signal is therefore 2.6 % of the edge jump and the background absorption 545:1 in the 1 mM solution and 23:1 in the 25 mM solution. $N_{\text{eff}}$ of equation 3.6 is therefore 4.7 $\times$ 10$^{-5}$ and 1.1 $\times$ 10$^{-3}$. The minimum number of measured photons necessary to reach $N/N_{\text{eff}}=1$ is 4.5 $\times$ 10$^8$ photons/bin and 8 $\times$ 10$^5$ photons/bin respectively.

The microcalorimeter offers at the moment $\approx$ 3 eV energy resolution. Assuming a mild over sampling with 1 eV bin sizes in a 1 keV wide range, a total of 1000 bins would have to be filled. By using simple absorption filters 1/5 of the recorded
3.5 First results

The combination of source and detector has to date recorded a number of absorption spectra in transmission mode. The very first spectrum was of ferrocene powder and will be briefly presented here. Several other spectra including a spectrum of a free running jet with a 300 mmol iron-tris(bipyridine)Cl₂ solution in water and cobalt compounds were recorded. The ferrocene dataset with a total of $\approx 15 \times 10^6$ recorded events is the smallest of these data sets and was used to develop a semi automated code to analyze the recorded data. It was the "first light" for this source-detector combination. The steps necessary to extract the correct energy of every recorded pulse are discussed in section 4.5.13. The automated code and data extraction is still work in progress but is essential for analyzing large data sets.

This steady state experiment used a thin layer of powdered ferrocene between two layers of "Kapton" foil. The materials in the $\sim 30$ cm between the source and the detector array consisted of powdered ferrocene with approximately one absorption photons lay within the 1 keV area of interest. This rough estimate suggests that for each of the 5000 bins $0.45 \times 10^9$ photons would have to be collected and with the consideration from above a total of $2 \times 10^{12}$ photons for a 1 mM solution and $4 \times 10^9$ photons for 25 mM to reach a signal to noise of one. A more aggressive clipping of the spectrum would be the the most immediate practical approach to enhancing the experiment but could not improve matters by more than a factor of 5.

The following numbers are explained in chapter 4 but they offer a perspective on further short term developments. The detector has an optimum countrate of $\sim 1$ kHz at the moment. When the array is fully built it will offer $\sim 4$ kHz with the same record length (shaping time, time needed to measure one photons with the optimum energy resolution). A new room temperature component in the system that is currently tested at NIST and improvements of the temperature modeling in the pixel could allow for higher fluxes in each pixel that would improve the countrate by a factor of 2-4 without changing the detector setup. However, the detector development is a rapidly developing field as will be discussed in chapter 4 (see especially figure 4.11) and the straight forward scalability of this approach suggest interesting future possibilities beyond the capabilities of this prototype. Instabilities in the laser system together with the expected record times for this prototype prevented us from recording pump-probe spectra at this stage of development. But the following section shows some promising first results, that are the basis for paper V, which is still in preparation.
The recorded absorption spectrum is shown in figure 3.7 A. The absorption coefficients for the transmitted materials were retrieved from available sources. The data set was fitted with these coefficients (assuming atoms) and under the assumptions that the source emission that can be modeled with a single electron temperature following an exponential emission characteristics (see paper I). The only variables in this fit were the total flux of the source and its effective temperature (blue line), the thickness of the transmitted filter materials, the thickness of the bismuth absorber and the ferrocene thickness. The residuals are plotted in figure 3.7 B. The grey areas were excluded from the fit due to sharp and known features in, or superimposed on, the absorption spectrum. The optimized fit free atom (red curve) shows excellent agreement between the measured spectrum the one one expected from the reference data. The histogram of the residuals was normalized by the expected Poisson error for the number of...
recorded events. Figure 3.7 C shows this normalized histogram overlayed with a Gaussian distribution function with $\sigma=1$. Their very close agreement indicates that shot noise is the dominant noise contribution in this measurement. From this measurement the region of the iron and the copper K-edge are presented in figure 3.6. The fine structure modulations are apparent. The two edges and their XAFS features visible in figure 3.6 in fact represent well known standards\textsuperscript{168,196,197} and could have been used to extract structural information. Figure 3.8 shows the extraction of the $\chi(k)$ function from this dataset. From the modulation it is possible to determine the Fe-C bondlength (see equation 3.4). As new and better data is obtained from more interesting compounds, and in pump-probe experiments, the measurement technique developed in this thesis is likely to become a powerful tool in chemistry.
In this chapter the physics behind X-ray detection will be introduced with the focus on energy resolving detectors in the first part. The second part presents and discusses the detection schemes developed for lab-based direct detection X-ray absorption spectroscopy.

4.1 Introduction

The main difference between detectors built for photons in the visible range and the hard X-ray range is the energy carried by a single photon and combined with this the cross section for interactions. Especially in time resolved measurements the number of available photons is also rather small, so that every measured photon has a relatively large statistical significance. A large variety of interactions can be used to detect hard X-rays. Beside the possibility to disperse the energy of photons spatially before or after the interaction, some material excitations have suitable symptoms to serve as the basis of X-ray detection. This is because X-ray photon energies are much larger than most familiar electronic, translational and rotational transition energies in chemistry. Thus, in the course of thermalization by a cascade of different pathways, many different material and electronic excitations, with various longevity, can be produced by a single X-ray photon. The precision that can be obtained depends on the elimination of mechanistic channels that lead to energy trapping in high energy metastable states (which are the basis of many conventional X-ray detectors). Equally important, the precision depends on the energy of the final excitations being as small as possible. Together, these two considerations motivate ultracryogenic micro-calorimeter arrays.
4.2 Overview of X-ray detection schemes

Fluorescent screens and photographic film were the first detectors used by Becquerel and Röntgen. In these, and the much later image plate technology, the X-ray photon energy either drives a chemical reaction or leads to emission of an optical photon during the decay. These are still popular choices for large area detectors\textsuperscript{199–202}. However they use only a very small fraction of the photon energy (3 − 10 %) and their intrinsic energy resolution is poor compared to other techniques discussed below. Semiconductor, photocathode or gas based detectors are also based on the ionizing abilities of hard X-rays. Photons generate a charge cloud that is electrically read with or without prior amplification. Applied strong electric fields can transfer enough energy to the generated electrons that an avalanche kind of amplification can occur within the detection volume e.g. in Geiger tubes and spark chambers. A controlled electron multiplication after the same mechanism occurs in photomultiplier tubes and multichannel plates, avalanche photodiodes and electron multiplying charge coupled devices. The charge cloud and ionized molecules can act as condensation points in supersaturated environments like cloud chambers. Some techniques measure directly the energy of a generated photoelectron with different techniques like time of flight for soft X-rays, or by using the Cherenkov effect in the range of several MeV. X-ray streak cameras decode the time structure of the arriving photons into a spatial coordinate. The generated electron cloud is then manipulated with a changing strong electric field.

The very stable flux generated during most steady state experiments allows the use of integrating detectors in monochromatic experiments. The low repetition rates and large fluctuations present in most ultrafast time resolved experiments often require either the resolution of every single experiment (shot) and/or the recording of the whole spectral range simultaneously, depending on how stable the spectral distribution is.

Two different types of detector types which were used in the presented experiments shall be discussed further. The first are semiconductor detectors, whose detection principle is based on the generation of a charge cloud in a zone with no free charge carriers. The second are cryogenic single photon counting detectors (section 4.5). Both can be constructed as arrays that provide a very efficient photon energy to signal conversion at low noise levels, with the convenience of electronic data collection and management. In them, individual pixels can determine single X-ray photons with less or more energy resolving ability. And the array size is scalable.
4.3 Excitation cloud generation and energy resolution limit

As discussed in chapter 3 the main absorption mechanisms for photons between 1 keV and 15 keV is photo ionization. The Compton cross section also becomes important as the energy increases. In silicon it becomes dominant above \( \approx 60 \text{ keV} \), with the changeover moving to higher energies for higher-Z elements. With photoionization being the dominant interaction mechanism, the initial result of both mechanisms is the partial or complete energy transfer from the photon to one electron. This electron can have energy up to the initial X-ray photon energy, and/or leaves a highly excited ion. The ionized atom can generate further charge carriers via Auger or shake up processes if the electron was absorbed in deeper bound levels. The highly energetic electrons distribute their energy in several steps. The initial interactions are collisions with nuclei and (primarily) electrons, during which additional, lower energy electrons and some new, lower energy photons (bremsstrahlung) are generated\(^{171,203,204}\) (see also figure 2.14).

In metallic systems the free charge carriers absorb the energy and couple it efficiently to the lattice, which results in a fast thermalization of the excitation. In superconductors the barrier for free charge generation is the Cooper pair binding energy on the order of several meV (see equation 4.10 and 4.5.3). The principle energy breakdown process is similar to semiconducting/insulating materials that have a larger bandgap. The main energy loss mechanism for electrons with energies close to the bandgap is electron - hole generation. For silicon at room temperature this process substantially accounts for photoelectrons with energy greater than the bandgap (\( \approx 1.2 \text{ eV} \)) and up to \( \approx 10 \text{ eV} \). \(^{205–208}\) Electrons with less energy excite primarily optical and acoustical phonons and in this way couple their energy to the lattice. Especially for superconducting absorbers the coupling processes and energy down conversion is under active discussion\(^{209–213}\).

Non-equilibrium detectors (e.g. charge coupled devices, photodiodes or superconducting tunnel junctions) rely on generated excitations whose number fluctuate for a fixed X-ray photon energy\(^{214}\). Phonons can also be generated during each ionization step in the cascade described above. At the end of the cascade the electrons have a thermally distributed energy below the X-ray photon energy and have a energy above the energy gap (roughly 1700 ionizations are generated for a single photon with 6 keV in silicon). Van Roosbroeck compared this randomized distribution to a simple model called crazy carpentry\(^{215}\). The total number of generated excitations is much smaller than is expected from the
4.3 Excitation cloud generation and energy resolution limit

**Numerical example:** Non-equilibrium detectors rely on the fact that the thermal excitations are small compared to the signal. The thermal energy is with the Boltzmann constant $k_B T \approx 26 \text{ meV}$ for 300 K. To reach an energy resolution of $2 \text{ eV}$ for 6 keV photons the gap energy would have to be $(E_S/E_{\text{gap}})^{1/2} \approx 65$ and therefore $E_{\text{gap}} \approx 0.3 \text{ meV}$. Assuming the condition $E_{\text{gap}} > 10 \cdot k_B T$ the temperature of the device would have to be $T < 3.5 \text{ K}$, at a still significant dark current.

The minimum energetic fraction needed to generate a single excitation is dependent on:

- the materials gap energy and type of excitation
- the temperature, since it varies the gap energy and electron-phonon interactions
- the initial photon energy since it plays a role for the initial cross-sections and nonlinear effects due to high electron densities
- the kind of device, since some devices use high electric fields to extract the charge carriers which raises the device dependent possibility of avalanche gain processes.

If one assumes a Poisson distribution of the total number of generated electrons, and tries to measure the energy of a single absorbed photon by counting the $N$ excitations generated for every energetic fraction $\epsilon$, we would expect:

$$\langle \Delta E_{\text{measured}} \rangle = \epsilon \sqrt{N} = \sqrt{\epsilon E_{\text{photon}}} \quad (4.1)$$

Fano showed, that if the ionization events along the cascade could be treated as independent events, then fluctuation in the total number of charges partially average out. With the so called Fano-factor $F < 1$ the fluctuations are smaller than a pure Poisson distribution would predict:

$$\langle \Delta E_{\text{measured}} \rangle = \sqrt{F \epsilon E_{\text{photon}}} \quad (4.2)$$

The Fano-factor and the energy fraction $\epsilon$ for the generation of one excitation can be simulated or measured. For a cooled silicon detector and 6 keV photons they are $F \approx 0.1$ and $\epsilon \approx 3.6 \text{ eV/electron}$. Neglecting other loss or gain processes in the device. The fundamental resolution limit for silicon, which is often called Fano-limit, with these values would be:

$$\langle \Delta E_{\text{silicon measured}} \rangle = \sqrt{F \epsilon 6 \text{ keV}} < \sqrt{E_{\text{Gap}} 6 \text{ keV}} < \sqrt{\epsilon 6 \text{ keV}} \quad (4.3)$$

and assuming a Gaussian distribution

$$\Delta E_{\text{FWHM}} \approx 2.355 \cdot \langle \Delta E_{\text{silicon measured}} \rangle \approx 109 \text{ eV} \quad \text{and} \quad N_{\text{excitations}} \approx 1666 \text{ e-h pairs}$$

From equation 4.2 it is obvious that the energy resolution improves with smaller $\epsilon$. 
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4.4 Semiconductor detectors

There are a large variety of semiconductors actively used for X-ray detection. The absorption length of silicon (figure 4.1) for photons above 5 keV is larger than the depletion length of most depleted areas in p-n junctions, so many X-ray detectors use scintillator screens to stop the X-rays and convert them to visible wavelength. The conversion and optical capture efficiency are poor and effectively scramble the observable energy of the original X-ray photon. However, the X-ray stopping efficiency of the scintillator can be made almost 100%. Devices with several hundred micrometer thick depleted areas have become available since. These direct detection devices alleviate the need for the separate scintillator (except at high X-ray energies), and the X-ray energy scrambling problem that it causes.

Common to most types of detectors is that the generated electron-hole cloud is separated by an applied or internal electric field and guided into a charge sensitive preamplifier where it is quantitatively amplified an ultimately digitized. In some cases an electric field chosen to transfer sufficient energy to the generated excitations to further ionize and generate an intrinsic gain by an avalanche process. Since this statistical process is often non-linear it amplifies existing noise and degrades the intrinsic energy resolution. It is however preferred for low energetic photons and when the application aims at speed and counting the number of photons but not resolving their energy. Devices using this effect are e.g. electron multiplying charge coupled devices (EMCCD), or avalanche photodiodes (APD). Drift diodes offer excellent single photon resolution and have been built as multi element devices with resolutions close to the Fano limitation presented above. When operated as drift diodes they can accept only one photon per element and pulse. In a different mode of operation they work as fully depleted charge coupled devices described below. The stopping power of common semiconductor materials requires thick depleted areas from which the charges can be collected. A variety of materials have found use in single pixel detectors. The majority of large scale semiconductor area detectors, however, are based on doped silicon.

4.4.1 Charge coupled devices (CCD)

X-ray energy resolution can be achieved with spatially dispersed Bragg diffraction (see section 4.4.3). The narrow band pass condition of the Bragg reflection however makes inefficient use of broadband radiation and experiments are time consuming. The use of the intrinsic energy resolution in direct detection devices improves the quantum efficiency dramatically. Charge coupled
4.4.1 Charge coupled devices (CCD)

devices (CCD) have found widespread use in the scientific community and are frequently used for a large number of different purposes. The high demands for low defect densities and challenges concerning scalability and price has led to a silicon dominated technology. To obtain sufficient stopping power in the active area the dopant densities are arranged to extend the device depth that is totally depleted from charge carriers to several tens of microns\(^{227}\) (indeed scientific fully depleted devices with several hundred micron depletion depth have been produced\(^{228}\)).

Excitations generated in this area are separated and the electrons are transferred into a buried transport channel (figure 4.2). The buried channel close to the gate structure is generated by selective doping. It collects the charges and keeps them physically separate from surface imperfections, where recombination and trapping can occur.

The potential in the three or four step gate structure on one surface is sequentially reduced and raised to transport the cloud charge into the next pixel\(^{219,229}\). From the variety of readout modes three are particular useful in the context of pulsed plasma sources and shall be discussed a little bit further. During a full frame readout the pixels are shifted one row at a time with the vertical shift speed into the horizontal shift register (figure 4.3a). This register is read pixel by pixel with the horizontal clocking frequency through a charge sensitive preamplifier and an analog to digital converter. The typical full frame readout frequencies are on the order of a few Hertz depending on the array size and choice of clocking speed. Higher speeds reduce the separating voltages and lead to additional noise sources and potential loss of electrons due to recharging effects\(^{219,230}\).

The fast kinetic (or frame transfer) mode (figure 4.3b) uses a part of the CCD hidden behind a sufficiently thick block as physical storage. A reduced number of rows can be shifted very quickly behind a blocking layer, since nothing is read during the transfer time. The stored frames are read afterwards in the normal way. In this mode the camera can be operated at the repetition rate of the laser without the use of a shutter. A full frame is accumulated over several shots. All or part of the array can be hardware binned to columns and read out with kHz repetition rate to give a realtime feedback of moderate to fast repetition rate pulsed sources (figure 4.3c).

In front illuminated CCD the photons have to penetrate the thin gate structures. If the charge cloud is generated close to the gate structure it directly feels the strong confining electric field. Our commercially available CCD has a fully depleted depth of \(\approx 40 \mu m\)^{231} (in silicon the absorption length is \(\approx 30 \mu m\) at \(6\) keV) and can contain a maximum of \(2.5 \times 10^5\) electrons/pixel\(^{227}\), which corresponds to \(\approx 150\) photons of \(6\) keV. This number is important if the device is operated in the fully vertical binned
mode, or while measuring energetic particles like the electron beams discussed in paper IV. These kind of chips are usually not fully depleted and have areas with no confining field deeper in the structure. Back illuminated, back thinned chips have a weaker confining field close to the back electrode and charges can more easily spread in this region. Special fully depleted chips with low conductance are available but are not usually included in commercial cameras. It was possible to evaluate the charge cloud radius as function of the X-ray photon energy by suitable analysis. At very low exposures which guarantee sparse enough event densities to separate each single absorption event spatially, CCDs have frequently been used as multi element single photon counters.

In figure 4.4 the emission of a $^{55}$Fe source (see section 4.5.12) was recorded on a $25.6 \times 1024$ pixel, $40 \mu$m deep depleted front illuminated CCD cooled to $-65^\circ$C. 10000 frames with each $\approx 900$ absorption events were recorded and analyzed. All pixels below a chosen threshold were set to zero and events spread over more then 2 pixels discarded. Figure 4.4 a shows the pulse height spectrum separated into absorption events contained within a single pixel and spread over two pixels. The deconvolution for single pixel events gave an energy resolution of $150$ eV for $2.5$ MHz pixel readout. If the readout is slowed down the optimal resolution is $138$ eV. From charge clouds spread over two pixels spectral information can still be extracted. They need a separate background treatment (not applied in this figure) and with this correction broadened the observed spectral line by $40$ eV. The threshold has to be chosen with care and optimized for every set of shift speed, exposure time, gain settings, chip temperature and total recorded flux. A threshold below the actual noise level rejects a large number of pulses and leads to poor counting statistics (figure 4.4 b). A high threshold neglects the spectral redistribution (figure 4.4 c). High level programming languages like Matlab, Pylab and Labview, which are often used to automate such analysis, are especially efficient and fast if their optimized matrix subroutines are used for such data analysis. In the appendix B a simple matrix algorithm, which was developed to reduce the processing time of such an analysis, is explained.

Figure 4.5 presents a single shot spectrum from a collimated X-ray beam generated by electron oscillations in a laser wakefield accelerator. The experiment was performed at the high power branch of the multi Tera-watt laser of the Lund Laser Centre and is described in references 50,91. The CCD was used to optimize and study the X-ray emission in more detail. For this measure-
4.4.2 Application of CCDs in the laser-plasma setup

Figure 4.6 shows several ways that a CCD can be used with a laser plasma source, which have been applied at different times in this work. A more detailed description can be found in paper II. The main adjustment and feedback detector in the laser-plasma setup that was built during this work is an X-ray CCD camera in an Andor-Newton housing. The front illuminated deep depletion 30-11 CCD from the company e2v is mounted on a −60 °C cold stage in an argon environment. The camera is operated either

ment two 15 µm thick nickel sieves with 5 × 5 µm openings were aligned and placed in front of the camera. The 25 µm pitch of the sieve matches the camera pitch. Even with this reduced intensity a larger than expected fraction of neighboring pixels show excitations above the chosen threshold level. The histogram is corrected for additional absorption in filter materials and the thickness of the active silicon.

In complementary metal oxide semiconductor (CMOS) detectors every pixel drives a small individual processing circuit. A parallel bus system enables the read-out of every single pixel separately. Hybrid sensors like the commercially available Pilatus are built to offer the possibility to gate pixels to bunches of high repetition rate sources. An intrinsic threshold can be set to suppress readout noise. They are used as spatial detectors in scattering experiments or as detectors for Bragg type analyzers (see also section 4.4.3). A very interesting recent development in back illuminated back thinned CMOS with depleted zones of several microns, readout noise and very fast readout speeds shall be mentioned. The device has 10.8 µm × 10.8 µm pixels with selectable areas readout and up to 2400 Hz readout for 128 × 128 pixels. The depletion thickness is 1.5 µm and the expected resolution for 10 ms exposure and at this readout speed is 250 eV.

For many specialized applications hybrid detectors based on CMOS or depleted P-channel field effect transistors (DEPFET) readout and other principles like avalanche photo detection are under development and it will be interesting to follow this rapidly growing field. I had the privilege to work with the XPAD (hybrid CMOS photon counting) at the linear accelerator in Stanford recording pump-probe liquid scattering. The high repetition rate and numbers of pixels will bring future challenges for on-line data processing. A small selection of other actual projects in this field: MEDIPIX (hybrid CMOS photon counting), AGIPD (hybrid CMOS integrating), ASCI (APD-array), ATLAS (hybrid CMOS Photon counting). A recent summary was given in the resume to the PIXEL conference in 2010.
synchronously to the laser pulses for single shot operation, or in a free running internal triggered mode for multiple shot exposures. Figure 4.7 shows the emission histogram of our plasma source "as measured". The spectral redistribution and features from the protecting gas clearly show the need to apply the corrective calculations discussed above but also the smooth emission of our plasma source in the full spectral range. The black spectrum was generated from 200 single shots with an average of 900 absorbed events and 30 cm of air between camera and source. A detailed analysis and discussion the plasma source and the electron beams measured are presented in the papers I, II and IV.

4.4.3 Bragg optics

In this section we discuss briefly optical elements based on Bragg reflection which are used in the context of ultrafast spectroscopy. Probing the crystalline structures with X-rays has a long history and only a few basic relations shall be mentioned. The momentum Q transferred from a elastically scattered quantum may be written as \( Q = k - k' \). If this momentum transfer corresponds to a vector of the reciprocal lattice G the scattered light will interfere constructively. The formulation of the Laue condition \( Q = G \) is shown in figure 4.9 and is equivalent to the Bragg condition for crystalline layers \( n\lambda = 2d\sin(\Theta) \). The acceptance angle for each reflex was stated in section 2.5.7. The very
narrow bandpass nature of Bragg reflections makes experiment with flat analyzing crystals inefficient. The use of bent periodic structures increase the volume of the sampled Ewald sphere and is a standard technique used today. The stress introduced in bent single crystals limits the achievable bending radius to the order of meter. Many X-ray plasma sources emit pseudo isotropically in the full $4\pi$ solid angle. The solid angle which can be collected from single crystalline devices is therefore very limited if no further optical elements are used\(^{169,254}\) (see also section 2.5.6). Optics with polycrystalline or multilayered optics can be deposited on templates suited to the experiment and these collect larger solid angles. A spherically bent Johann type spectrometer uses a larger part of the Ewald sphere and focus photons emitted from a point source onto a point like detector. Each set of bent crystals are scanned in a small range to analyze the energy. High resolution X-ray emission spectrometers are often based on this concept\(^{176,240,253}\). Cylindrical\(^{256,257}\), conical\(^{258,259}\) and toroidal\(^{260–262}\) bent analyzer crystals focus a broad bandwidth source onto a line focus. They can be used for a wider energy range and have been tested in laser plasma sources. The line focus allows the use of a linear or low dimensional detector array with higher readout speed for recording the whole spectrum at once. A useful overview of the energy resolution and efficiency achievable with Johann type of analyzer optics can be found in references\(^{160,263}\).

Poly-crystalline structures with low mosaicity have been proposed to increase the scattering efficiency\(^{257}\). Photons penetrate the small differently oriented crystallites until the Bragg condition is met or it is finally absorbed (figure 4.10). If the angular distribution (rocking curve, indicated in figure 4.10 by $\alpha$) is slightly larger than the acceptance angle of each crystallite an increased diffraction can be observed under some condition. This is called mosaic focusing. The crystallite size and material has to be chosen so that the efficiency for reflection is much larger than for absorption in same crystallite and the angular distribution is just wide enough that a larger part of the Rowland circle contributes to the intensity\(^{264}\). The energy resolution is reduced compared to a single crystallite of the same material and thickness since several wavelengths are reflected into the same point in the detection plane. The spread of the energy can be estimated by simple geometric considerations\(^{264}\). Legall reached $E/\Delta E$ of 1800 for the (002) reflection and 2900 for the (004) reflection of a thin film of highly oriented pyrolytic graphite\(^{265}\). The surface and structural quality is essential for a high energy resolution.

Multilayered or grating optical elements could however be used as wide bandpass filters in the laser plasma source\(^{160,266}\). In the soft X-ray region periodic structures for the energy analysis can be artificially constructed\(^{126,267–269}\). Structured optics for the
interatomic wavelengths in the 5 – 10 keV energy range are very challenging for the precision needed in their construction at the same time that their cross section for interaction with very small structures becomes low.

4.5 Cryogenic photon detection

Chapter 3 motivated energy resolutions of $\Delta E \leq \sim 5 eV$ for time resolved X-ray absorption studies. This resolution needs to be accomplished for photon energies in the $\sim 5 – 10$ keV range. As presented in the numerical example below figure 4.15, cryogenic detectors with resolutions meeting and exceeding these criteria are becoming available. A core part of this thesis work was the development of a microcalorimeter detector in collaboration with the Quantum Device group at the National Institute of Standard and Technology in Boulder Colorado (USA). It was based on a design of Ullom, for use in an electronically noisy lab environment. Personal contributions included discussions and planning of the detector design, coordination of the construction, building parts of the detector and peripherical components, system assembly in Boulder and Lund, testing and installation of the electronics in Lund and development of the calibration, readout and measurement procedures in cooperation with the group in Boulder. In addition contributions were made to the development of the pulse analysis, supervision and guidance of a thesis study to develop a parallelized pulse analysis and development of major parts of the controlling software and routines in Lund.

In this section the physics of cryogenic detectors are introduced. The system construction is presented and the features and challenges of these detectors are discussed. The section closes with a description of the analysis and corrections of the recorded data that was necessary to extract the spectra presented in paper V.

Several other types of cryogenic detectors using the thermal energy of the particle shower or charge cloud generated by the high energy photon will be mentioned in the next sections. The focus will be on the calorimetric photon detection. A short introduction to the physics of superconductivity and its role for this detector will also be given. As with the single particle CCD detectors described earlier the essential performance criteria are:

**Spectrum accumulation time** For detectors based on pixels, the relevant attributes are how many pixels they have, how fast is each and whether they are read synchronously or each individually. Also, how good is the multi event suppression and how critical is this. Spectral filtering at the experiment level has of course a positive influence. One important factor here is the dead time. Detector dead time may come
after each event or only after events of a certain kind (see section 4.5.6). At the time of writing the maximum count rate in our detector array reaches $\approx 1000$ counts/s. With successive upgrades planned and with ongoing developments, this will increase dramatically. During the “Low temperature detector conference” 2011 the numbers of pixels per device was presented to follow a “Moore’s law”\textsuperscript{272} (see figure 4.11). Devices with capabilities above $10^5$ photons/second at slightly lower energy resolution at 6 keV are being developed\textsuperscript{273}. As a comparison, the single channel readout of commercial scientific charge coupled devices with deep depleted chips offer up to $\approx 5 \times 10^6$ pixel/sec.

In either case, data processing may become the eventual bottleneck if every pixel is analyzed.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure4.11.png}
\caption{Development of the number of detectors as function of time. The abbreviations in the plot are instrument names. HEMT - High electron mobility transistor, MKID - multiple kinetic inductance detector, mux - multiplexing, SQUID superconducting quantum interference device, TES - transition edge sensor.\textsuperscript{274}}
\end{figure}

\textbf{energy resolution} Until the shaping time (build-up and decay of a signal) becomes less than the laser repetition interval, there is a trade off for the data acquisition speed. Longer readout per pixel increases the energy resolution performance but reduces the maximum readout speed\textsuperscript{275}. The achievable energy resolution is often not only determined by the machine resolution itself but also by the computation afterwards. The estimated (see section 3.4) $2 \times 10^{12}$ recorded events for realistic samples have to be corrected for additional fluctuations in the measurement conditions introduced in the detectors. Often spectra are combined from many different detectors with different calibrations.
Optimizing the automation and improving the computational data treatment was one major improvement achieved towards the end of this project.

**flux and fill factor, partial registry** Since single photon counting can only process a certain rate of counts the total source flux and detector fill factor are only of importance for later improvements involving increasingly accurate measurements. For the transmission based experiments pioneered in this work, more flux from a source only means a larger fraction of X-ray photons would be "wasted", since the bottleneck for the data collection is the detector. Finding more effective experiment-level approaches to X-ray filtering can very usefully reduce the number of photons not contributing to the spectrum. The demands on detectors built for the International X-ray Observatory\textsuperscript{276} aim to reach fill factors close to 100\% with mushroom shaped absorbers for a similar energy range\textsuperscript{277}. The fill factor during the experiment presented in paper V was 2\%. As more pixels are commissioned the fill factor of the existing detector is increasing. Once this array is fully constructed it will offer a 20\% fill factor. Considering also the \( \approx 50\% \) quantum efficiency of the absorber at 6 keV, this might be considered as \( \approx 10\% \) detection quantum efficiency for the solid angle subtended by the array.

### 4.5.1 Low temperature effects

Electrons in a metal scatter inelastically with each other, lattice imperfections, impurities and phonons. If the electrons are accelerated by a potential difference the originally random energy transfer will be changed into an energy flow from the electrons to the lattice. The scattering of the electrons is the origin of the resistivity. Electrons are Fermions and follow the Pauli exclusion principle, meaning that they will not occupy the same state. A consequence is that the number of particles \( \bar{n}_i \) in a single-particle state of energy \( \epsilon_i \) is (with \( k_B \) the Boltzmann constant and \( T \) the temperature):

\[
\bar{n}_i = \frac{1}{e^{(\epsilon_i - \epsilon_f)/k_B T} + 1}
\]

The fraction of thermally excited electrons above the Fermi level \( \epsilon_f \) is of the order of \( k_B T / \epsilon_f \) and is the fraction of electrons contributing to heat and thermal conductivity. The electrical conductivity \( \sigma \) is linked to the thermal conductivity \( \kappa \) by the "Wiedemann-Franz Law":\textsuperscript{278}

\[
\kappa = (\pi^2 T / 3e^2) \sigma
\]
4.5.2 Superconductivity

In pure metals the heat conduction is mainly carried by electrons since the electronic speed on the Fermi surface $v_F$ is much larger than the speed of phonons (speed of sound $u$). An estimate for the speed ratio of $v_F$ to $u$ can be found with the Fermi energy $\epsilon_F$, the effective electron mass $m^*$, the lattice constant $d$ and the atom mass $M$:

$$e_F \sim v_F p_F \sim \frac{\hbar^2}{m^* d^2}$$

$$u \sim v_F \sqrt{m^*/M}.$$  (4.6)

The effective mass $m^*$ is the mass of an electron close to the band gap and can be derived from $1/m^* = \hbar^2 (d^2 E/ dk^2) \epsilon_F$. While this is equivalent to the electron mass for a free atom it can vary strongly in crystals depending on the electric field. For metals one can assume the fraction of excited electrons to be $k_B T / \epsilon_F$. Let $N$ be the total number of electrons with the approximate energy $k_B T$. The total (thermally) excited energy is then:

$$U_{el} = N \cdot (k_B T / \epsilon_F) k_B T$$  (4.7)

the heat conductivity $dU/dT$ carried by the electrons is then:

$$c_{el} = (2k_B^2 / \epsilon_F) \cdot NT$$  (4.8)

With decreasing temperature the number of free electrons reduces and less phonon modes are excited. The remaining electrical resistance called rest resistance is dominated by lattice and impurity scattering. The total resistivity $\rho$ is simply additive and could be written $\rho(T) = \rho_0 + \rho_{electron\ phonon}(T)$. The second temperature dependent part scales roughly linearly with temperature at room temperature and $\rho(T) \sim T^2$ for $T \ll \Theta_{Debye}$ (Bloch law). $\Theta_{Debye} \sim \epsilon_F \sqrt{m^*/M}$ is the Debye temperature at which all possible phonon frequencies are occupied. The energy dissipation is a random process and the fluctuation dissipation theorem leads to a fundamental relationship between electrical noise and electrical resistance. The mean square of voltage fluctuation $\langle V^2 \rangle$ is called Johnson noise and is related to the Ohmic resistance $R$, the temperature $T$ and the Boltzmann constant $k_B$ by $278-281$:

$$\langle V^2 \rangle = 4k_B T R$$  (4.9)

and is one of the fundamental noise terms in the detector.

4.5.2 Superconductivity

After the original discovery of superconductivity by Heike Kamerlingh Onnes in 1911$^{282}$, superconductivity was observed in a wide selection of materials including most metals$^{283-287}$. In the previous section it was noted that metals at cold temperature have a
finite rest resistance originating in the electron scattering from defects and impurities. Onnes however discovered that once a certain temperature is reached the specific resistivity of the material makes a very fast transition between a finite value and exactly 0Ω. This transition is one of the strongest temperature dependencies known and is used in our setup as a very sensitive temperature sensor. The second basic effect of superconductors is the perfect diamagnetic reaction of a superconductor called the Meissner Ochsenfeld effect\textsuperscript{288}. A superconducting material of type I expels a magnetic field perfectly from its bulk material by inducing a shielding current. The macroscopic Ginzburg-Landau\textsuperscript{289,290} theory of superconductivity\textsuperscript{285,287} describes a penetration length $\lambda_L$ of a magnetic field into a superconductor, according to $B(x) = B(x = 0)\exp(-x/\lambda_L)$. If the magnetic field exceeds a critical field the superconductivity is suppressed. The critical magnetic field has a temperature dependence similar to figure 4.13 following $B(T) = B(T = 0)(1 - (T/T_0)^2)$. Superconductors of type II reduce the free energy by allowing flux vortices into the bulk material\textsuperscript{291} in the intermediary Shubnikov phase. The vortices are small normally conducting regions shielded by ring currents in the superconducting area. At high vortex density the superconductivity is suppressed. Since the magnetic field around a current is proportional to the electrical current a critical current $j_c$ can be defined accordingly. This dependence is used in the superconducting transition edge sensor. In this thermometer the critical temperature at zero field and current is above the working point and the critical current is used to suppress the superconductivity and keep the sensor in the transition. In the theory of Bardeen, Cooper and Schrieffer (BCS)\textsuperscript{292} the reduced lattice vibration and attraction from the nuclei can lead to a net attractive force between two electrons. The two electrons are called a Cooper pair and have either a spin of 0 or +1. They no longer obey the Fermionic law of exclusion, but have all the exactly same bosonic energy state. To break up a Cooper pair at $T=0$ and form a pair of free electrons (now called quasi particles) a minimum energy of

$$\Delta(T = 0) = 1.76k_BT_c$$

(4.10)

is needed which is called the gap energy. The gap energy for the system shown in figure 4.12 would be 15 µeV and for pure molybdenum 140 µeV. The gap energy decreases with increasing temperature. At $T_c$ the Cooper pairs break up and form again a Fermi distribution. The assumption of an energy gap has many interesting effects. The energy portion $\epsilon$ needed to break up one cooper pair is small. The number of excitations is therefore large and the Fano resolution limit (equation 4.2) small. For pure molybdenum the thermal energy $k_BT$ is at 100 mK very small compared to the gap energy and the fraction of electrons
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4.5.3 Microcalorimeter array basic principle

In a simple model of a bolometric/calorimetric photon detector the arriving photon of energy $E_0$ generates a particle shower that is fully thermalized in the absorber with heat capacity $C$. The temperature changes by $\Delta T = E_0 / C$ which is measured by a sensitive thermometer. The absorber is reset with a time constant $C/G$ via a heat bridge with thermal conductivity $G$ to the temperature of the "cold bath" $T$. A constant photon flux would generate the temperature difference $\Delta T = \text{Input power} / G$. Devices operating in this steady state regime are in general called bolometers and are widely used in applications with high photon fluxes like laser power meters. Calorimeters shows a dynamic temperature response to a sudden input of energy. The X-ray photon energy is derived from the integral of the single photon thermal response plotted in red in Figure 4.15. All the following descriptions are based on this principle. Assuming an ideal behavior of the system, the ultimate sensitivity $\Delta E$ would be limited by the thermal fluctuations:

$$\Delta E_{\text{rms}} = \sqrt{kT^2 C}. \quad (4.12)$$

The need for low temperatures and low heat capacity is clear from equation 4.12. Since we are measuring dynamic signals and shall assume a constant signal shape the energy resolution can be somewhat higher than this\textsuperscript{294,295}. Equation 4.12 shows one problem with these devices. To thermalize the particle shower generated by hard X-rays and the successive fast electrons, a high charge density is desirable without the rise in heat capacity shown in equation 4.8. Many absorbers are therefore chosen to be either superconducting or "poor" metals.

Figure 4.14. Sketch of basic bolometric/calorimetric principle. The small inset shows an actual absorber used in gamma ray spectroscopy (courtesy Dan Schmidt, NIST). A thick tin absorber is glued on a thin film structure similar to Figure 4.16.

Figure 4.15. Measured pulses from the laser plasma source. A single pulse (red) with several decay times gives a response that returns to the baseline before the next photon arrives. If the density of arriving photons is gets too high, two photons can be absorbed in the same trigger event and the calculation of the integrated intensity becomes difficult.

**Numerical example:** For the microcalorimeter array used in the presented experiments (details in the sections below) the estimated $C \approx 1.8$ pJ/K and $G \approx 58$ pW/K. A 6 keV photon would raise the temperature of the absorber by 0.5 mK, the signal full time $\tau_0$ would be $\approx 0.03$ s and with the bath temperature of 85 mK the ultimate energy resolution would be 2.6 eV. The electro thermal feedback generates a faster decay time (see section 4.5.5).
4.5.4 Types of thermometers

The absorber is coupled into a thermometer of different kinds. Some of the main kinds are outlined below:

- **Semiconducting thermistors** consist of a current biased high impedance thermistor and show a temperature dependence of $R(T) = R_0 \exp \left( \frac{\sqrt{T_0}}{T} \right)$.
- **Transition edge sensors (TES)** will be covered in greater detail in section 4.5.5.
- **Metallic magnetic calorimeters** use the temperature dependence of the magnetic susceptibility of a material. Their advantage is a contact free readout and no energy dissipation into the absorber. A variation of this principle is the use of the flux change due to the Meissner effect in a superconducting absorber which is used in magnetic penetration detectors.

In non thermal cryogenic detection mechanisms that are suitable for array type detectors, X-ray photons generate a cloud of quasiparticles and their sensitivity is based on the low binding energy of the Cooper pairs (see also section 4.3).

- **On one side of a superconducting/insulator/superconducting tunnel junction (STJ)** a photon is absorbed and its energy is sufficient to split a large number of Cooper pairs. The gap energy is on the order of a few meV like in niobium with 1.47 meV or aluminium with 0.17 meV for $T=0$.$^{295}$ The excited electrons carry a quasi particle tunnel current through the insulator that can be measured. Since the original response from the material is close to 800 electrons per 1 eV of the original photon energy the energy resolution due to statistical fluctuations is high. These kind of detectors has been used successfully for XAS at low energies.$^{297-299}$ (see comment below).

- **Transition edge sensors** can absorb photons in their active zone directly and act then as non thermal detectors. The total current transported through them is only partially carried by Cooper pairs. The absorbed X-ray photon reduces the number of available Cooper pairs and a larger fraction of the current is carried by quasi particles what produces a increased voltage drop over the material.$^{295}$

- **Kinetic inductance detectors** could be called "pair breaking detectors". The (mainly inductive) impedance of a tuned electrical resonator is $Z = R + i \omega L$. Quasi particles generated by an absorbed photon alter the resistance and detune the high Q resonant circuit. An advantage of
4.5.5 Transition edge sensor (TES)

The temperature sensor for the detector used in the experiment of this thesis is a transition edge sensor built using thin film technology (figure 4.16). The copper-molybdenum bilayer is adjusted to have a $T_C$ well above the desired working point (summarized in table 4.1). The thin layer is then brought into the transition phase by applying a bias current (in form of a bias voltage $V_{bias}$ over a high resistance, see figure 4.17). The transition is very steep and offers a very sensitive temperature sensor. The simplified thermal differential power equation for the sensor can be written as (ignoring noise terms):

$$C(T) \frac{dT}{dt} = -P_{bath}(\Delta T) + P_{joule}(T, I) + P_{photon} \quad (4.13)$$

The heat flow from the detector to the bath $P_{bath}(\Delta T)$ is dependent on the temperature difference and is defined in a linear model by the $G$ in the numerical example in section 4.5.3. The joule heating $P_{joule}(T, I)$ by the detector bias is for a static model $\sim R(I, T) \cdot I(R)^2$. The temperature changes generated in TES exceed the small signal limit and their extensive theoretical treatment is beyond the scope of this work. The solution of the differential equations including some nonlinear contributions is the intrinsic possibility for frequency domain multiplexing of many pixels. Since this detector uses the same efficient pair breaking mechanism the number of electrons generated is high.$^{300}$

Thermal detectors are slower in their response time compared to detectors based on “quasi” particle generation. But since the radiation loss is very small they do not show charge losses due to recombination. Non thermal detectors using the small binding energy of Cooper pairs suffer from the possibility to use thick absorbers or the high voltages used in CCDs to extract the charge carriers. At the recent Low Temperature Detector conference in Heidelberg LTD-14 (proceedings are not yet published but will appear as a special issue in the "Journal of Low Temperature Physics" shortly after the print of this thesis) sensors built with most of these principles and energy resolutions better then 5 eV for the MnK$_\alpha$ emission lines were presented.

Which detector principle is optimal depends on the specific application. Readout speed, multiplexing, resolution, scalability, the energy range and many more factors will make one or other principle appear optimal. A good overview is given in reference$^{295}$, and in the tutorial section of the proceedings of the series of conferences named above.

4.5.5 Transition edge sensor (TES)

The transition edge sensor is a 2.5 µm bismuth absorber on 0.2 µm Copper and 0.1 µm molybdenum bilayer. A meander structure of 0.5 µm copper bars strengthens the proximity effect in the molybdenum locally. The structure is deposited on a thin freestanding silicon nitride membrane supported by deep etched silicon. The copper bars affect the excess noise and were extensively discussed in reference$^{301}$ and chapter 2.7 of reference$^{295}$.

Thermal detectors are slower in their response time compared to detectors based on “quasi” particle generation. But since the radiation loss is very small they do not show charge losses due to recombination. Non thermal detectors using the small binding energy of Cooper pairs suffer from the possibility to use thick absorbers or the high voltages used in CCDs to extract the charge carriers. At the recent Low Temperature Detector conference in Heidelberg LTD-14 (proceedings are not yet published but will appear as a special issue in the "Journal of Low Temperature Physics" shortly after the print of this thesis) sensors built with most of these principles and energy resolutions better than 5 eV for the MnK$_\alpha$ emission lines were presented.

Which detector principle is optimal depends on the specific application. Readout speed, multiplexing, resolution, scalability, the energy range and many more factors will make one or other principle appear optimal. A good overview is given in reference$^{295}$, and in the tutorial section of the proceedings of the series of conferences named above.
can be found in the thesis from Lindeman\textsuperscript{302}, in\textsuperscript{295,303} and citations therein. The TES is used in a voltage biased scheme ($R_{\text{bias}} \gg R_{\text{loop}} = 1/(1/R_{\text{shunt}} + 1/R_{\text{TES}}$) and the Joule heating becomes:

$$P_{\text{joule}}(T, I) \sim R I^2 \sim V^2 / R_{\text{TES}}.$$ (4.14)

This effect gives a stabilizing negative electro-thermal feedback since with increasing temperature the resistance in the sensor increases\textsuperscript{303} (figure 4.12). The feedback reduces the Joule heating and with this reduces the total "fall" time of the signal. This is the reason why the estimated excitation decay time in the numerical example differed from the observed time (figure 4.15). A crude approximation for the correction factor can be made by assuming small and slow signals. The effective fall time would then be on the order of\textsuperscript{295,303}:

$$\tau_{\text{eff}} \approx \frac{\tau_0}{1 + LG}.$$ (4.15)

LG is the 'loop gain' and is locally defined (for a constant total current) as:

$$LG = \frac{P_{\text{joule}} \cdot \alpha}{G T_0}.$$ (4.16)

Here $\alpha$ is a dimensionless parameter describing the resistance change of the TES as a function of the temperature at the working point with current $I_0$, $\alpha = \frac{d \log(R)}{d \log(T)}$, $G$ is the thermal conductance and $T_0$ the critical temperature (see table 4.1 and the numerical example in section 4.5.3). The loop gain can be understood as the gain of the readout circuit.

Irwin\textsuperscript{304} found for the energy resolution of a TES the simplified expression:

$$\Delta E_{\text{FWHM}} = 2\sqrt{2ln2\sqrt{4k_B T_0^2 C n^2}}.$$ (4.17)

A high $\alpha$ parameter would therefore be desirable for fast and accurate photon detection. Restrictions in fabrication and the multiplexed readout, however, limit the possible values. The factor $n$ in this formula is derived from considerations including coupling constants and excess noise and are discussed in this reference\textsuperscript{295}. More on this topic in the discussion at the end of section 4.5.13.

\textbf{Table 4.1. The estimated parameters for the TES used (at a bias point of 20\% $R_{\text{normal}}$)}

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$G$</td>
<td>58 pW/K</td>
</tr>
<tr>
<td>$C$</td>
<td>1.8 pJ/K</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>400</td>
</tr>
<tr>
<td>$\beta T_0$</td>
<td>2</td>
</tr>
<tr>
<td>$R_{\text{shunt}}$</td>
<td>240 $\mu\Omega$</td>
</tr>
<tr>
<td>$R_{\text{normal}}$</td>
<td>10.7 m$\Omega$</td>
</tr>
<tr>
<td>$n$</td>
<td>3.2</td>
</tr>
<tr>
<td>$T_c$</td>
<td>117 mK</td>
</tr>
<tr>
<td>$T_{\text{bath}}$</td>
<td>85 mK</td>
</tr>
</tbody>
</table>
4.5.6 TES readout

The current going through the transition edge sensor (TES) is coupled inductively into the readout system. Each coil used in this sensitive step is wound in a complex gradiometer structure to suppress stray field with up to octapole symmetry and is shielded by superconducting layers. The current readout is done in a superconducting quantum interference device (SQUID) which consists of a superconducting loop with two interruptions in each arm called weak links (figure 4.18). Each of these weak links is a Josephson contact and can be modeled like a superconductor-isolator-superconductor tunneling contact. The maximum tunnel current through this contact which can be carried losslessly by the Cooper pairs depends strongly on the phase difference of the wave functions on both sides of the contact\(^{285}\). A field \(\Phi_{\text{extern}}\) within the loop will generate a shielding ring current (dotted line) which in the simplest model generates a phase difference in each contact (D.C. Josephson effect). Let \(i_n = I_c \sin \phi_n\) be the current through each of the contacts then the total current through both contacts is:

\[
i = i_1 + i_2 = 2 I_c \cos((\phi_1 - \phi_2)/2) \sin((\phi_1 + \phi_2)/2) \tag{4.18}
\]

Only considering the ring current with the inductance \(L\) and a symmetric driving current the total flux in the loop would be

\[
\Phi = \Phi_{\text{extern}} + LI_{\text{circular}} = \Phi_{\text{extern}} + L(i_1 - i_2)/2.
\]

The phase difference \(\phi_2 - \phi_1\) can often be assumed to be

\[n \cdot 2\pi + 2\pi \Phi / \Phi_0,\]

for integer \(n\) the total current through the contacts is then

\[i = 2I_c \cos (\pi \Phi / \Phi_0) \sin (\phi_1 + \pi \Phi / \Phi_0) .\]

Without any self inductance the maximum current flowing through the loop corresponds to \(di/d\phi_i = 0\), giving

\[
i_{\text{max}} = 2I_c |\cos (\pi \Phi_{\text{ext}} / \Phi_0)| \tag{4.19}
\]

like shown in figure 4.18b. Since the loop is a macroscopic structure, field variations below the magnetic flux quantum \(\Phi_0\) can be measured. Minute current changes in an inducing loop can induce multiple flux quanta, so techniques based on such SQUID measurements can enjoy exquisite sensitivity. SQUIDs are frequently used as sensitive current sensors, especially in systems which already provide low temperatures\(^{285;305;306}\). In the present work SQUIDs function as current comparators. The current of two opposite wound coils is fed into one arm of the loop and the difference of the induced flux is measured\(^{305}\).
4.5.7 Multiplexing

Multiplexing is employed to read large arrays of detectors. Three types of multiplexing for low temperature detectors are commonly employed\(^6\). In frequency-division multiplexing (FDM) all pixels within one channel are sampled with a different frequency simultaneously. In time domain multiplexing (TDM) every pixel within one channel is switched on sequentially. In code division multiplexing (CDM) every pixel is sampled constantly but the sign of the bias modulates with a unique code.

The readout electronic for the presented array was designed and fabricated in the facilities of the Quantum Devices Group at the National Institute of Standard and Technology (NIST) Boulder, Colorado US in close collaboration with their personnel. The room temperature components are presented elsewhere\(^7\). The cold stage multiplexed readout system has several channels of microcalorimeters (columns). Within each column, several pixels (rows) are time division multiplexed. In Figure 4.19 a two pixel multiplexing system is sketched. The basic idea for the multiplexing is to couple the TES (A) inductively into a current comparator (SQUID) for each pixel (B), which may be switched on or off for the purpose of multiplexing. The outputs are summed and after some amplification and impedance matching brought to an output amplifier at room temperature (C). The signal is digitized, analyzed in a digital proportional integral derivative (PID) controller which provides the feedback voltage (E) of the close loop amplifier.

**Figure 4.19.** Schematic of the readout for a two pixel multiplexed system. Red rings A:TES readout loop B:SQUID current comparator C:Room temperature electronics with preamplifier and digitizer. Blue, Green, Brown amplification circuit reading the change of current through the first SQUID which is the error signal Gold:feedback current for current comparison in B, for a detailed description see text.
4.5.7 Multiplexing

Some further itemization of the circuit components follows:

**TES readout loop** (red ring A) The current through the transition edge sensor (TES) is coupled inductively to the readout loop as described in figure 4.17. The sketched primary readout loop has an additional series inductance to slow down the rising current edge of the pulse and enable the feedback loop to follow the signal development and stay locked on the working point of the SQUID (see discussion at the end of this section).

**Tuned current comparison** (red ring B) As described in the previous sections the current through the TES is inductively coupled into the first superconducting quantum interference device (SQUID) (blue D) over a gradiometer loop structure designed to suppress stray fields with up to octupole symmetry. Into the same coupling loop, but with opposite polarization and different inductance, a feedback channel (Gold E1) is coupled.

**Current feedback** (gold line) The feedback line couples into each SQUID of this column and is synchronously switched to the value that was calculated in the previous cycle to compensate for the flux induced by the TES readout loop. The signals in the SQUID (Blue D) are kept close to the working point if the feedback is fast enough. Fast rising error currents (which are then uncompensated) can induce a flux that rises a full magnetic flux quantum in the SQUID which the jumps through one full current period (equation 4.19). The feedback then stabilized on the new current. To avoid this effect the earlier mentioned additional inductance was introduced. (see also discussion at the end of this section)

**Multiplexing** Each first stage SQUID is voltage biased (grey line). The bias is switched on for one SQUID at a time and the current of only one SQUID is coupled over a coupling coil (Blue F -> Green G1) into the superconducting summing loop (green loop). The summing loop is damped by a pickup coil (green H).

**Amplification** The summing coil is fed into a tuned current comparator (Brown I). Since the system is tuned to compensate the flux in the first stage SQUID (red ring B) the induced signal is the error signal. The tuning provided by the light green line K is setting the working point and is not changed during the multiplexing. The whole system has two SQUID-based amplification stages. In the first stage SQUID, and the second is in the readout of the summing
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coil (brown I). The relative inductance in each SQUID’s coupling coils determines the amplification.

**Impedance matching** SQUIDS are low impedance devices. A tuned multi stage serial SQUID array is used to match the impedance of the circuit to the room temperature electronics (red circle C).

**Error preamplification** The error signal is amplified and digitized in the room temperature electronics.

**Feedback and mux** The digitized error signal is converted into a feedback signal in a digital proportional-integral-derivative (PID) controller. The acquired feedback signal is stored and used the next time this pixel is measured. The previous feedback signal together with the measured error signal and several flags to assure synchronous data transfer are sent digitally over an optical fiber to the PC.

One readout cycle for a single pixel in the current configuration takes 640 ns. The sequence is outlined in figure 4.21:

![Step diagram for a single pixel](image)

In the current configuration ten pixels (rows) are multiplexed in four of the possible eight channels (columns), so that each of the pixels is sampled every 6.4 µs. The excising array has 160 pixels and is shown in figure 4.20. During the steep signal rise after the photon absorption the feedback has to be able to follow the signal (figure fig:photonarrival). The sampling frequency limits the number of pixels that can be multiplexed. The additional inductance introduced in the TES readout loop slows down the signal transients, enabling this multiplexing scheme. If the SQUID switches over one \( \Phi_0 \) into the next current oscillation the feedback follows new current at the same error value, the gain factor is different, dynamic range is lost and the energy calibration is wrong (more on this in section 4.5.13). A program is testing the current values constantly and sets the loop back to its calibration values in regular intervals. However, to not interfere with the system readout this check can only
4.5.8 Signal transport and amplification

The signal change between two sampling points can be several percent for rapid changes and sparse sampling in large systems. This demands fast dynamic response for the amplifying system and induces errors in measured photon arrival time (which is an important parameter in the discrete data treatment).

Figure 4.22. The signal change between two sampling points can be several percent for rapid changes and sparse sampling in large systems. This demands fast dynamic response for the amplifying system and induces errors in measured photon arrival time (which is an important parameter in the discrete data treatment).

Figure 4.23. After the first two amplifications on the low temperature stage in figure 4.20 C the signal is filtered and amplified in an intermediate stage at 1 K (board A), transported over superconducting cables B to the transfer board C which is thermally located on the 4 K stage D. From where it is guided out with flexible copper leads E into the 60 K area of the cryostat F.

happen in long intervals and the time after each unlocking event is lost for data collection. The next generation room temperature readout electronics is in the final testing state and will offer a $\approx 10 \times$ higher clocking speed, which will enable a larger number of multiplexed pixels. The heat capacity of the absorber and the other parameters (see table 4.1) were adjusted for a maximum photon energy of 10 keV. Above this limit the relative sensitivity of the sensor is reduced and often the feedback can not follow the signal changes (see section 4.5.13).

4.5.8 Signal transport and amplification

The eight separate columns are arranged in the physical array as 45 degree pie sections. Four of those columns, each with 10 multiplexed pixels (rows) are wire bound to a flexible superconducting connector (aluminium at 80 mK). The construction is mounted on a gold covered three dimensional copper construct with the readout and multiplexing electronics glued and wire bonded on a foldable circuit board on the four sides. The whole complex is held at the base temperature of 85 mK. The signal is transferred over long superconducting wires (see figure 4.27 G2) to a circuit board at the intermediate 1 K level (figure 4.23 A). The long superconducting wires ensure good thermal isolation at the same time as a near lossless signal transport. At the 1 K level a set of low power filters and the series array are located. Again a set of long superconducting cables transports the signal and bias currents to a transfer circuit board at the 4 K stage (figure 4.23 C). This board contains the main isolation and noise filter into the upper part of the vacuum vessel with less shielding. Flexible copper wires (figure 4.23 E) transport the signals and bias currents through the 60 K shields (figure 4.23 F) and the vacuum feedthrough into a small rack mounted on top of the cryostat. The circuits providing the bias voltages are battery driven. The amplified data is transferred via high quality coaxial cables to the readout system. The power for the readout electronics is galvanically separated from the 240 VAC power and cleaned in several band pass filters. The whole system is heavily grounded and all possible strong radio frequency noise sources in the lab have extra shielding or are disabled during the measurement. The communication with the PC is carried solely via optical cables to a custom built PCI card.

4.5.9 Temperature and noise shielding

A blackened aluminium shield mounted on the 4 K and 60 K stage together with the vacuum shield isolates the bulk of the cryostat from electro-magnetic fields present in the laser laboratory and reduces the radiation load from all but the next
cold stage. The detector package is shielded in four layers (see figure 4.24). The innermost aluminium shielding is mounted directly on the 85 mK detector package. The second and third layers (one at 4 K and another at 60 K) are made from annealed "Amumetal 4K" from the company "Amuneal". This material is designed to yield a high magnetic permeability. The outermost layer is a modified ISO 100KF vacuum flange with a standard KF port to enable the coupling to standard vacuum systems and a 25 μm Duraberyllium window. The three inner shields are closed with an exchangeable windows. Without this shielding the detector would be saturated with IR photons. In the current configuration two layers of 1 μm aluminium are mounted on each of the successive three windows on the three inner levels. For better transmission at very soft X-ray energies other radiation filter materials such as aluminium covered polymers (e.g. from companies like "Lebow Company" or Lexan) can be chosen.

4.5.10 Data recording and synchronization

The data stream in the PC is separated into the different channels belonging to each pixel. Software constantly analyzes this stream and writes a fixed data section onto the disk in a case a chosen trigger condition corresponding to photon arrival is met. This approach is based on prior developments and has some advantages over simply streaming the data to disk. During the data analysis each pulse can be treated separately and statistical exclusion criteria can be used to minimizing the processing time. Real time processing capabilities are under development and will allow flexible record length for each pulse 312,313 (see also section 4.5.13 for more details). The length of the recorded pulse is optimized according to the expected signal decay time 275. A longer recording is beneficial for the energy resolution since the pulse can be fitted over a longer period of time and the absorber can cool down to its base temperature (figure 4.25) but it also limits the possible maximum count rate and with this increases the measurement time. For the current setup a minimum record length of ~ 12 ms has been chosen, corresponding to a maximum pixel count rate of ~ 80 Hz. In the initial (and still applicable) algorithm, records are discarded if they contain two ore more distinguishable events. The probability for exactly one photon to be absorbed within one record length is follows a Poisson distribution 80. With 80 Hz maximal trigger rate the optimal event "survival" rate \( v_{opt} \) for exactly one photon per record length is:

\[
\begin{align*}
\lambda_{max} & = 1 \\
\Rightarrow & = 1
\end{align*}
\]
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The signal between two different pixels does show crosstalk features if a photon is simultaneously absorbed in a second pixel which is thermally or electrically close. An increased total flux adds to this problem and a sparse excitation with only slightly less effective counts is beneficial for the energy resolution. In the current detector module pixels with minimal crosstalk among those available were chosen. Nevertheless, it does contribute to the total noise level and needs to be addressed in the next generation of detectors. The crosstalk is best visible in the recorded calmer region just before the rise of the signal (figure 4.26).

The two biggest uncertainties left in the measurement are baseline/gain shifts due to variations of the base temperature (see section 4.5.11) and the asynchronous arrival of the photos as measured by the discrete sampling points. The large intensity change between two of the sparse points especially for large areas on the rising edge has a significant influence on the integrated signal. In future iterations of the electronics this could be addressed by recording the laser arrival time.

This prototype version of the detector operates as a free running machine. Laser on - laser off information can currently be included by modulating the total incoming X-ray flux to signal a change in experimental conditions (blocking the X-ray generation process by e.g. blocking the laser beam) in later iteration this information might be written into the data stream.

### 4.5.11 Temperature control system

The cryostat is based on a design from NIST and was built by High Precision Devices Inc. in Boulder, Colorado. Driving and control electronics were purchased separately or built as part of this thesis work. The controlling software was also partly written in the course of this work. The detector operating at the bath temperature of $85 \text{ mK}$ is mechanically supported in several stages from the casing of the room temperature cryostat. Each stage has its own cooling and the weight is carried by materials with low heat conductivity. The cryostat is evacuated to pressures below $4 \times 10^{-7} \text{ mbar}$ before cooling. The large cold areas of the shielding materials described in the previous chapter act as a cryopump and further reduce the pressure. The first two stages are carried by glass fiber constructs and are cooled by a two stage pulse tube cooler. The cooling concept is sketched in figure 4.27. An external water cooled compressor generates a pressure difference between two long pressurized gas lines. An external rotating valve converts this pressure difference into a $1 \text{ Hz}$ pulsating pressure (A). The separation of valve and pulse tube reduces the mechanical vibration transmitted into the cryostat. The pulsating pressure wave drives a two stage pulsation cooler based on a Stirling process inside the vacuum.
vessel. The cooling medium used is 99.9995% pure helium. The whole cryostat is supported by a highly adjustable table separated from the optical laser and X-ray table. Part B and C of figure 4.27 show a simplified sketch of the pulse tube and a photograph of the system. The gas pulsation drives a heat transfer between the cold section of the regenerator R and both ends of the tube. The principle was described by Gifford\cite{314} and has the advantage of removing all moving parts but the gas from the cryostat. An overview and comprehensive description of the cooling principle can be found in references\cite{315,316}.

The first pulse tube cold stage is at \( \approx 60 \) K and the second stage slightly below 4 K. To minimize the transmitted vibrations and allow for thermal expansion the intermediate cryostat stages are coupled to the pulse tube via annealed flexible copper wires.

The second cooling stage is an adiabatic demagnetization refrigerator\cite{317–319} based on the magneto-caloric effect. The system is sketched in figure 4.27 D. The two active materials gadolinium gallium garnet (GGG) and ferric ammonium alum (FAA) are strongly coupled to their respective cold stages on the detector side, but only weakly coupled to the 4 K cold stage. An externally controllable heat switch (E2 and E3) can generate a good thermal connection to the pulse tube end stage. The magnetic field used in the magnetization process is generated by a superconducting solenoid with \( \approx 4.2 \) T at 9.3 A driving current. The driving current of the magnet is close to the critical current of the coil. This and the thermal/physical stress generated during the magnetization cycle limits the possible rate of magnetization and demagnetization. At the end of the cooling cycle a residual (weak) magnetic field is used to control the cooling power of the

---

**Figure 4.27.** Cryostat cooling system
A) an external compressor and motor driven valve generates a pulsating pressure difference that drives a two stage pulse tube cooler in the cryostat B) in which each tube is split in two parts, consisting of a regenerator R and the pulse tube P. The cold stages are thermally attached to the respective pulse-tube stage. C) Photograph of the system with indicated temperature stages. D) Sketch of the adiabatic demagnetization refrigerator with the indicated pulse tube end stage at 4 K and two heat switches, superconducting magnets and paramagnetic salt pills. E) Close up of the heat switches. F) Close up of the suspended attachment of the copper rods carrying the detector package. G) Close up of the protruding detector package with indicated superconducting connections G2 and the thermal and electric shields G3 (see text)
4.5.12 Calibration lines

Two radioactive materials were used for energy calibration of both the CCD and the microcalorimeter detectors. The decay from $^{241}$Am and $^{55}$Fe are given in the database from Chechev and listed in table 4.3. During the experiment fluorescence lines of the sample and filter materials are excited which appear at known energies throughout the whole spectrum (see section 4.5.13).

---

**Table 4.2.** Fit parameters for the manganese Ka fine structure assuming a gaussian line shape after Hölzer modified by Porter.

<table>
<thead>
<tr>
<th>Int rel</th>
<th>E (eV)</th>
<th>PWHM (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.000</td>
<td>5898.853</td>
<td>1.715</td>
</tr>
<tr>
<td>0.649</td>
<td>5887.743</td>
<td>2.361</td>
</tr>
<tr>
<td>0.399</td>
<td>5897.867</td>
<td>2.043</td>
</tr>
<tr>
<td>0.212</td>
<td>5886.495</td>
<td>4.216</td>
</tr>
<tr>
<td>0.224</td>
<td>5894.829</td>
<td>4.499</td>
</tr>
<tr>
<td>0.187</td>
<td>5896.532</td>
<td>2.663</td>
</tr>
<tr>
<td>0.0510</td>
<td>5899.417</td>
<td>0.969</td>
</tr>
<tr>
<td>0.0113</td>
<td>5902.712</td>
<td>1.3528</td>
</tr>
</tbody>
</table>
Table 4.3. The decay from $^{241}\text{Am}$ and $^{55}\text{Fe}$ with the energy in keV and the probability for the particular transition after a disintegration event in percent.

<table>
<thead>
<tr>
<th>Transition</th>
<th>E (keV)</th>
<th>prob. %</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^{241}\text{Am}$ → $^{237}\text{Np}$</td>
<td>11.89</td>
<td>0.848</td>
</tr>
<tr>
<td>$^{241}\text{Am}$ → $^{237}\text{Np}$</td>
<td>13.9</td>
<td>13.03</td>
</tr>
<tr>
<td>$^{241}\text{Am}$ → $^{237}\text{Np}$</td>
<td>15.86</td>
<td>0.31</td>
</tr>
<tr>
<td>$^{241}\text{Am}$ → $^{237}\text{Np}$</td>
<td>17.81</td>
<td>18.55</td>
</tr>
<tr>
<td>$^{241}\text{Am}$ → $^{237}\text{Np}$</td>
<td>20.82</td>
<td>4.81</td>
</tr>
<tr>
<td>$^{241}\text{Am}$ → $^{237}\text{Np}$</td>
<td>26.3446</td>
<td>2.4</td>
</tr>
<tr>
<td>$^{241}\text{Am}$ → $^{237}\text{Np}$</td>
<td>59.54</td>
<td>55.78</td>
</tr>
</tbody>
</table>

4.5.13 Data extraction, energy calibration and drift correction

The principle behind the data extraction was discussed in a paper by Dorise et al.\textsuperscript{275}. The recorded signal for each event is composed of the sum from feedback signal and error signal, since the response is faster than the feedback can follow. The signal is sampled at discrete intervals and shows a complicated decaying function. The extraction and noise reduction of every event is based on the optimal filter\textsuperscript{294} algorithm. The assumption is that every pulse (close to the calibrated energy) is of the same shape, discrete and homogeneously sampled. Some pulses that are assumed to be perfect are selected, averaged and analyzed in the Fourier space according to their power spectrum. A filter template is generated using the optimal frequency cutoff which is then transformed back into the time domain. The product between the filter template and the original pulse in the time domain was shown to be proportional to the energy of the event\textsuperscript{302}. 

![Figure 4.30. The maximum signal deviation vs integrated peak intensity for all recorded events of a single pixel during the collection of the ferrocene X-ray absorption spectrum. Statistical selection processes rejected those recorded events containing more than one photon or other additional noise contributions. The remaining events are marked in red. The orange arrows show the approximate position of the manganese Kα radiation and the iron K-edge. At large deposited energies (ordinate) the sensor becomes normally conducting and loses its sensitivity. The lost sensitivity of the detector results in a flattening of the pulse shape for increasing photon energies as shown in the inset.](image)
A bachelor project was supervised during this work to develop a parallelized implementation of this code for graphical processing units. A spectrum for time resolved measurements contains more than $1 \times 10^{10}$ absorption events. The filter template is specially generated for each detector but assumed to be constant for all events recorded with the same detector. Graphical processing units offer a large number of parallel nodes (processing units) that have to access a constant stream of adjacent data storage. The results of this project will be published separately\textsuperscript{323} and showed a significant acceleration in the application of this filter step. The project will contribute to the development of realtime data processing.

The bias settings of the SQUID amplification and the PID settings controlling the signal feedback are tuned after every cooling cycle. The magnetic flux trapped in the superconducting elements and variations in the laboratory conditions make these adjustments necessary. The detector response function is linear only in small regions. The phonon transport conditions inside the absorber, between the contact layers and into the thermometer and heat bath are the object of very active research\textsuperscript{324} and difficult to model. Figure 4.30 shows the peak value of the response of a single pixel as function of the integrated value, where the latter is assumed to be closely related to the deposited energy. The compromise of speed and energy resolution that had to be taken operates this detector in a regime where the maximum pulse height is no longer strictly proportional to the integrated intensity. In practice this requires a calibration for every run on every pixel using radiation of known and discrete spectral distribution.

Temperature fluctuations and drift induced by the cryostat or the heating of electrical elements, laboratory conditions and the photon flux do change local temperature off each pixel during one day of operation. The nonlinear temperature response generates a temperature dependence of the detector gain. Fluctuations as low as $20 \mu K$ result in a significant reduction of the energy resolution. Since the TES is in principle a very sensitive thermometer we can use its recorded baseline level before every pulse to track the temperature fluctuations and generate, using artificially induced temperature fluctuations during each measurement cycle, a correction function for every pixel (figure 4.31).

Figure 4.32 contains the filtered pulse-height spectrum of the ferrocene sample recorded with the micro-calorimeter detector array and the laser-plasma source including the $^{55}$Fe calibration data. Several prominent features originating from material in or close to the beam-path like the copper, aluminium and silicon Kα emission (fluorescence from filters and detector mask) or the strongest absorption edges. Each of those features is added to a separate spline generated for each pixel. The splines are then

---

Figure 4.31. Pulse height spectrum of $^{55}$Fe emission data using artificially introduced temperature fluctuations of up to $\pm 50 \mu K$ shown in the inset before (blue line) and after correction red (red line).
used to calibrate the filtered and integrated arrays response to a corresponding energy. Events can then be binned in whatever way is deemed suitable. For example, presentations on an energy scale would typically use a constant energy interval binning scheme whose interval accommodates the average energy resolution of the pixels. Alternatively for EXAFS analysis one seeks a constant binning interval in the photoelectron’s k (momentum) space. This amounts to binning in intervals that increase quadratically in energy above the absorption edge (equation 3.5). The possibility of arbitrarily binning multiple, simultaneously acquired spectral features either during or after the data collection is a particular strength of this technique.

It can be surmised that in time, and with ongoing developments, it will be possible to fit molecular structures during collection, terminating the data collection when the desired structural accuracy has been attained.
# Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>AES</td>
<td>Auger electron spectroscopy</td>
</tr>
<tr>
<td>APD</td>
<td>avalanche photodiodes</td>
</tr>
<tr>
<td>APS</td>
<td>Advanced Photon Source</td>
</tr>
<tr>
<td>BBO</td>
<td>$\beta - BaB_2O_4$</td>
</tr>
<tr>
<td>BCS</td>
<td>Bardeen, Cooper and Schrieffer</td>
</tr>
<tr>
<td>CCD</td>
<td>charge coupled devices</td>
</tr>
<tr>
<td>CMOS</td>
<td>complementary metal oxide semiconductor</td>
</tr>
<tr>
<td>eV</td>
<td>electron volt</td>
</tr>
<tr>
<td>EXAFS</td>
<td>extended X-ray absorption fine structure</td>
</tr>
<tr>
<td>KID</td>
<td>kinetic inductance detector</td>
</tr>
<tr>
<td>NIST</td>
<td>National Institute of Standard and Technology</td>
</tr>
<tr>
<td>RIXS</td>
<td>resonant inelastic X-ray scattering</td>
</tr>
<tr>
<td>SASE</td>
<td>self amplified spontaneous emission</td>
</tr>
<tr>
<td>SQUID</td>
<td>superconducting quantum interference device</td>
</tr>
<tr>
<td>TDM</td>
<td>time domain multiplexing</td>
</tr>
<tr>
<td>TES</td>
<td>transition edge sensors</td>
</tr>
<tr>
<td>Ti:Saph</td>
<td>titanium doped sapphire</td>
</tr>
<tr>
<td>XAFS</td>
<td>X-ray absorption fine structure</td>
</tr>
<tr>
<td>XANES</td>
<td>X-ray absorption near edge structure</td>
</tr>
<tr>
<td>XAS</td>
<td>X-ray absorption spectroscopy</td>
</tr>
<tr>
<td>XPS</td>
<td>X-ray photoelectron spectroscopy</td>
</tr>
</tbody>
</table>
Appendix

Vectorized single pixel analysis method

Most advanced codes for particle tracking and analysis are very expensive in computing power. In high level programming languages codes become fast if the optimized and built in matrix routines are used. The code described here accelerated the processing on a 2 GHz double core processor from 500 ms/frame to 20 ms/frame. Which was limited by the data transfer from the storage medium and might be accelerated further. The algorithm is: Take the original data matrix, apply the desired threshold and generate two matrices. The first matrix contains the data, and zeros where the data is below the threshold. The second matrix has a zero in pixels above the threshold, and 1s elsewhere. Now the contents of this second matrix is successively multiplied with the thresholded matrix containing the data with a shift of one step in all 8 directions. If two adjacent pixels were exposed above threshold both will be multiplied by zero in this procedure and erased. The new matrix contains only the necessary amount of data and can be stored space optimized or further processed.

Figure 1. Fast matrix based single pixel analysis method. The left hand side shows the structure if only a single pixel has a non zero entry. On the right hand side two neighboring cells are filled. The algorithm is described in the text.
Laser alignment procedure by Jens Uhlig January 2012

Since this is a commercial system which was designed to be "hands off" no alignment instructions are available. During the course of this work the optimization of the contrast ratio and the minimization of aberrations introduced into the beam played a crucial role. This procedure is designed to give a brief account of the every day alignment procedures necessary to operate the laser plasma source.

Figure 2. Laser amplifier used in the Chemical Physics Millenia laser lab, 2011 (see text for details)

(i) Match the spectrum and the power with prism only, if possible. For this shine the Tsunami output on the power meter and use the fiber optics and the saved spectrum as reference. Note that the spectrum differs from different reflective surfaces. From time to time check with a single shot auto-correlator for the variations in the timing and wavefront tilt (rotate auto-correlator by 90 deg). They are an indication for damages in the crystal.

(ii) If there is a problem to reproduce the spectrum or if the total power suddenly drops play with the alignment slits to check if the beampath has changed and iterate with the
prim. (560 mW output is normal, with time and dirt above 400 mW is fine). Below 150 mW is not enough to seed the regenerative amplifier.

(iii) If the spectrum is still not matching the reference or the mode-locking is lost easily, carefully adjust the end mirrors (one at a time and as little as possible). If you continue to have problems to mode-lock at a chosen position you may play with the acoustic modulator. If in doubt, start in the middle of its range.

(iv) align with M1 and M2 on A1 and A2 (Stretcher alignment)
If everything is fine the two feedback diodes should see the second order reflection from the stretcher grating. If not, repeat the alignment and use the milled green alignment tool to check the whole path. Measure the spectrum after the stretcher at this point. It should not be clipped. The grating is a bit too narrow (there is a small clip on both sides) but we should get $55 - 60$ nm bandwidth through the system.

(v) In the spectra control software open Pockels cell P1 (channel 1) to admit the seed beam and close the cavity (open channel 2 but keep channel 3 off!)

(vi) Use M3 and M4 to get the earliest build up.

(vii) Align the Pockels cell P2 to get a symmetric "Isogyre" picture with 4 poles centered on A4. The beam passes the polarizer several times and should be isolated in the center part (dark with blocked Pockels cell). This alignment is one of the crucial steps if everything else is fine.

(viii) Check the power and contrast with the multipass amplifier off and on. With the pump laser for the regenerative amplifier pump at 17 A and for the multipass at 16 A the out coupled pulse should have 3 mJ with the regenerative amplifier only and 5.8 mJ with both amplifiers. The averaged leak power should be below 200 µJ. If these conditions are not met continue try the instructions below this section.

(ix) Check that the Isogyre picture is centered on A4 (flip up with blocked beam) and A5, if this was still fine nothing did move and the laser should be aligned. If this is not aligned adjust M9 and M10 to go centered through the telescope (use the back reflection of the lens surfaces and bring it through A4 then use M11 to go through A5.

(x) Fine tune the two gratings start by adjusting only one of them. It is better to tune the compressor grating at the beginning, assuming that the everything else didn’t move.
During adjustments, keep the previous settings. Turn a quarter turn, re-compress and check the output on the autocorrelator again. If the pulse cannot be made briefer then 50 fs with this method check the spectrum inside the laser to get an indication for where the limitation is originated.

(xii) Check with the Pulescoute autocorrelator for side peaks which might point to damaged optics. (there is a internal reflection at 2.16 ps)

(xii) check the full output on a photodiode for the achieved contrast ratio

- The contrast to leaked peaks (other round trips) should be at least 1:10^3
- The timing of the Pockels cells P2 channel 3 is the first point to check for leaks. Then channel 2 and the alignment.

- If the output of the regenerative amplifier with 17.0 A gives < 2.8 mJ play with the seed pulse again and optimize the buildup
- iterate with S1 if necessary
- If the output is still not sufficient one roundtrip of 10 ns The added dispersion will change the compression needed (the cavity should only be touched by experts who do not need this manual)
- With a pump beam of 16 A in the regenerative amplifier the output should be at least 5.8 mJ.
- Check with S2 the overlap of the pump laser. If this was not sufficient the multipass will need a new alignment with the milled alignment tool. (marked positions inside the laser) check if you get the beam with M6 only aligned before and after the crystal. if not you will have to use M5 too but this means the 3mJ option is lost and needs to be realigned later. M7 should be hit a little bit to the lower left side. M7 and M8 bring you through the second pass. You have to bring the beam again centered through the telescope and the compressor.
- The power before the compressor should be 4.2 mJ without the multipass amplification at 17 A and above 6.8 mJ with Multipass pump laser at 17 A and you should have a nice spectrum there. Check the upper right corner of the Stretcher grating for damage (that is the last point the compressed pulse is hitting and the one getting damaged first)
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A plasma source free from characteristic emission lines is described, based on laser irradiation of a water jet in a helium atmosphere. Various key aspects of the laser interaction are presented along with practical characterization of the observed isotropic ~4–10 keV x-ray emissions, measurements of which indicate subpicosecond duration. Observations are consistent with a vacuum heating plasma mechanism at the helium-water interface and indicate strong potential for in-house ultrafast chemical structure dynamics application when coupled to contemporary detector developments. © 2007 American Institute of Physics. [DOI: 10.1063/1.2813340]

INTRODUCTION

At the present time, a strong motivation for the development of laser-based x-ray sources is the possibility of in-house measurement of molecular changes on picosecond and faster time scales, using x-ray absorption spectroscopy and, where beam properties allow it, Laue crystallography. Both techniques require polychromatic radiation. In ultrafast experiments using monochromatic radiation (by angular dispersion of momentum transfer in powder or diffuse diffraction) there is an implicit need for collimation or focusing. Reflectometry also offers interesting possibilities. These experiments have in large measure only been implemented given a very high level of synchrotron development access, to date generally with pulse durations of ~100 ps that motivate continuing development of short pulse electron sources, time-slicing schemes, and streak cameras at large scale facilities. While x-ray generation from condensed matter targets has been explored by many groups for several decades, much attention has recently been directed to the possibility of more or less collimated laser-generated broadband beams obtainable by relativistic electron acceleration, high harmonic generation, and reverse Compton scattering. The latter approaches are undergoing intensive development at the present time, and the possibility of in-house pump-probe Laue crystallography using the low shot rates but high collimated fluxes of broadband femtosecond betatron beams may be worth particular suggestion. Meanwhile the extreme laser power requirements, low flux soft x-ray beams, and need for implementation of a relativistic electron beam in these respective sources motivates ongoing work with simpler laser-based sources.

Temporal structure of plasma sources has in some instances been found to be much longer than hoped for ultrastef applications, likely because the emission of line radiation has the reacquisition of electrons by stripped atoms as a relatively slow prerequisite, this being dependent on plasma properties in the particular circumstances. The present work avoids production of detectable emission lines for reasons of source temporal duration, characterization, and application by exploiting bremsstrahlung from a water jet target. The choice of a low-Z target for bremsstrahlung production is generally counterintuitive, however, we note that the total bremsstrahlung radiation yield from a fast electron brought to rest in water is only about an order of magnitude less than from the same electron brought to rest in denser, higher Z materials such as mercury. The electron stopping length is greater in water (with potential consequences for pulse duration that we address later), but the escape depth of x rays is also greater. Such matters aside, the nontoxicity, high solvent power, ease of supply and handling, extremely smooth target surface, opportunities for debris-free continuous operation, and relatively relaxed safety considerations owing to the lack of intense hard emission line radiation make water a somewhat overlooked but nevertheless extremely attractive target material. In practice x rays have been observed from laser plasma targets in air or preferably helium atmospheres, and x rays above ~1 keV have excellent transmission through the latter gas. The use of helium provides the opportunity to avoid vacuum systems and the corresponding remote control infrastructure in experimental setups, as well as permitting the study of vacuum incompatible samples. These features are all enjoyed in the apparatus described below.

Regarding detection, array detection methods not based on diffraction are vastly more efficient than single crystal diffraction-based energy dispersion, since the latter operate by discarding all photons in energy/angular phase space that do not meet the Bragg condition. Extended x-ray absorption fine structure (EXAFS) measurements are envisaged as an initial approach to combine such an array detector with a kilohertz repetition rate version of this source, in which its inherent beam divergence would be used to advantage. In such an arrangement, the extremely efficient detection would otherwise lead to detector saturation by “worthless” emission lines. For this and the various other reasons already given,
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and with the relevant detection developments underway, the source we describe deliberately avoids the generation of monochromatic hard x rays.

APPARATUS

Essential requirements for the x-ray generator were adequate radiation shielding, close access to the source, rapid dismantling and reconstruction, independent movement of target and focusing optics, and no electronic remote control. Target chambers for different experiments were made by machining lead bricks, a typical example of which is illustrated in Fig. 1. Common features are a small hollow central region typically 125 cm³ for the target, various holes to allow laser entry and x-ray exit through suitable windows, provisions for accommodation of a small styrofoam diffuser block in the diverging laser beam, and admission and drainage of the target material through a lead base plate. The latter feature allows immediate access to the target jet by lifting away the upper part of the structure. The base plate is mounted on an xy-translation table on an optical table. Most variants have had deliberate small leaks, for example, where the water drains out of the chamber. This allows flooding of the internal cavity with helium by slight overpressure using a few l/m. Alternatively, by aspirating the water out of the drainage port using an aspirator pump, the jet can be pressurized by atmospheric pressure and operated close to water’s vapor pressure at room temperature (~25 torr). This increases x-ray fluxes and temperatures very substantially, but requires further provisions to ensure jet stability; as such we choose to focus on the helium experiments here. Typical external linear dimensions of the lead constructions are 100–120 mm. One variant allows a closest external approach of ~15 mm.

Ordinary tap water is used in the jet, since the concentration of contaminants is negligible in the context of x-ray generation. A jet diameter of 150–200 μm is usually used and can be either gravity fed or pumped. The laser is directed onto the jet 2–3 mm downstream from the nozzle, before it breaks into drops. Thicker jets increasingly lead to splattering. Thinner jets have not been tried by us, in the interests of maintaining good control of the laser interaction geometry. Occasional difficulties of internal condensation buildup on optical or x-ray windows are simply addressed by directing the incoming helium onto the offending optic.

The 10 Hz 800 nm Ti:sapphire laser of the Lund Laser Centre is used to generate the x rays. Light pulses traverse the following sequence of components: oscillator, acousto-optical modulator, (saturable absorber preamplifier), stretcher, regenerative amplifier, (2 ×) cleanup Pockels cells, multipass amplifier, beam expansion telescope, compressor, variable polarizing beamsplitter. The saturable absorber preamplifier can be used to substantially reduce amplified spontaneous emission (ASE) from the oscillator and may be flipped in and out of the circuit at will; in addition a beam position stabilization circuit was installed during this work at the input to the butterfly amplifier. A specific consequence of

FIG. 1. Schematic of the laser plasma source. A horizontally polarized laser beam is focused to the tangent of a vertical water jet under helium in grazing incidence, resulting in isotropic x-ray bremsstrahlung emission. The lead block surrounding the water jet has dimensions of 48 mm × 96 mm × 96 mm. Variants of this block permit evacuability, access of laser beams from additional angles, and placement of other items very close to the point of x-ray emission.
these ongoing developments is that the present studies have enjoyed unusually low levels of prepulses and ASE pedestals (<10^{-8} contrast ratio), both of which critically affect x-ray production in laser plasma sources.\textsuperscript{26,27} Key matters related to these aspects of the temporal quality of the laser beam are the temporal structure of the x-ray generation, optimal target interaction geometry, and the production of energetic electron beams. Associated maximum energies available to our experiments have varied from \sim{}40 to \sim{}300 mJ/pulse, while shot to shot stability is obtained by gain depletion in the final multippass amplifier stage. In combination with higher order compensations the compressor permits variable pulse durations from <40 f s to \sim{}1 ps with positive or negative chirp. The \sim{}3 cm diameter output beam is variably polarized by a half-wave plate before transmission through a vertical Brewster plate to give a horizontally polarized transmitted beam used in these experiments, the intensity of which is varied by rotating the half-wave plate. The final focusing optic is a 50.8 mm diameter 90\degree off-axis parabolic metal mirror with effective focal length of \sim{}100 mm. The essential interaction geometry is shown in Fig. 1.

Our primary x-ray detector is a direct-detection, thinned, back illuminated, peltier cooled charge coupled device (CCD) consisting of 512 \times{} 512 24.8 \mu{}m pixels (Princeton Instruments). In use, the CCD camera unit is positioned in air a few millimeters distant from the exit window of the x-ray source, typically in the horizontal plane orthogonal to the converging laser beam. Incident x rays traverse a 250 \mu{}m Be window and a few millimeters of vacuum before impinging directly on the CCD, the latter typically being \sim{}7 cm from the source (\sim{}0.032 sr). Background-subtracted exposures of less than 6 s ensure that exposure-independent (e.g., preamplifier) noise is the dominant source of noise in the resulting frames. Distances and filters can be arranged such that individual pixels are single-photon detectors with energy resolution of \sim{}150 eV. When operated in this way, a histogram of the pixel intensities allows low resolution x-ray energy spectra on a single shot basis, after allowance for filters, events that span multiple pixels, and the CCD’s spectral redistribution function.\textsuperscript{26,29} The practical rapidity of these measurements has enabled an extensive survey of fluxes and temperatures versus laser pulse energies and chirp. On the other hand, the available resolution is too poor for EXAFS and shot rates must be reduced to match the full frame CCD readout time. Moreover, an adequate account of the necessary data interpretation is at odds with the present intention of source characterization, so we choose instead to present the relatively very limited results obtained using a germanium point detector (below). The spectral results obtained from the two detectors are nevertheless in excellent quantitative agreement. For now it suffices to indicate the general utility of the multidecoder array approach but also caution that the integrated CCD response should generally not be considered a proportional indicator of single shot x-ray flux, since the source temperature may also vary, while different photon energies have different propensities to shift to lower energies in the course of spectral redistribution. This said, the utility of direct-detection CCDs for work of this nature must not be underestimated. Full frame readout of single shot x-ray spectra requires 3–4 s, so a synchronous vertical hardware binning scheme is generally used to monitor the general x-ray production in real time at the 10 Hz laser repetition rate. Spectral information is lost in this process. The resulting one dimensional array may then be summed in software to give the integrated detector response for the corresponding laser shot. Scans of observable yield versus arbitrary experimental variables can thus be made in real time on a shot by shot basis, while one dimension of spatial resolution can be retained if needed.

To confirm spectral observations made initially using the CCD in individual shots, much slower photon counting measurements were made at selected points in laser parameter space using a liquid nitrogen cooled germanium detector (ORTEC Canberra GUL0105 with EG&G ORTEC 429 3 MCA card). Despite a poorer energy resolution than the CCD and only a single “pixel,” this detector has the advantages of response to harder x rays (up to \sim{}200 keV) and much less spectral redistribution. It was carefully starved into single-photon counting mode using a 300 \mu{}m pinhole in a lead sheet taped in front of the detector, which was variably positioned \sim{}10–30 cm from the source, with known thicknesses of aluminium for additional attenuation. Background counts were eliminated using temporal coincidence gating (20 \mu{}s gate at 10 Hz) and pileup was then arranged to be \sim{}10% by adjusting distances and filtering to give \sim{}1 event/s from the 10 Hz source. A few hours of measurement was sufficient to obtain the spectra presented here.

An x-ray streak camera (Kentech) was used to obtain an upper bound of x-ray pulse durations. The experiments described here used a \sim{}10 nm Au photocathode spaced 3 mm from the extraction grid, allegedly giving \sim{}0.1% quantum efficiency at 3–4 keV with temporal resolution of \sim{}25 ps. The latter value is consistent with the 1 mm photocathode slit width and \sim{}11 ps/mm maximum sweep rate. A low jitter timing pulse derived from the oscillator but gated by entrainment of the optical pulse in the regenerative amplifier was used for sweep triggering. Swept photoelectrons impinged on a phosphor coupled by a fiber plate to a temporally gated image intensifier (FlameStar multichannel plate and CCD).

**EXPERIMENTAL**

To align the off-axis parabolic focusing mirror, the horizontally polarized laser beam is brought to a focus in air and the mirror adjusted to produce a spark at the minimum possible energy. The laser self-focuses to different extents in different gases, so the focal point shifts somewhat after placing the lead target chamber over the jet and admitting helium. The jet is moved into the spark (audible) and its position adjusted in real time so as to optimize the vertically binned CCD signal. Radiation incident on the beryllium window of the CCD camera is filtered by \sim{}6 cm of helium gas at ambient temperature and pressure, a beryllium or thin Mylar exit port, and a few millimeters of air. Other detectors (e.g., scintillator/photomultiplier tube, photodiodes, ion chambers, etc.) also give useful real time signals. When selecting a signal to optimize it is essential to be aware of...
electron beams with associated secondary radiations that we observe under particular laser conditions, or the various possible sources of ions in the chamber.\textsuperscript{30–33}

Under the described experimental conditions, grazing incidence in \( p \) polarization is necessary for significant x-ray production. Thus when scanning the jet through the focus of the horizontally polarized laser focus, two distinct positions give similar yield, corresponding to the laser grazing either side of the jet, as shown in Fig. 1. Very little x-ray production can be observed when striking the jet normally or at intermediate angles. To confirm the grazing geometry, a thicker jet \( 830(\pm10) \mu m \) (microscope observation, circular jet cross section) was used and required a micrometer translation of \( 840(\pm30) \mu m \) between the two x-ray maxima. The dependence of the x-ray yield on laser polarization is also shown in Fig. 1; when the previously intense and obvious x-ray signal is again sought using vertically polarized light (\( \sigma \)-polarized interaction), only very weak and erratic x-ray emission is observed. Indeed it is clear that the slow decay of weak emission after passing through the beam is largely due to water vapor remaining from the previous shot, which can build up locally when the helium flow rate is relatively low, as it was for the illustrated measurements. This was confirmed by repeating a given scan in the opposite direction, also by increasing the flow rate of helium. The erratic emission by the vapor is independent of the laser polarization.

The observable x-ray yield depends critically on laser pulse duration (chirp) for pulse durations from the shortest value up to a few hundred femtoseconds. The integrated x-ray intensity scans shown in Fig. 2 were obtained by manually scanning the distance between the gratings in the laser pulse compressor through the value corresponding to the shortest pulse. Such scans are very valuable for diagnostic purposes and are performed routinely. The full width half maximum of the optical pulse was measured independently using an autocorrelator and is shown in the same graph. From this it is apparent that the laser pulse duration corresponding to the edge of the x-ray yield plateau (for either positive or negative chirp) is \( \sim 200 \) fs, or \( \sim 80 \) field cycles. Shorter pulses have a stronger tendency to self-focus, so that it was not possible to perform simple scans of this nature in which the position of the jet was constantly optimized. As a result, such scans were done after first optimizing the jet position at a particular grating separation. This said, the transform limited pulse invariably gives relatively very poor yield, while the x-ray yield typically shows maxima or plateaus on either side of the shortest pulse. Such behavior is evident in all scans where the jet position is not first optimized for very short pulses, while the appearance of distinct yield maxima versus plateaus depends at least in part on the chirp at which the jet position is optimized prior to making such scans. Other experiments we describe typically involve use of a chirp corresponding to the edge of the x-ray yield plateau, this giving best x-ray yield without unnecessarily compromising the laser (and therefore potentially also x-ray) pulse duration.

Shot to shot x-ray production is very stable, enabling real time scans of various parameters and negating pileup problems that would otherwise require more extensive precautions\textsuperscript{34} in the multishot germanium point detector experiments described shortly. A root-mean-square stability of 5\%–6\% (shot-to-shot deviation of integrated CCD signal) is typical. This is believed to be due to a combination of shot noise for detection of x-ray events on the CCD with pulse to pulse stability of the laser energy.

When operated as described in this work, the source is essentially isotropic. This is evidenced in single shot CCD frames, multishot images, also films wrapped in aluminum foil lining the inside of the chamber. High-contrast small objects of known dimensions positioned close to the source cast shadows whose edge blurring allows geometrical estimates of the source size, being \( \sim 30 \mu m \) in both horizontal and vertical dimensions (CCD positioned orthogonal to the converging laser beam and jet direction). Analogous measurements, but with the camera repositioned in line with the converging laser beam, show that the depth of the x-ray radiating region in the water jet is \( \sim 16 \mu m \). To date experiments have not been performed to assess the source size on a single shot basis. Despite this, the alignment stability and vibration-free, laminar operation of the jet give confidence that the measured multishot source size is a close upper bound for the single shot size. We also observe that biological samples with thicknesses of hundreds of microns to millimeters can produce highly satisfactory images, since these “sample” depths are a fair match to the extinction lengths of the detected x rays in aqueous and organic material.

X-ray energy spectra initially obtained using the direct-

\begin{figure}
\centering
\includegraphics[width=\textwidth]{image}
\caption{Typical scan of x-ray yield vs laser chirp, with overlaid measurement of laser pulse width using an optical autocorrelator. Indicated micrometer values are an offset from the full compressor grating separation of approximately 1 m. For the x-ray yield data, the distance between the gratings was scanned manually while recording the integrated frame by frame CCD response in real time (see text). Bremsstrahlung yield is significantly reduced with optimally compressed laser pulses, an observation that remains true even after adjusting the jet position to compensate for self-focusing at the shorter pulse durations.}
\end{figure}
detection CCD as an array of energy dispersive detectors permitted extensive and rapid assessment of x-ray flux and temperature within the laser pulse energy and chirp parameter space. These explorations show that integrated observable flux and spectral temperature both increase with energy per laser pulse at a fixed (optimized) laser chirp. Perhaps counterintuitively, flux and spectral temperatures also increase when the pulse duration is increased (chirped) away from the transform limited value at a fixed laser pulse energy. Such observations were without exception for pulse durations within the maximum x-ray yield plateaus shown in Fig. 2, and for pulse energies up to the pulse energy available from the laser at the time of the CCD spectral measurements (100 mJ/pulse). These observations were confirmed using the germanium point detector in measurements that permitted simultaneous use of both detectors. A CCD x-ray spectrum demands at most a few shots, while the corresponding germanium point detector spectrum requires several hours. Quantitative spectral and flux agreement of the two detectors is testament to both the long term stability of the source and adequate modeling of the CCD behavior. The long measurement times required by the point detector necessitate a very sparse and selective sampling of the laser’s chirp and power parameter space. A selection of point detector spectra after compensation for filters, solid angle, and measurement time are shown in Fig. 3, where simultaneously measured data from the CCD are overlaid in one instance to illustrate the region of quantitative agreement and motivate relevant cautions in the spectral interpretation.

To date we have only seen evidence for a single exponential expression for the flux, modeled as \(N = N_0 \exp(-ht/kT)\), where \(h\), \(t\), and \(k\) have their usual significance, and \(N_0\) and \(T\) are fitted flux and temperature parameters. Pileup manifests as a shallower slope at higher energies in the linear-log plot, being especially prominent in the illustrated CCD spectrum. A component with steeper slope can be apparent at the low energy end of spectra due to partially registered events and preamplifier noise in combination with ill conditioning (high filter normalization of low count rates). This is again most prominent in the CCD spectrum (in which events spanning multiple pixels were integrated using imaging software). The steeply declining ability of low energy photons to reach and stimulate the CCD (response function) is shown as partial motivation for this explanation, which finds further support in peripheral work with this detector using \(^{56}\text{Fe}\) and \(^{241}\text{Am}\) radioactive sources. When using titanium and copper foil filters of known thicknesses (results not shown), our ability to quantitatively model the magnitudes of the absorption edges is an assurance that other detectable radiances are not simultaneously present. Fitted values for the illustrated spectra are tabulated in Table I. Trends of temperature versus power and temperature versus chirp evident in the table verify the much more extensive CCD measurements; note the quantitative agreement of the corresponding CCD and germanium point detector spectra, measured at the same time. X-ray flux continues to be very appreciable even at the lowest pulse energy shown in the table, indicating that the results are transferable to high pulse repetition rate (kilohertz) laser systems.

![Graph](Fig. 3. Source spectra after normalization by filters, ADC binning interval, solid angle, and measurement time. A linear region is apparent in all cases from 4–7 keV and extends to higher energies depending on the degree of pileup. The response functions of the CCD and filters used in the associated spectrum are shown on a comparable scale. The data only support modeling of a single temperature component for each spectrum (see text).)

An upper bound on the x-ray pulse duration was obtained using the streak camera. In practice it was possible to position the photocathode ~12 cm from the plasma source. Optimization of the source permitted typically several tens of x-ray events to be observed per laser shot. Following examination of the unsweped photocathode image, the sweep was stepwise increased to its fastest value, with fine tuning of the delay at each step to temporally window the swept pulse. The image of the slit width did not significantly increase at any point during this procedure and the number of observed photons did not appreciably change. Significant timing jitter was observed on the fastest sweeps, as anticipated. This is shown in Fig. 4, where we also show an effective compilation following manual compensation of jitter in individual frames. As far as is possible to determine, the x-ray pulse obtained in this way is symmetrical, moreover narrower than

<table>
<thead>
<tr>
<th>Energy/pulse (mJ)</th>
<th>Optical pulse duration (fs, estimate)</th>
<th>(N_0) (\text{ph/(ev sr s)})</th>
<th>(T) (\text{[K]})</th>
</tr>
</thead>
<tbody>
<tr>
<td>40</td>
<td>~200 (max x rays)</td>
<td>17.5 (\times 10^4)</td>
<td>17.4 (\times 10^4) [1500]</td>
</tr>
<tr>
<td>1.6</td>
<td>~200 (max x rays)</td>
<td>14.7 (\times 10^3)</td>
<td>12.7 (\times 10^3) [1090]</td>
</tr>
<tr>
<td>40</td>
<td>~40 (shortest pulse)</td>
<td>29.2 (\times 10^5)</td>
<td>11.5 (\times 10^5) [990]</td>
</tr>
</tbody>
</table>
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The ~25 ps resolution function previously ascribed to this instrument. Various instrumental matters can contribute to such spreading in the streaked images, but on the other hand the observation of only a few photons per shot could potentially reduce the width in the compilation. Determination of what limits the camera’s x-ray temporal response function lies outside the goals of the present work. We believe these measurements indicate an upper bound for the x-ray pulse duration, whose actual duration is presumed to be considerably shorter, as discussed below.

To motivate ongoing developments leading to applications, Fig. 5 shows CCD shadow images obtained in several hundreds of shots, indicative of the practical flux and isotropy, also a single shot absorption spectrum of a 5 μm titanium foil measured using the CCD. The K-absorption edge at 4.97 keV in the latter is clearly evident. To our knowledge, this is the first literature presentation of a single shot, presumed subpicosecond absorption edge measurement using an in-house vacuum-free laser plasma system.

DISCUSSION

Unusually low prepulse and ASE pedestal ratios in our laser system (<10^-5) indicate a sharp plasma density gradient during laser-target interaction at the water surface. Such conditions are required for the vacuum heating mechanism of Brunel, which we invoke as the mechanism for electron acceleration preceding x-ray bremsstrahlung generation. Strong evidence is found in the grazing angle of incidence and polarization requirements on the extremely smooth target surface, in x-ray measurements that are not complicated by the simultaneous observation of emission line radiation. Pulse durations corresponding to the edge of the plateau (~200 fs) along with estimates of the laser spot size and measurement of laser power (~100 mJ/pulse) indicate target

FIG. 4. Summary of streak camera results. Typically several tens of events were registered per shot. On the left are examples of unstreaked (top three) and streaked images at the fastest rate of ~11 ps/mm. Trigger jitter causes differences in the positions of the swept photocathode images at this sweep rate. The upper right trace shows the breadth of the unswept photocathode image, while the lower trace shows apparent broadening that could be inferred by subjective manipulation of 22 swept images.

FIG. 5. Motivations for source applications. Shadow imaging applications demonstrate an abundance of isotropic x rays with a small source size. Upper left image shows a 254 mm nickel mesh a 60 W incandescent lamp filament, showing its supercoil structure, here measured in the horizontal plane orthogonal to the converging laser beam. A total exposure time of 2 min was used. The high contrast of such objects permits estimates of the source size in three dimensions. At upper right is the head of a housefly, for which a reasonable match of the extinction depths of observable x rays to sample dimensions permits good contrast of internal features. An aluminum filter (12 μm) was used in this total 4 min exposure. The lower image is a K-edge absorption spectrum of a 5 μm titanium foil obtained as a direct histogram of pixel intensities in a single, presumed subpicosecond burst (see text). The inset gives an impression of the fairly high degree of pileup in this measurement.
intensities of $\sim 10^{17}$ W/cm$^2$ for our experiments, an intensity range in which this heating mechanism is well established. At the present time there are four independent issues on this question. The first is the streak camera measurements, which merely permit the statement that the observed x-ray pulse duration is less than or at most comparable to that instrument’s temporal resolution function. Secondly, there is the duration of the optical pulse, whose envelope is observed to be 200–300 fs when x-ray generation is optimized. As shown in Fig. 2 this can be reduced while still obtaining appreciable x-ray production. Thirdly, we infer electron temperatures from the x-ray spectra (typically $\sim 1$ keV). While acknowledging the potential for misinterpretation, this suggests a fast rate of blackbody radiation loss through the Stefan-Boltzmann law in combination with the measured source size. The energy of a 100 mJ laser pulse would then be dissipated in $<10$ fs, assuming complete conversions. Fourthly, the electron attenuation length in water, divided by the velocity of electrons capable of producing high energy x rays, indicates the time scale of the interaction. The continuous slowing down approximation electron penetration distances$^{22}$ suggest approximate time scales of 42, 330, and 760 fs for the bremsstrahlung interactions of 10, 50, and 100 keV electrons in a 200 $\mu$m water jet. In the same vein, our multishot x-ray radiation depth estimate of $\sim 16$ $\mu$m associated with registry of mostly 4–5 keV x rays suggest a time scale of $\sim 400$ fs. From such arguments it would appear that either the electron stopping depth or perhaps the optical pulse duration determines the x-ray pulse duration. Since water jets can be arranged that are thinner than the electron stopping length, while buildup of electron energies requires several field cycles, the latter bounds are subject to practical manipulation and further interpretation, respectively. Access to an x-ray streak camera with subpicosecond temporal resolution or careful single shot radiation depth measurements could perhaps give a practical answer to which bound is more appropriate in particular circumstances. In either case it appears that x-ray pulses are around two orders of magnitude briefer than typically obtained in synchrotron storage rings, this being a range that renders them of particular interest for molecular chemical structure-dynamics studies. As such, and with the relevant detection developments underway, it is presumed that application-based pump-probe experiments will provide a fifth and independent practical indication in due course. Synchronization of the x-ray pulse with the laser in the associated pump-probe topologies will be essentially free from temporal jitter.

The number of broadband x-ray photons emitted in an experimentally accessible solid angle is already quite adequate when considering essential numbers needed for applications such as pump-probe transmission EXAFS. Detection schemes based on conventional diffraction topologies are the only restriction to this application. The essential truth of this assertion is quickly appreciated from Fig. 5, where we show images involving necessarily large numbers of photons obtained in very reasonable experimental times at 10 Hz, along with an absorption edge observation simply obtained using a single laser shot. Associated work with our CCD detector confirms that the addition of many such histograms is of no practical value with this kind of detector. Nevertheless it is clear that one approach to ultrafast EXAFS on such a laser plasma based source is to subdivide a sufficient solid angle around the source with a suitable number of high-resolution detectors that are capable of readout at the laser repetition rate, such that the dramatic losses associated with analyzer crystals are completely avoided. In such a setup the water jet itself might be a very inviting solvent matrix for certain EXAFS samples if x rays are generated on the side of the jet such that they must traverse it to reach the detector; alternatively a second jet or other sample apparatus is easily arranged in the closest possible proximity to the source. In either case, the volume of sample requiring optical excitation needs to have dimensions only slightly larger than the $\sim 30 \mu$m $\times$ 30 $\mu$m x-ray source, enabling high levels of optical sample excitation using available ultrafast lasers, while in principle requiring very little sample material and leading to very small temporal dispersion due to geometrical considerations. The lack of x-ray focusing optics in this scheme (in particular, before the sample) eliminates issues related to alignment and temporal dispersion in such components. Our source is extremely well suited to such a detection scheme, since suppression of energies outside the range of interest involves nothing more than simple foil filters, removal of unwanted emission lines is unnecessary, and the isotropic nature of the x-ray emission would be used as an advantage. Given sufficient pixel readout rate, it is readily appreciated that the rate of data acquisition is proportional to both the number of pixels and the laser repetition rate. We have demonstrated that laser pulses do not need to be unusually brief or powerful, so that standard kilohertz repetition rate lasers can be used, if necessary with tight focusing and measures to improve the contrast ratio.

Direct-detection CCD detectors are presently giving way to much higher resolution microbolometric array detectors$^{39}$ which will obviate the need for wasteful crystal diffraction-based analyzers hitherto associated with suitably resolved energy dispersion at “hard” x-ray energies. Foreseeable availability of microbolometric array detectors$^{39}$ is a key motivation for ongoing exploration of this source. The mild-likelvelin temperatures required by such detectors gives cause to reflect on the extraordinary temperature range these experiments would involve. In combination with in-house sources such as described here and by others,$^{7}$ these detectors should enable ultrafast molecular structure studies in any suitably equipped ultrafast kilohertz laser laboratory. To assist the necessary developments, a few precautions of particular relevance to the source described here are outlined in the remaining paragraphs. We further point out that with the contemporary development of collimated broadband x-ray...
generated x-ray beams, such array detectors will enable x-ray momentum transfer measurements, this being the essential measurement required for structural measurements by diffuse scattering, crystallography, and reflectometry. As such, the development of fast readout high-resolution array detectors in photon-starved ultrafast x-ray science should offer benefits comparable to the development of time of flight techniques in neutron science.

In a somewhat shorter term, conventional extremely lossy but technically straightforward diffraction-based technologies\textsuperscript{41,42} are lately enjoying a renaissance\textsuperscript{7} which might also permit practical ultrafast x-ray absorption spectroscopy applications. The latter developments motivate awareness of source parameter spaces that can be used to enhance the bremsstrahlung, but also of the practical complications that may ensue. For example, we observe that hard x-ray fluxes and temperatures increase considerably when using a water aspirator vacuum instead of helium, an approach in which it is necessary to degas and slightly cool the water in order to maintain jet stability. Also, when using diffraction-based detection the generation of hard emission line radiation is not in itself an issue (indeed such lines are useful energy calibrants). Thus higher-Z materials or concentrated solutions of high-Z compounds are typically attractive targets because of their higher bremsstrahlung yields. In practice, it proves difficult to avoid problems associated with debris.

The controlled insertion of a prepulse with s-polarized interaction geometry (capable of generating a preplasma without itself generating significant x rays) introduces an enormous parameter space displaying very rich behavior. In a simplistic view, prepulses generate a more gradual local plasma density gradient that causes refraction of the subsequent pulse away from the higher density regions at greater depths. One consequence is that x-ray generation by the subsequent p-polarized pulse is optimal at a nongrazing angle of incidence. Indeed we observe that the controlled introduction of prepulses is associated with dramatic changes in the interaction geometry leading to x-ray generation. In this context we note that 30°–60° angles of incidence have often been cited in the literature\textsuperscript{7,8,43} in clear contrast to the grazing incidence required by the present very low prepulse experiments and the sharp density profile vacuum heating mechanism invoked to explain our specifically bremsstrahlung results. In addition, upon the introduction of prepulses or when the contrast of our laser system is impaired, additional caution is needed to distinguish x rays generated at the target from collimated \( \sim 20–200 \) keV electron beams\textsuperscript{11,31,32,44} and secondary emissions these can give rise to, both of which we have unambiguously observed under those specific conditions. While indicating potential pitfalls for the unwary, this also indicates the feasibility of controlled electron beam generation desirable in related contemporary developments. As a result, such beams are the subject of peripheral investigations.

The approximate brilliance of the source when operating under helium is inferred from Table I and the observed multishot source size of 30 \( \mu \)m, which perhaps varies under different laser conditions. Thus the first entry in the table corresponds to \( \sim 397 \) photons/s mm\(^2\) mrad\(^2\) 0.1%bw at 5 keV. Such low values give an initial impression of woeful inadequacy compared with contemporary synchrotron and other emerging sources. However, the comparison is not a meaningful one. The reason is that such sources normally aim for increasingly tight collimation and narrow bandwidths for the purposes of satisfying grazing incidence mirror requirements and crystallographic Bragg conditions in analyzer optics, such that the corresponding normalizations dramatically favor them. As we indicate, diffraction based energy dispersion is not viewed as the best way to proceed with chemical structure studies using this source. Topologies that address large solid angles are clearly essential, along with low temporal dispersion before traversing samples, and we have indicated how both can be achieved. Fluxes from our source will scale linearly with laser repetition rate and can be made to increase by adjustment of several independent laser parameters as we have shown.

In closing we point out that earlier solid target plasma sources involved mechanisms to address target replacement, debris handling, remote control, and target and/or sample evaporation in evacuated chambers, as well as pumping equipment and necessarily more extensive radiation safety precautions. Given such infrastructure, typical shot to shot fluctuations from solid targets could still be several orders of magnitude.\textsuperscript{15} Many observations indicate substantial intensity increases when shooting into nanostructures,\textsuperscript{46} existing craters,\textsuperscript{7} and (very early in this work) lead smoke from laser ablation of the target chamber itself, collectively demonstrating the criticality of reliable interaction geometry in reproducible experiments. The source we describe has sought to address all these matters in simple and robust ways, this being a prerequisite for foreseeable applications in chemical structural dynamics. Substantial alterations and additions to the laser system as well as construction of several variants of the x-ray generator during the two years of these developments confirm the robustness of the observations presented.

CONCLUSIONS

An x-ray laser plasma source is presented whose novelty lies in its broadband spectral qualities free from observable emission lines, practical simplicity with complete avoidance of vacuum systems, or remote control, temporal duration suitable for ultrafast applications, good shot to shot stability and transferability to lower power, higher repetition rate laser systems. To our knowledge this work is the first to demonstrate a clear requirement for grazing incidence of p-polarized laser fields for the generation of few keV bremsstrahlung in the absence of significant prepulses or ASE. This gives strong indications of a vacuum heating mechanism, which finds further support in quantitative measurements of yield and x-ray temperatures versus laser chirp. We indicate prepulse based approaches that may allow the source to be made brighter without sacrificing the associated x-ray temporal structure. A single shot observation of a Ti foil absorption edge is presented to stimulate foreseeable spectrometer and detector developments in anticipation of ultrafast structural dynamics applications. In association with contempo-
racy detector developments, and along with other existing laser-based x-ray sources, we believe the source we describe points the way to in-house picosecond chemical structural dynamics in essentially any modern ultrafast laser laboratory operating at kilohertz laser repetition rates.
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Examinations of bremsstrahlung and energetic electron beams from a novel laser plasma source motivate and assist characterization of a backthinned, backilluminated direct detection x-ray charge-coupled device (CCD), a topology that is uncommon in hard x-ray work. Behavior toward pseudomonochromatic (55Fe) and multichromatic (241Am) sources is briefly reviewed under optimized noise conditions. Results collectively establish the previously unknown functional depth structure. Several modes of usage are illustrated in ~4–20 keV x-ray laser plasma source investigations, where the significance of the characterization is briefly discussed. The spectral redistribution associated with this CCD topology is unfavorable, yet appropriate analysis ensures that sufficient spectral information remains for quantitative determination of broadband x-ray flux and spectra in essentially single laser shot measurements. The energy dependence of nascent electron cloud radii in silicon is determined using broadband x-rays from the laser plasma source, turning the narrow depletion depth to advantage. Finally, the characterization is used to quantify recent x-ray spectral explorations of the water jet laser plasma source operating under aspirator vacuum. These results will have key value for establishment of laboratory based ultrafast extended x-ray absorption fine structure experiments using microbolometric detectors. © 2008 American Institute of Physics. [DOI: 10.1063/1.3000003]

I. INTRODUCTION

Charge-coupled devices (CCDs) are a mature technology.1 The use of direct detection CCDs is fairly widespread in x-ray communities requiring single photon sensitivity at energies up to ~20 keV and moderate resolution of photon energies within each pixel. They permit high spatial resolution imaging capability with the convenience of electronic data acquisition, making them a popular choice for x-ray studies in plasma physics,2 astronomy,3,4 x-ray imaging,5,6 and diffraction7 applications. Many accounts of direct detection CCDs in a laser plasma context have substantially attended to observation of x-ray emission lines,8,9 or their use in spectral imaging modes.10,11 Often, an understanding of the x-ray source is sought, with limited attention to detector details.

A backilluminated, non-deep-depleted direct detection CCD has been available to us for the evaluation of radiations from a novel laser plasma source.12 Its extended use12 in a fundamental research environment13 has led to a continual demand for its characterization, in the face of limited technical information about the particular device. Its topology is unusual in the hard x-ray field of study. We evaluate its energy resolution limit, strong x-ray spectral redistribution and declining sensitivity to high energy x-rays using pseudomonochromatic and multichromatic sources. These allow an outline of its depth structure that are subsequently fine-tuned using results from our broadband laser plasma x-ray source, with calibration by a Ge point detector. The same measurements allow estimation of thermalized electron cloud radii over a continuum of x-ray energies, with a simple and empirical outcome that may find applicability from visible energies to ~60 keV. Several important plasma source experiments that have benefited from the CCD characterization are illustrated. Finally, we use our findings to quantitatively measure ~4–20 keV ultrafast broadband x-ray spectra that should be obtainable using kilohertz repetition laser systems in developments that are currently underway. Detector limitations and their causes realized in this work led us to suggest the incorporation of microbolometer arrays in associated ultrafast molecular structure dynamics developments.12

An overview of the processes occurring during direct x-ray detection indicates the limitations encountered in this work. The photoelectric cross section dominates the interaction of x-rays with Si (the CCD material) for x-ray energies up to ~60 keV.18 The initial outcome is an ionized atom and an energetic photoelectron. The former may generate further electrons by Auger and shakeup processes, while these new electrons and the energetic photoelectron cause further excitations on length scales of approximately a micron and less.19 The electronically measurable outcome is a localized cloud of thermalized electrons in the semiconductor’s conduction band. Thermalized electron cloud radii are an increasing function of x-ray photon energy. The clouds diffuse in all directions, following local electric field gradients. Another relaxation channel for the excited atom is x-ray fluorescence; energy that escapes detection by this mechanism gives rise to escape peaks. Also, if x-ray photon capture occurs sufficiently close to the surface, nonthermalized electrons can...
carry energy out of the detector as photoelectrons if their energy is still above the material’s work function. Recombination or trapping may occur, also it may not be possible to quantitatively bring the entire charge cloud into a readout amplifier. In the course of the overall process, most of the original x-ray energy is in fact converted to heat. The microscopically stochastic nature of the heat versus conduction electron outcome leads to a fundamental (Fano) limit for the energy resolution of nonbolometric detectors.\footnote{25}

With these provisos, the number of measurable electrons arising from an event is generally proportional to the original x-ray photon energy so that from a CCD user perspective, and if all goes well, a discrete x-ray event translates to a single bright pixel in the associated CCD readout. The corresponding charge is proportional to the energy of the x-ray photon.\footnote{25} A histogram of pixel intensities can be interpreted as the energy spectrum, given allowances for the many potential losses just described, as well as the possibility of pileup. Circumstances permit good signal to noise ratio for these measurements, indeed sufficient to directly appreciate the Fano limit. The CCD pixels, and the event charges they contain, are read out sequentially. This approach is extremely valuable when events strike the detector in different pixels, but simultaneously from an electronic perspective; it enables one-shot spectral assessment of arbitrarily short pulse, non-collimated x-ray sources.

We take a symptomatic approach to the CCD characterization. The reason is simply that the device we possess continues to be extremely versatile in numerous experiments, yet technical information has been scarce. As mentioned at the outset, CCDs are a mature technology so sophisticated and successful models exist for electron cloud diffusion in different detector regions and electronic biasing conditions in various CCD topologies. For these the reader is directed elsewhere.\footnote{12,24} Here a general awareness suffices, coupled to practical observation; the outcome is consistent with general expectations. It has long been apparent that the non-deep-depleted, backilluminated topology is not an ideal CCD topology for hard x-ray detection, for reasons that are clear in this work. Consequently, this work presents a rather unique look at the behavior of this CCD topology in the hard x-ray spectral region. We turn its thin depletion layer to advantage when studying the cloud radius versus x-ray photon energy variation. We go on to quantify extremely useful and contemporary laser plasma x-ray results that used the CCD, required its characterization, and could not be generated using other detectors available at the time.

\section{II. APPARATUS}

The CCD is a backthinned, backilluminated 512 \(\times\) 512 pixels, 24.8 \(\mu\)m \(\times\) 24.8 \(\mu\)m direct detection device (model SXTE/CCD 512TKB1, Scientific Imaging Technologies). It lies 10 mm behind a 250 \(\mu\)m Be window in an evacuated, triple Peltier stage, water cooled camera head, and is coupled to a computer controller interface (ST-130, 16 bit, 200 000 samples/s, Princeton Instruments). This work uses a stable gain setting corresponding to \(\sim 20.2\) eV of x-ray energy per analog to digital converter (ADC) unit, calibrated using emission lines from an \(^{55}\)Fe source. The preamplifier output and ADC input are relatively biased such that null output from the preamplifier is \(\sim 120\) ADC units. This provides adequate resolution and dynamic range to characterize noise functions as well as individual x-ray photons, including high energy or pileup events. Specific information regarding CCD construction and performance has been obscured by the commercial environment surrounding its manufacture and subsequent integration (the CCD manufacturer has ceased operations). This work builds on the following indications. Quantum efficiency curves for an apparently similar CCD (PIXIS-XO 512B) in the 1–9 keV range can be reverse engineered to suggest an attenuating layer of 0.1 \(\mu\)m Si followed by a sensitive depth of \(\sim 14.9\) \(\mu\)m Si.

Backilluminated, backthinned CCDs of \(\sim 15\) \(\mu\)m thickness were available from the CCD manufacturer prior to the delivery of our apparatus in 1994. In these, a bias-dependent potential valley extends several microns in the vicinity of the gate electrodes. A Ge point detector (ORTEC Canberra GUL0105 with EG&G ORTEC 429 3 MCA card) was used to calibrate each of the x-ray sources examined. It is characterized elsewhere.\footnote{25} For present purposes we take its detection efficiency to be 100\% in the entire spectral region examined in this work (25 \(\mu\)m Be in front of a Ge detector crystal with active thickness of 5 mm). Relative to the CCD, it is associated with very little spectral redistribution, but has a relatively poor energy resolution that is a function of shaping times.

The noise floor of the CCD was established, and the detector always operated in this region. In particular, for our examinations of pulsed sources, CCD exposure times can be arbitrarily short. The presented spectral measurements arise from two readout frames of equal exposure; the first (blank) functioning as a flat field correction. A new blank background measurement is made at the commencement of any measurement. Dark current variation is, in fact, low enough that a potentially \(\sqrt{2}\) increase in base line width incurred by two measurements does not necessarily justify the flat field subtraction. However, the procedure ensures symmetry of the baseline peak around zero. It also effectively corrects a stick-jump problem\footnote{27} with the ADC, since the flaw is uncorrelated with pixel position and falls well within the noise envelope observed in subsequent pixel intensity histograms. The nature of this problem is that as the input voltage to the ADC is continuously increased, the digital output sticks at particular values for longer than it should, eventually jumping over the correct value to the next higher value. This can happen to the extent that certain values of the digital output are observed twice as often as they should be, while adjacent values are not observed at all.

\section{III. RADIOACTIVE SOURCE WORK}

Figure 1 condenses a representative fraction of the radioactive source work. It shows:

(a) Spectra from \(^{55}\)Fe, showing a histogram of all pixel values, another histogram of the same data after thresholding and grouping pixels into events (to reintre-
A corresponding set of histograms for $^{241}$Am. The same deduction can be drawn. Fluorescence and escape peaks are visible as well as the source emission lines. The inset compares the CCD with the Ge detector, showing the former’s deteriorating response at higher x-ray energies. A faint trail leading up to but not beyond the 59.5 keV line is visible in the CCD data on close analysis.

A comparison of the spread of empty pixels (base line) with the spread of $^{55}$Fe’s Mn Kα line. It is an unresolved doublet (5889.1 and 5900.3 eV), yet the observed broadening relative to the base line [full width half maximum (FWHM) of 144 eV] requires convolution with a Gaussian of FWHM of 161 eV to account for the observed Mn Kα breadth of 216 eV. This observation guarantees that our measurements are essentially Fano limited. As a result, there is no reason to further pursue questions of electronic noise.

The lateral extent of events increases with the average event energy. All observed events are considered, since it is generally not possible to ascribe the true energy to an arbitrary event in the multiline $^{241}$Am spectra. The average event energy from the $^{241}$Am source is further raised by filtering; 1 mm of Al strongly suppresses the emissions below ~20 keV.

Inset to the $^{55}$Fe histograms.) An overhead sketch of a pixel, showing the regions in which an event (assumed circular) will be registered in one, two, 3 or 4 pixels. Because it is not possible to confidently assign the true energy to an arbitrary event in nonmonochromatic spectra, this will only have meaning when applied to the pseudomonochromatic $^{55}$Fe data, and events whose total charge corresponds to the known x-ray energy. By classifying events as 1 pixel, 2 pixel, etc., generating a histogram in each case, and counting the number of events that exceed particular thresholds, the numbers of fully registered n-pixel events can be established (>268 eV = above detection noise, between 5704 and 6856 eV = fully registered). Table I shows counts corresponding to these thresholds. The ratios of 1 pixel to 2 pixel to 3 and 4 pixel fully registered events best fits the algebraic ratios derivable from the sketch for a lateral cloud radius of ~1.1 μm.

The $^{55}$Fe histograms in Fig. 1 demonstrate that the partial registry (spectral redistribution to apparently low energies) in our backilluminated CCD has at least two causes. One is the potential for events to span multiple pixels. However, the weakness of the emission line peak in the 2 pixel and 3 and 4 pixel event histograms show that by itself, this
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FIG. 2. A simplified sketch of a pixel volume in the CCD. Photons approach from above and are attenuated exponentially. The surface layer ($b$) is associated with weak field gradients, allowing diffusion of electron clouds both vertically and laterally, and resulting in partial registry of electron clouds forming in this layer. The depletion layer ($b$) is associated with strong field gradients and a potential minimum (buried channel) in the vicinity of the gate layer. Thermalized electron clouds contained within this layer cannot diffuse out, and are fully registered.

does very little to account for the many partial events. Instead, we see that the more pixels spanned by an event, the lower the likelihood of complete registry at the known peak energy. The same situation clearly also applies to the higher energy $^{241}$Am spectra. An explanation can be found in the presumed depth structure of the CCD, as follows. Seen by the source, and sketched in Fig. 2, our backilluminated topology starts with an $\sim 0.1 \mu m$ superficial conductive layer that applies the CCD substrate bias. Next comes a layer several microns deep, characterized by weak vertical field gradients, which we refer to as the surface layer. Electron cloud diffusion occurs in all directions in this layer, owing to the weak field gradients. The part of the cloud that diffuses toward the superficial layer is lost as far as measurement is concerned, while lateral diffusion means that the remainder of the cloud can be spread over several pixels. The partial loss of electron clouds in this layer means that the inferred event energies will be falsely low; they have been spectrally redistributed. The exponentially decaying likelihood of x-ray penetration, and the surface layer’s relative thickness leads to numerous partial events and the extensive spectral redistribution observed in our CCD. The problem can be quantified in conjunction with physical models; however, that has not been the objective in the present work. Deeper in the structure (close to the readout gates in the backilluminated device) is the depletion layer. Here the vertical field gradients are sufficient to counter vertical diffusion. Electron clouds formed in this region are quantitatively swept into a potential minimum (buried conduction channel) associated with the gate layer, from whence they are eventually read out with very low losses.

In terms of practical use, it is clear that we must confine our attention to 1 pixel events to best avoid spectral redistribution. We must also accept the reality that some 1 pixel events are also partially registered, to an extent dependent on cloud radius and therefore photon energy. The $^{55}$Fe and $^{241}$Am spectra in Fig. 1 demonstrate these points, showing tolerably low levels of partial registry except at energies in the range $\sim 260–2000$ eV. Although it is above the readout noise, this region is powerfully attenuated by the $250 \mu m$ Be window on the CCD, so there is little risk of confusing these partial events with real events.

Comparison of the total number of $^{55}$Fe events observed using the CCD versus the Ge detector (absolute source calibration) confirms the $\sim 15 \mu m$ total thickness of the Si in our CCD. The number of fully versus partially registered events (Table I) then gives a first estimate of the surface and depletion layer thicknesses. They are $\sim 10.6$ and $\sim 4.4 \mu m$, respectively, here with the assumption of negligible charge cloud radii.

Observable cloud size is a function of where in the CCD’s depth the cloud forms and the nature of the measurement. Depth and lateral field gradients are functions of three dimensional location in the CCD structure, as is readily appreciated from Fig. 2. Depth field gradients tend to be strong compared to lateral gradients, so given otherwise isotropic diffusion, electron cloud sizes inferred from depth measurements are generally smaller. As we have seen, lateral measurements are based on the charge cloud spanning multiple pixels. On the other hand, depth measurements must rely on how much of the charge cloud falls within the depletion layer. This can be done by generating a model that contains the relevant layer dimensions and cloud radii as parameters. Fitting a large number of observed events to the model establishes the dimensions. Below we present a novel variation on this approach.

We now turn to measurements involving the laser plasma source.

IV. PLASMA SOURCE WORK

An $\sim 200 \mu m$ water jet under 1 atm He gas provides the basis of our laser plasma source, described elsewhere. The arrangement has great promise for in-house subpicosecond transmission extended x-ray absorption fine structure (EXAFS), given the microbolometric detection scheme we are developing for it. Here, unless otherwise stated, we describe its x-ray bremsstrahlung emissions when operated under aspirator vacuum. Such a vacuum is naturally constrained to water’s vapor pressure, obviating boiling of the slightly cooled, degassed water that is fed from a reservoir under 1 atm He. A prototype apparatus can operate stably for hours at a time, but to date has been somewhat less reliable than the original pumped water jet under 1 atm He. X-ray spectral measurements using the vacuum apparatus have necessarily been based entirely on the CCD, since its use does not require exceptional long term stability. Characterization of the CCD has clearly been of critical importance in this approach. Observable x-ray yields are significantly increased under vacuum, and short laser pulses are relatively effective at producing hard x rays, motivating improved constructions.

The Ge detector in single photon mode can provide a spectrum of the 10 Hz repetition rate source. Long term shot to shot source stability and a few hours per spectrum are used to avoid pileup, but also requires the more reliable water jet in He arrangement for this particular measurement. At intervals during measurement, the Ge detector can be replaced with the CCD, which needs at most a few laser shots to generate a useful spectrum. The 1 pixel CCD events are
isolated in software. Filters, pileup, energy binning intervals, solid angles, and number of laser shots are normalized for both detectors. The relatively insensitive surface layer of the CCD is included as an additional filter for the 1 pixel events, since these are associated with the thin depletion layer of the CCD. The earlier indication of 10.6 and 4.4 μm obtained in the 55Fe measurement provides a first guess of these thicknesses. Figure 3 presents parallel Ge and CCD spectra obtained in this way. Here, respective thicknesses of 9.2 and 5.8 μm are applied to the CCD model, constraining the combined thickness to 15 μm. This choice is based on extrapolation of both spectra to a common point at the limit of low energy, where cloud radii are expected to vanish. We note that incorrect filter normalization leads to apparent non-linearity at low energies (when shown on the log scale). Variation of the CCD depletion layer thickness in the range of 2–10 μm does not cause this effect to an objectionable extent (filters other than the CCD’s surface layer dominate the low energy attenuation), but instead mostly determines the height of the CCD data on the plot, as it should.

Electron cloud radii and their variation with energy can be estimated from Fig. 3, as we now show. The different detector slopes of the two detectors in Fig. 3 can be attributed to the fact that higher energy photons cause larger electron clouds, which are less likely to fall completely within our CCD’s narrow depletion layer. To bring CCD spectra into agreement with corresponding Ge spectra requires increasing the number of observed 1 pixel events by an energy dependent factor exp(αE), where α = −0.066 keV⁻¹ is the difference of the two fitted gradients in the log plots. This factor, which we apply in all subsequent spectra, is expected to equal \( p \beta/[(p-2\gamma^2)(b-2\gamma)] \) (model in Fig. 2), being the ratio of volumes within a pixel that describe the 1 pixel full registry losses when considering a cloud of finite size. Equality gives an analytical expression for electron cloud radius versus energy. The expression is cumbersome, but its validity is limited by data quality and assumptions. We therefore provide a simple polynomial fit to the analytical electron cloud radius over an extended energy range where it might be of interest to do so, and urge a suitable level of awareness when using the result (inset of Fig. 3). The size of the cloud radii outside the fitted regions cannot be presumed with confidence. However, we note that extrapolation predicts ~2.8 μm cloud radius for the 59.5 keV photons provided by 241Am. Such events could be fully contained within the proposed ~5.8 μm potential well depth of the CCD and so be fully registered, though this would happen only rarely. Qualitatively, this is precisely what we observe.

At this point, we are in a strong position to apply the CCD to new and unknown x-ray sources, which can show diverse and exciting behavior.30–36 As Fig. 4 illustrates, laser plasma sources can fit this description very well, where we show a selection of our data obtained using this CCD. The characterization in this work assists in many ways. When working with x-ray spectra, we have the necessary knowledge of the CCD’s stopping power, spectral resolution, and limitations. Primary and secondary x-ray radiations are instantly recognizable, with clear identification of responsible

FIG. 3. Parallel measurement of an X-ray spectrum of the broadband laser plasma source using the He using the Ge point detector and the CCD, after normalizations for filters, pileup, energy binning interval, solid angle, and number of laser shots. Slope differences are due to larger electron clouds from high energy events being less able to fit in the CCD’s depletion layer thickness. The CCD’s depletion depth is adjusted to give a common zero energy extrapolation for both detectors, where the cloud size is expected to vanish. This interpretation allows quantitative estimation of the cloud size variation with energy, shown in the inset (see text).

FIG. 4. Selection of laser plasma source experiments motivating CCD characterization. Requirement for single or multiple shots is indicated in the panels. Data measured using the CCD are shown in each case, except as follows; (a) X-ray photons impinge on the CCD in discrete pixels enabling histogram spectra. (b) Aggressive hardware binning allows real time optimization of x-ray flux (impression only, vertical binning sketched). (c) Blurred shadow edges of high contrast objects reveal source dimensions. (d) Biological specimens can be imaged by x-ray absorption. (e) Crystal dispersion of x-ray energies (von Hamos, absorption edge of Ti foil is illustrated, vertically binned). (f) Energetic electron beams are produced when using double or impaired temporal contrast laser pulses, traversing filters (with scatter and secondary radiation) to impinge directly on the CCD. (g) Magnetic deflection confirms electron beam polarity and energy. (h) Indirect observation of electron beams by x-ray fluorescence from element arrays. (i) Single shot distinction of x rays vs electron beams (CCD half obscured by thick absorber, other half by thin element foil; x rays produce sharp edge shadow with absorption edge in foil transmission, electrons give a diffuse shadow (scatter) with x-ray emission lines from the foil in the shadow; impression in figure applies to electron beam).
elements in both emission and absorption measurements. In quantitative spectral flux work, we know to isolate 1 pixel events to minimize spectral redistribution, and have determined the functional depth structure associated with these (and multiple pixels) events. There is an appreciation of the effects of charge cloud size and its variation with energy. Observed spectra can be suitably compensated, enabling correct deduction of the source spectra. Noise levels can be anticipated in different operation modes. The extent of edge blur associated with the detector is known. If dealing with x-ray images, we know that high levels of partial registry must be borne in mind when addressing intensities. Partially registered events that may be dispersed as a spectrum over the CCD area can be confidently interpreted. There can be no mistake when new radiations enter the picture, for example, energetic electron beams. In our work, their initial observation\textsuperscript{12} was made using this CCD, and their study in a forthcoming publication has been significantly assisted by it, as illustrated. The CCD depth structure determined in this work is a prerequisite for calculations of the observable signals generated by the new electron-Si interactions.

We close with some recent measurements of laser plasma x-ray spectra generated under aspirator vacuum. The following measurements are valuable in applications presently under development and are entirely reliant on this CCD characterization.

Earlier laser plasma source work under He established that polarization, interaction geometry, and temporal contrast play critical roles for the bremsstrahlung x-ray (and electron beam) generation.\textsuperscript{13} To date the double laser pulse structure\textsuperscript{11} that we have used\textsuperscript{12} to generate electron beams has not led to dramatic increases in primary x-ray generation from our water jet target. Investigation of this matter has required careful distinction of the two radiation types and their secondary radiations, which is enabled by the CCD as shown in Fig. 4. The same observations apply under vacuum. Figure 5 is representative of x-ray generation from a water jet under vacuum, applying all the CCD corrections discussed above to a 4 mJ/pulse, ~118 fs duration, 780 nm Ti:sapphire generated x-ray spectrum, here compiled from 38 laser shots. Excluding the known detector limitations at either end of the fitted region, such fits are invariably excellent fits to a simple exponential: $N = N_0 \exp(-E/T)$. Compared to operation under He, vacuum operation of the water jet gives significant increases in observable ~4–20 keV x-ray yields, as observed previously.\textsuperscript{12} The temperature parameter ($T$) plays the dominant role in this increase. The enhancement is particularly useful at low laser pulse energies (such as when adapting to kilohertz repetition rate lasers), and when using near transform limited pulse durations.

The fit parameters listed in Tables II and III should guide the establishment of new x-ray sources of this kind. Laser pulse duration estimates are based on occasional calibrations of the optical compressor using an optical autocorrelator.

In Table II, fitted prefactors ($N_0$) and temperatures ($T$) are given for a range of laser pulse energies, at a constant laser pulse duration of ~118 fs. Such laser pulse energies are typically encountered in conventional optical laboratories using amplified 780 nm Ti:sapphire lasers. An interesting trend is that the production of x rays may begin to plateau above ~4 mJ/pulse. This is welcome news when setting up on a kilohertz laser system, where the energy per pulse may otherwise be restrictive.

The duration of the laser pulse is another critical metric, partly because it affects the hard x-ray yield, and partly because it potentially determines the duration of the x-ray pulse.\textsuperscript{12} In Table III, prefactors ($N_0$) and temperatures ($T$) are given for several laser pulse durations, at a constant laser energy of 4 mJ/pulse. Here an interesting observation is that the shortest available laser pulses give only slightly reduced yields of observable hard x rays. This contrasts with the situation under He, where the same action leads to relatively dramatic reduction in observable x-ray yields.\textsuperscript{12} The presence of He gas evidently plays a role that goes beyond self-focusing, since the position of the jet in the laser focus was
optimized with regard to observable x-ray yield in every spectral measurement. At the same time, the observation indicates that measurable electron stopping ranges in the target are likely to determine the x-ray pulse duration.\(^{12}\)

Clearly, one seeks to map out the x-ray spectra as functions of many laser and experiment variables. Reproducibility is essential, and often obtained. For example, independent 4 mJ, \(\sim 118\) fs measurements appear in Tables II and III. They were made an hour apart, and are in reasonable agreement. However, practical difficulties delay such efforts and account for anomalies in the tabulated data. Thus, the 6 mJ, \(N_p\) and \(T\) parameters shown in Table II would not be interpolated from the corresponding 4 and 10 mJ values; indeed some unexplained but temporary difficulties were noted with that measurement. Variability in experiments to date is believed to be dominated by the following causes. In our prototype vacuum apparatus, stability and reproducibility of the jet cannot be taken for granted, although the tiny stream appeared smooth and laminar on nearly all occasions when it was visually inspected. Proper degassing, slight cooling of incoming water, and leak-free plumbing are essential. Occasional small air leaks into the vacuum chamber or partial jet blockages might in principle lead to instability of the jet position and/or affect the laser focusing. Several degrees of freedom are needed in the critical manual alignment of the off-axis parabola. Once optimized (by generating a visible spark in air at the lowest possible energy at the start of each campaign), it is normally left alone, subsequently translating the target into the focal point; variations can be expected from one campaign to the next. Temporal aspects of the laser operation are known to critically affect laser-matter interactions and have led to constant maintenance and evolution of the laser system since its inception.\(^{17}\) Temperamental behavior of the laser system's many active components often do correlate with anomalous experiments in ways that can be more or less subtle, erratic or intermittent, and are not always easy to identify or remedy. Experimental variability clearly is a problem that can be improved in future work, meanwhile a degree of caution needs to be exercised when inferring trends.

**V. CONCLUSION**

Characterization of a backthinned, backilluminated CCD has enabled quantitative investigation of \(\sim 4-20\) keV x-ray emissions from a laser plasma radiation source. Its responses to monochromatic and multichromatic radioactive x-ray sources, as well as pulsed isotropic broadband x rays from the laser plasma source have been optimized, interpreted, and quantified for practical use. Collectively, results lead to appreciation of a partially sensitive surface layer of 9.2 \(\mu\)m, beneath which is a quantitatively sensitive depletion layer of 5.8 \(\mu\)m. This is consistent with limited available manufacturer information and other descriptions of CCDs where the internal structure was known. The particular CCD topology is uncommon within the x-ray single photon community, since the relatively thick and exposed surface layer scrambles events to lower energies, while the depletion layer is rather thin and deeply buried. Nevertheless we successfully extract quantitative hard x-ray spectra by directing attention to events isolated in single pixels. Further, we infer the variation of nascent electron cloud radii in Si by x-ray photons spanning a continuum of energies, by observations of broadband spectra from the laser plasma source. The approach takes advantage of the thinness of the depletion layer. We illustrate the CCDs use in a range of laser plasma x-ray experiments, where we indicate the significance of the present characterization. Finally, we show valuable new x-ray spectral flux measurements that are entirely reliant on the CCD and its characterization. These measurements are of immediate value when setting up similar laser plasma sources using ultrafast lasers capable of a few millijoules per pulse. Such developments, in conjunction with microbolometer detectors, are expected to enable laboratory based ultrafast EXAFS on a very widespread scale.\(^{12}\)
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Abstract. The proliferation of various laser-driven approaches to sub-picosecond hard X-ray and short-wavelength radiation generation in the past few decades has opened many avenues for the laboratory-based development of traditionally facility-based short wavelength ultrafast molecular structure science. Together with the introduction of microcalorimeter detection schemes, this opens the floodgates to widespread, decentralized implementation of what were until recently specialist short wavelength techniques. Solar energy capture, optical transducers, molecular evolution and energy transfer processes, coherent control experiments and lasers themselves can benefit from accessible molecular structure dynamics, much as biochemistry benefits from determination of biomolecular structures. In what follows, a few ultrafast molecular structure developments and their rationale are briefly recounted.

The ubiquitous phase problem aside, it is a long established fact that the diffraction-based observation of a 3-dimensional object requires the Ewald sphere to be presented throughout a substantial volume of the sample’s reciprocal space. For present purposes, the objects are molecules, requiring that the probing radiation possesses short wavelengths - comparable to interatomic bond lengths. In routine steady state crystal analyses using collimated monochromatic beams the necessary presentation is accomplished by steadily rotating the sample during data collection. In pulsed ultrafast measurements the same approach is not possible, thus motivating a disordered (powder or solution/diffuse) arrangement of molecules [1, 2], convergent/divergent monochromatic beams, a short wavelength beam containing multiple wavelengths (Laue crystallography [3]), or some combination of the latter. Given the definition of source brilliance : \( ph/\text{s.bandwidth.area.divergence} \), it is clear that the source-manipulation approaches just described effectively amount to a reduced brilliance requirement for the beam – for reasons demanded by the sample. Extended X-ray absorption fine structure spectroscopy (EXAFS) is also an intrinsically broadband technique [4], being in effect an energy-dispersed electron holography measurement. This criticality of using reduced-brilliance (especially polychromatic) beams can be counter-intuitive to those accustomed to seeking information through phase-sensitive short-wavelength imaging techniques, but is otherwise well established in ultrafast X-ray and neutron scattering communities [5-8]. Particularly in the latter case, the relevant techniques have been the basis for numerous and various major user facility developments for many decades.

For pulsed pump-probe measurements a complicating factor is that the pumping stimulus (typically optical excitation by a laser) must produce a significant percentage of excited molecules, usually leading to rapid sample destruction. Many tricks are in common use to alleviate this, for example aggressive cooling [9], the use of host-guest chemistries to dissipate energy in inert matrices [10, 11], dissipation in protein scaffolds [12], excitation in the red wing of absorption spectra [13] or the use of fluid samples to allow continuous replacement [4].

Given any radiation beam diffracting from a sample, the key point is to know the momentum transfer from the sample to the radiation quanta. This - with allowance for different scattering factors and mechanisms for different radiations - allows direct comparison of X-ray, neutron, electron and other diffraction data. The momentum transfer is connected to the nature of the radiation (neutrons, X-rays, electrons, etc), the geometry of the scatter, and the
energy of the particles or photons. Thus for monochromatic beams the situation is relatively simple. Given a polychromatic beam, the trick is also to keep track of the energy of individual quanta. For particle radiations such as neutrons, time-of-flight techniques provide this information. Charged particles can further employ energy-determination techniques based on their charge and mass. Polychromatic X-rays enjoy neither luxury!

However, the energy of X-ray events can be measured. The classical approach is Bragg reflection, which effectively amounts to the use of extremely narrow bandpass filters, with typical throughputs of $\Delta E/E = \sim10^{-5}$ (Darwin width [14]). There is a corresponding loss of flux when using this approach, which is the death of many an ultrafast experiment. The loss can be avoided if the X-ray detector is directly able to register individual photon energies (for momentum transfer one also needs to know the position where they strike the detector). Semiconductor and many other detectors (fluorescence, photoelectric, ion chamber, etc) can do this reasonably well, but their energy resolution is in each case ultimately compromised because the measured energy does not represent all possible energy decay channels. The stochastic nature of energy dissipation among multiple decay channels limits the observable photon energy resolution; this is the basis of the Fano limit [15].

To avoid this Fano limit for photon energy resolution, one needs to bring all the photon energy into a common channel, avoiding energy trapping and loss mechanisms (such as electron promotion to semiconductor conduction bands, defect formation and fluorescence emissions). The obvious common channel to aspire to is phonon production – heat. Accurate heat measurement requires low thermal masses and heat capacities. Thus the optimum conditions for X-ray event measurement occur in materials such as bismuth at ultracryogenic temperatures well below the Debye temperature, with its poor metallic behaviour and correspondingly low Sommerfeld parameter [16]. Material dimensions of tens to hundreds of microns allow complete entrainment of thermalised photoelectric X-ray events [17], while the necessarily accurate thermal measurements can be accomplished using superconducting transition edge [18, 19] or other sensors [20]. A potential new approach is to quantitatively observe the activity in feedback loops of actively damped mechanical microresonator arrays [21-23], which has a conceptual parallel in the indirect measurement of temporal jitter in synchrotron-based pump-probe experiments [24]. The direct relationship of X-ray photon energy resolution to chemical structure measurements assures the continued rapid development of ultracryogenic position and energy sensitive array detectors.

In polychromatic Laue crystallography, such as the laser wakefield driven scheme first attempted by us in 2007 (Fig. 1) [4], it is worth noting that the job of energy resolution is very substantially done by the sample itself, thanks to its known crystal lattice and independently established ground state structure. The very finite longevity of sample crystals has been mentioned and is awkward, rendering this and other photo-crystallography techniques only pseudo-stroboscopic [3, 9, 25]. This motivates the necessary X-ray properties, also a good supply of crystalline material.

![FIGURE 1](image.png)

**FIGURE 1.** The sketched prototypical femtosecond Laue crystallography topology was pursued (2007). A sample crystal with a suitable detector subtending a large solid angle (wraparound image plate in first instance) is stimulated by a light pulse (orange). An optically delayed pulse then wakefield-generates a broadband few-keV X-ray beam [26-30]. Arrangements were made for a crossed venetian blind (lobster eye) lens [31] for compactness reasons, despite its spatial aberrations and temporal dispersion. Regrettably the gas jet and laser system proved too unstable during the experiment’s brief window of opportunity.
Many fluorescence and transmission topologies exist for EXAFS experiments. In steady state measurements, fluorescence has significant advantages in terms of sensitivity and sample concentration. However, its adaptation to ultrafast experiments requires ultrabrief and easily tuneable monochromatic X-ray stimulation beams. Synchrotron time-slicing schemes may provide this at large facilities. Here, Fano limited energy dispersive single photon semiconductor detector arrays can allow fluorescence windowing either in software [17, 32] or hardware [33], if necessary with the usual suppression of elastic scatter using absorption edge filters. Transmission EXAFS does not require this tuneability of the X-ray beam, provided one can disperse broadband photon energies after passing the sample. Thus we have at times proposed use of a white synchrotron beam, with the necessary energy dispersal by Debye-Scherrer scatter from diamond powder, or better, a uniaxial “powder” such as carbon fiber [34]. The angularly dispersed scatter is directed onto a streak camera to give the spectrum as one dimension, and temporal evolution the other. The duration of a “typical” 100 ps synchrotron pulse can thus be stretched out to sub-ps resolution in an arrangement that does not demand a great deal of beam conditioning infrastructure. The sample excitation laser can provide a temporal fiducial on the streak camera to later compensate temporal jitter. As for lab-based ultrafast EXAFS, the arrangement of approximately 1/e attenuating samples in moderate to high concentrations is often straightforward in chemical research contexts, as is the arrangement of filters to suppress X-ray energies outside the spectral range of interest. Thus, bearing in mind the availability of ultrashort pulsed broadband X-ray sources and the emergence of microbolometric detectors, a transmission EXAFS geometry can be a practically viable and extremely exciting approach to in-house ultrafast chemical structural dynamics research [4]. This is especially important given many contemporary interests in molecules for solar energy capture [35-37] and the foreseeable ability of measurements that further incorporate in-situ coherent control of chemical reactions [38, 39].

The arguments that have been presented in favour of polychromatic beams apply very generally, such that one can in principle consider polychromatic adaptations of ultrafast diffuse scatter (pair distribution function) measurements, powder crystallography, grazing incidence surface scattering, surface reflectometry (Fig. 2), coherent X-ray diffractive imaging, and ultimately also phase contrast imaging, given adequate individual photon energy resolution for their respective tasks. Depending on the application, temporal aspects may not be a priority, for example when using temporally stochastic or pseudo-steady state sources (eg tubes, synchrotron) to study details of static samples. Much of the work outlined here took place during 2004-2008, in which it supported the scientific case for the MAX-IV short pulse X-ray facility in Lund, Sweden [40] and argued for the availability of broadband ultrabrief hard X-ray beams [41]. This work also lent support to Lund’s successful bid for the European Spallation Source [42, 43], in which polychromatic neutron beams can be taken for granted.

FIGURE 2. Stroboscopic arrangements such as this have been evaluated for ultrafast polychromatic pump-probe specular reflectometry [4, 7]. There are close parallels in neutron work [8, 44].

While recognizing that many observations above will be familiar to readers with neutron scattering backgrounds, it is hoped that repeating them here will further stimulate development of high resolution energy and position sensitive detectors within the X-ray community. This allows capitalization on the affordability of internationally mature and maturing laser-generated ultrashort pulse polychromatic hard X-ray schemes. Their combination [4] opens the door to rapid, diverse and widespread lab-based studies of ultrafast chemical structural dynamics.
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Abstract

300 keV electron beams with energy peaked in the range 280–390 keV were generated by focusing a high contrast ratio but temporally double pulsed 800 nm ultrafast laser onto a flowing water jet under both helium atmosphere at ambient pressure and water aspirator vacuum conditions, using laser intensities in the range $10^{17}$–$10^{18}$ W cm$^{-2}$. Their characteristics have been investigated as functions of inter-pulse delay, incidence geometry and laser pulse chirp. Shot-to-shot variation of the beams' equatorial and azimuthal distributions was also recorded in real time. Measurements of the emitted charge and energy have been performed. Secondary X-ray emission arising from impingement of the electron beams on the target chamber walls and other parts of the apparatus have been identified. Preliminary results after transition to a high repetition rate laser system have shown similar behavior. Approaches for improvements and applications are suggested.

Keywords: Fast electrons; Laser-plasma wakefield acceleration; Multi-pulse structure; Plasma source; Table top X-ray source

INTRODUCTION

In recent years, the interest in table top laser based hard X-ray sources for laboratory based applications has increased dramatically (Dorchies et al., 2008; Gizzo, 2010; Guo, 2009; Hatanaka et al., 2008; Hou et al., 2008; Kugland et al., 2008; Lee et al., 2005; Silies et al., 2009; Tarasevitch et al., 2009; Zamponi et al., 2009; Fullagar et al., 2010; Chen et al., 2008, 2010; Mangles et al., 2006). Temporal multi-pulse regimes have been assessed in attempts to increase X-ray yields (Ahn et al., 1996; Anand et al., 2006; Hatanaka et al., 2008). Several publications report collimated electron beams with narrow energy distributions generated with femtosecond lasers in the several mJ class, using solid or micro droplet targets in high vacuum (Anand et al., 2007; Bastiani et al., 1997; Li et al., 2006; Ruoh et al., 1999; Zhang et al., 2005; Nakano et al., 1996). Their use has been proposed in electron scattering experiments and for accelerator injection (Hu et al., 2010; Mordovanakis et al., 2010; Fullagar et al., 2007a; Centurion et al., 2008; Recknagel et al., 2009; Centurion et al., 2009). This report surveys our work on laser plasma generated electron beams based on water jet targets performed at the Lund Laser Center’s terawatt laser system (Svanberg et al., 1994; Mangles et al., 2009). The use of a water jet target, under helium atmosphere at ambient pressure or water aspirator vacuum, is motivated by foreseeable chemical ultrafast X-ray applications (Fullagar et al., 2007b, 2008). The work described herein strongly supports long-standing evidence (Max, 1980) that the existence of a pre-plasma — formed by the first pulse of a temporal multi-pulse structure — is critical for the generation of electron beams by subsequent laser pulses, and that these must be $p$-polarized. Indeed the appearance of electron emission has been symptomatic for occasional problems with the laser system. In this work, two collinear orthogonally polarized pulses of comparable energy are arranged, and focused to strike a circular cross section water jet at a predetermined angle, usually at grazing incidence. The constraint of equal laser energy in both pulses was used merely to simplify the exploration of laser parameter space. However, electron beams were identified at different intensity ratios too. In the context of laser generated X-rays from condensed matter targets, the electron beams must be recognized in interests of radiation safety, optimization of X-ray emission from the intended target, and elimination of secondary emissions. Controlling their directionality, angular spread, charge and energy is of critical interest for
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subsequent applications. At the same time, exerting the necessary control has been a major obstacle in the characterization described here. Laser-plasma interaction is a complex and extremely active field of research whose theoretical and numerical treatments lie outside the scope of this work, which aims at a symptomatic description.

**EXPERIMENTAL SETUP**

For the results presented, we used about 800 nm parasitic pulses from the 10 Hz multi-terawatt laser at the Lund Laser Centre with typically about 40 mJ pulse energy and chirp controlled durations of about 46 fs up to several picoseconds. These typically have excellent temporal contrast ratio as described elsewhere (Lindau, 2007). We have also observed electron beams with a 3 mJ 1 kHz system with lower temporal contrast, results of which will be discussed in the remark section. For the deliberate generation of high temporal contrast pre-pulses, the arrangement sketched in Figure 1 was used.

In this arrangement, the p-polarized pulse passes through two Brewster type polarizer’s. Laser chirp scans (of the inter-grating spacing in the optical compressor) have been routinely performed throughout our experimental campaigns to find the shortest pulse duration for the p-polarized pulse at the target position, thus compensating for group velocity dispersion in this and other glass downstream from the compressor (e.g., target chamber windows). The compressor settings of the shortest pulse duration is determined by using optical autocorrelator traces or by the generation of white light in air at low laser energy per pulse and by the form of the resulting X-ray curves (see Fig. 4a). In the configuration used, the s-polarized pulse is not compensated in the same way, and thus obtains a slightly different chirp and pulse duration. However, this and associated work (Fullagar et al., 2008) show that the s-polarized pre-pulse does not itself lead to any significant hard radiation (X-rays or electrons) — its function is merely to generate a plume of expanding matter at the target surface. In this role, optimum group velocity dispersion compensation of the s-polarized pulse is not critical. Inter-pulse delays of up to ±1.5 ns could be realized. The two pulses are tightly focused by the same off-axis parabolic mirror. Laser intensity at the target was varied in the region $10^{13}-10^{14}$ W cm$^{-2}$. The water jet target has a circular cross section with about 180 μm diameter and is directed vertically downwards in a helium atmosphere at atmospheric pressure, alternatively drawn into a vacuum close to the vapor pressure of water. Stable vacuum operation of the water jet is achieved by degassing the water and by drawing it into the chamber by use of a water aspirator pump, whose vacuum is automatically limited to water’s vapor pressure at room temperature. In addition to degassing, a stable jet requires that the water is cooled a few degrees prior to its introduction to the chamber. The necessity of doing so confirms that the chamber pressure is close to the room temperature vapor pressure of water (about 23 mbar at 20°C).

The primary radiation detector was a 512 $\times$ 512 pixel direct detection charge-coupled device (CCD)/Princeton Instruments SX-TE/CCD-512TKB/D), whose characterization and operation is described in a previous paper (Fullagar et al., 2008). A particularly useful mode of operation for these electron beam studies is the vertically (hardware) binned, laser-synchronous mode. This allows data capture at the laser repetition rate while preserving one axis of spatial information. Much of the data presented below integrates this remaining axis, so that individual data points show the integrated frame intensity corresponding to individual laser shots. This permits straightforward graphical presentation of scans of the many variables in the laser and experimental parameter space (jet position, laser chirp, inter-pulse delay, intensity ratio, etc). At the same time, the additional data dimension is retrievable from the original data. For charge measurements, we observed the induction caused by the electron beams through a calibrated ferrite toroid. Wide-angle beam divergence and its real time shot-to-shot stability was externally observed as fluorescence generated in Kodak Lanex Gd$_2$O$_2$S:Tb fluorescent screens lining the inside of transparent vacuum cylinders, in contact with 110 μm of aluminum on the target side to filter target-generated X-radiation softer than about 7 keV and scattered laser light (Glinec et al., 2005). Magnetic deflection of the beams after passage through a collimating aperture is observable on the screen and confirms the charge polarity, electron energy, and the absence of detectable co-propagating X-ray beams such as potential betatron radiation (Rousse et al., 2007). When operating in the single pulse mode, X-ray emission is isotropic, with insufficient energy to substantially penetrate the aluminum filter. Thus, and in practice, the fluorescent screen is not perceptibly illuminated during X-ray generation as described in our account of this X-ray source (Fullagar et al., 2008).
et al., 2007b). Details about the respective detectors and their choice are given below.

OBSERVATIONS

Scanning the delay between the two orthogonal polarized pulses reveals dramatically different behavior on either side of simultaneous arrival. If the s-polarized pulse arrives first, it generates no substantial X-rays from the undisturbed target (Fullagar et al., 2007b), but nevertheless interacts with the surface leading to formation of a plume that rapidly expands away from the surface. The subsequent p-polarized pulse enters the density gradients presented by this plume, and interacts with it. It is this situation in which high energy electron emissions are observed. If, on the other hand, the p-polarized pulse arrives first, it can stably generate hard X-rays from the target. In this case, the subsequent s-polarized beam does not lead to hard X-rays or hot electrons that we have been able to observe.

This behavior is shown in Figure 2a where the relative delay was scanned several hundred picoseconds on either side of simultaneous pulse arrival. The electron beams that form the subject of this paper, and whose identity is confirmed later, appear as high intensity data points at negative delay times.

In these measurements, radiation passed through about 5 cm of helium gas at atmospheric pressure, about 50 µm of Beryllium, about 7 mm of air, and about 500 µm of Beryllium, before partial or complete registry at different depths in about 15 µm thick Silicon CCD, which is described elsewhere (Fullagar et al., 2008). The X-ray photon energy of about 3–10 keV is unaltered by transit through matter, whereas individual electrons lose energy, so that the energy of detected electron quanta deposited in the thin Silicon detection layers is a fraction (F) of the electrons’ original energy. We can anticipate that F will be rather small for electrons with energies on the order of 100 keV, for which we might expect F = 0.1 – 0.5 (Berger et al., 1998). Nevertheless, the electron generated charge clouds often saturate the CCD preamplifier, which was at its lowest gain setting for this measurement. This and other comparable scans indicate that inter-pulse delays of 15 ps — 1.5 ns produce electron emissions in the direction of the CCD camera, here mounted in the horizontal plane at 90° from the incoming laser beam. The fixed and small angle of detection and generally erratic nature of the intensity spikes suggest that even shorter inter-pulse delays may be effective for their generation. The inset of Figure 2a shows the steep drop in X-ray production that occurs on a timescale of ~5 ps when the s-polarized pulse precedes the p-polarized pulse. It indicates the timescale of disruption of the sharp plasma gradient conditions that are a prerequisite for stable X-ray generation. The X-ray pulse itself is likely shorter than this (Fullagar et al., 2007b).

Figures 2b and 2c show the data retained within individual points of Figure 2a when using the synchronously binned CCD procedure and can be used to estimate the electron energy. Noise is observable in the intensity distribution along the horizontal axis of the CCD for each laser shot. Its interpretation as quantum shot noise indicates that the energies deposited by detected electron radiation quanta are substantially higher than for typically 3–10 keV X-rays. Thus, for a particular non-saturating electron beam shot, we observe a standard deviation of σ = 7500 analog to digital converter units (ADCU) in Figure 2b, with average intensity I = ~52000 ADCU/column. In the region of stable X-ray production, the summation of 10 shots in Figure 2c leads to a comparable intensity, but with σ = 2900 ADCU. For the electrons, Poisson statistics indicates σ/I = N^{1/2}, implying an average of N = ~48 events/column. The observed average intensity is I = N·E/F/k, where E is the unknown radiation quantum energy, F was defined previously, and k = ~40 eV/ADCU is the calibration factor (gain setting) of the CCD in the experiment. Rearrangement gives E = (I/k/N)/I/F = 43000/F electron-volts. Thus, about 43 keV is a lower bound for the original electron energy (corresponding to F = 1), however, based on our anticipations concerning F in the previous paragraph, the measurement implies electron energies in the 100s of keV range. A better estimate by this approach would require quantitative assessment of F (bearing in mind that electrons may not be monoe energetic) and treatment of the scattering and secondary radiations.

Fig. 2. (a) shows the integrated frame signal of the laser synchronous X-ray CCD, vs. delay between s- and p-polarized laser pulses. The inset shows the transition to stable X-ray production when the p-pulse precedes the s-pulse (positive delay). Destruction of conditions for efficient X-ray generation occurs within 5 ps both in helium (main scan) and in vacuum (inset), for which the general behavior is similar. (b) expands the indicated non-saturating electron beam shot into the corresponding CCD columns (see text). (c) sums 10 consecutive shots during stable X-ray production in order to give a result with comparable average intensity in the shaded CCD columns. Substantially higher shot noise is evident in (b) than in (c), illustrating the higher energy of the radiation quanta in (b) (see text).
caused by such energetic electrons (primarily bremsstrahlung and X-ray fluorescence). The steep intensity drop above CCD column 500 in Figure 2c is due to shielding by a lead block. The smearing of this edge in Figure 2b shows the property of the electron beams to scatter on transit through air and the CCD’s beryllium window. Similar scattering can also be seen in our earlier magnetic deflection data (Fullagar et al., 2008).

Scans of the jet through the laser focus are shown in Figure 3, with and without the prepulse. In these scans, as in all data obtained using the CCD, the position of the jet was first adjusted to give grazing laser incidence on the side of the water jet closer to the CCD. Single $p$-polarized pulses were then used to optimize the observable X-ray signal in real time. In Figure 3, after establishing the optimum position, the jet was translated away from the CCD, before commencing data recording and manually scanning it at a steady rate towards the CCD, all the way through the laser focus. In the single pulse mode, two radiation peaks are invariably observed, corresponding to focusing on the near and far side of the jet. The second peak is somewhat smaller because the essentially isotropic, few keV broadband X-ray radiation is attenuated by its passage through the jet. Figure 3 also suggests the approach by which we can reliably generate electron emission; by first optimizing the stable X-ray emissions in a grazing incidence geometry on the CCD side of the jet with a single $p$-polarized pulse, then admitting a prepulse. The shape of the trace observed during the scan then changes dramatically. Erratic sharp peaks at about 0 μm and about 170 μm on the abscissa correspond to electron emission normal to the target surface for grazing laser-target interaction geometry. Erratic electron beams can also be observed at other, apparently arbitrary incidence angles, where their appearance can be optimized by translating the jet downstream in the converging laser beam, thus returning the water jet surface to the laser focus. This adjustment was not made in Figure 3, where we note instead that the electron beams appear capable of traversing the water jet (occasional flashes at about 170 μm on the abscissa; minor contributions from secondary radiations may also contribute). When striking the center of the water jet with the double pulse, radiations are again observable, in contrast to the single pulse measurement. If the simple double-peak X-ray behavior is not observed when a single ultrashort laser pulse is used, then experience has shown to expect impaired laser temporal contrast. Indeed, changes of this double-peak X-ray behavior, often accompanied by electron beams, have proven to be convenient indicators when troubleshooting occasional temporal problems of the laser systems.

When striking the water jet at normal incidence in Figure 3, the circular cross section of the water jet surface lies slightly before the laser waist. In this geometry, the concepts of $s$- and $p$-polarized incidence cease to have meaning, although it is conceivable that the direction of emissions depends on the polarization (i.e., not isotropic), and the practical equivalence of the two pulses remains to be confirmed by delay scans such as in Figure 2, perhaps with appropriate equalization of the chirp in both pulses. In Figure 3, this normal incidence, double pulse arrangement appears capable of somewhat increasing the X-ray emission from the source over the single pulse grazing incidence geometry, which might be of interest in future applications. The observed radiation (in the abscissa range about 50–130 μm in Fig. 3) requires the second pulse for its generation, and shows quantum shot noise comparable to the X-rays generated by the single $p$-pulse in grazing incidence, noting also its relatively stable behavior and moderate average intensity in this scan.

Here the situation appears to be that of coronal hole punch- and associated ponderomotive electron acceleration to the critical density, as proposed for fast ignition schemes in inertial confinement fusion (Tabak et al., 1994; Mulser & Bauer, 2004, 2010). However, at this stage, our investigations of this double pulse, normal incidence geometry have not been taken further, and so contain the possibility of secondary radiations arising from the target chamber. Shadow images, spectrally resolved data, and temporally resolved X-ray streak camera measurements could resolve these questions in future experiments.

Figure 4 shows the X-ray production under helium (Fig. 4a) and electron beam production under vacuum (Fig. 4b) as functions of laser chirp on either side of its shortest value, as indicated by an optical autocorrelator. Note the change of vertical scale in the panels for the radiation data and frequent CCD saturation by the electron beams. For X-rays, the maximum radiation yield corresponds to a laser pulse duration of about 150–200 fs (Fullagar et al., 2007a). The different behavior of the X-ray and electron emission with respect to laser pulse duration indicates different mechanisms for their generation. Both kinds of radiation emission appear symmetrical about the shortest pulse duration (about 46 fs), implying that chirp polarity is not a critical aspect of either generation process. This symmetric chirp behavior and optimal reliability at shortest pulse durations implies that pulse intensity is essential for electron beam formation.
To ensure shot-to-shot reproducibility of the preplasma plume structure and associated directional instabilities of the electron beams, excellent pointing stability is desirable, as the following measurements show. Instability in the direction of the emitted electron beams is a contributing aspect of the erratic electron intensity observations in Figures 2, 3, and 4. In Figure 5, the lead target chamber and CCD are replaced by a wrap-around Lanex screen, viewed externally using video cameras and mirrors positioned in the horizontal plane as shown in Figure 5c. In conjunction with visual observation, the fluorescent screen thus allows simultaneous real time observation of a very large solid angle around the source on a shot-to-shot basis. Approximately collimated beams have been observed around the equatorial plane from about $30^\circ$ to about $150^\circ$ with respect to the incoming laser. Figure 5a shows such a shot with the indicated emission angles. The observable distribution is not greatly smeared by interactions in the aluminum filter and the 1.5 mm thick fluorescence screen (which are essentially in contact with each other), as can be judged by the amount of structure in the images. Figure 5b shows three consecutive shots after an attempt to optimize the beam position (see following). Figures 5c and 5d show the setup; from the jet outwards, components are: 6 cm aspirator vacuum, 110 $\mu$m aluminum, fluorescent screen, vacuum cylinder. The camera is mounted in air, with a mirror to increase observable angles around the cylinder. In (d) the jet is translated to give increasingly grazing laser-target incidence angles (these individual images are rotated sideways to allow more convenient display).

The X-ray source size is not necessarily connected to the electron beam source size. However, we are able to observe the X-ray source size, both with and without prepulses, which is important for applications (Loupias et al., 2009; Pikuz et al., 2010). In Figure 6, the CCD is arranged in line with the converging laser beam, to give indications of the X-ray source depth in the target, also its vertical extent. Approximately 300 laser shots were needed to produce the images, which yield multi-shot average measurements. Without a prepulse, and by fitting a Gaussian error function to the edge blur, the observable single pulse X-ray source size full width half maximum (FWHM) is 6.77 $\mu$m (vertical dimension) and 11.3 $\mu$m (deep, in the target). The first of these values is a bound of the laser pointing stability (an issue
Laser generated 300 keV electron beams from water

that has been refined over the years on this laser system (Genoud et al., 2011), while the second is mostly attributed to the stopping range of few-keV electrons in water (Fullagar et al., 2007b). The addition of the prepulse increases the average FWHM source size to 14.7 μm (vertical) and 17.1 μm (deep). In these images, the pointing stability of the laser can be assumed identical both with and without the prepulse. The observed increases in the average X-ray source size on addition of the prepulse indicate one or both of the following: (1) the region of X-ray emission has increased on a single shot basis, (2) the position of X-ray generation in space has been made more random by the prepulse. The second interpretation is consistent with expected laser plasma interaction instabilities.

The charge of the beam per laser shot was estimated by positioning a 3.5 mm internal diameter ferrite toroid about 5 mm from the target in the path of the electrons, with two turns of wire on the toroid serving as a readout coil. After calibration and when generating electron emission using pre-pulses (allowing for radiofrequency pickup from synchronous components of the laser system, typically Pockels cells), the observed voltage transients indicated an emitted charge of as much as about 6 pC through the solid angle of the toroid which agrees well with the results found by Wang et al. (2010). Other charged particles, their absorption in the residual gas and disturbances due to the plasma explosion can influence these measurements (Hidding et al., 2007); nevertheless the signal polarity was as expected for electrons, and the measurement gives at least an indication of the charge.

A lower bound on the electron energy is easily obtained by observing X-ray fluorescence lines excited from different elements as observed using the CCD (Fullagar et al., 2008). The beams’ ability to penetrate different materials (Berger et al., 1998), and the angular properties of associated scatter gave further indications, consistent with the magnetic deflection method below.

The shadow of a rectangular lead wire was projected onto a Kodak Lanex screen filtered by 110 μm of aluminum, with a 10 mm long, 27 mT calibrated electromagnet between the

Fig. 6. Inline measurement of multi-shot average X-ray source size. (a) shows the arrangement used to generate shadow images of a wire mesh on a CCD. (b) illustrates the edge blurring for the respective edges, shown as insets, from which the average source size is deduced (see text). (c) shows a histogram of events that appear in the inset region of interest (i.e., in the shadows of the wire mesh) when using a double pulse structure.

Fig. 7. Magnetic deflection of electron beams, projected on a fluorescent screen. (a) sketches the experimental setup using a 15 cm diameter transparent cylinder, a 10 mm long, 27 mT electromagnet and a lead block placed before the magnet that casts a shadow through it. (b) histograms the inferred energy of individual shots. The relativistically corrected energy was determined from displacement of shadow edges. (c) and (d) show examples of single shots used in this approach. (e) shows the average of 25 shots, in which the essentially modest broadening of the edge shadow supports the energy histogram in panel b).

Fig. 8. (Color online) Externally viewed video stills of electron distributions, using grazing laser incidence on the target jet. (a) sketches the setup, with water jet, 110 μm aluminum filter and optically fluorescent screen in a transparent vacuum cylinder with 6 cm diameter. (b) shows examples of complex single shot electron distributions.
wire and the screen (Fig. 7). The spectral sensitivity of a similar arrangement has been characterized by others and is maximal in the approximate range 300–900 keV (Glince et al., 2006). For this experiment, we used 17 mJ in each laser arm with minimum duration p-pulse, about 20 ps relative delay, and aspirator vacuum in a 15 cm diameter transparent chamber. The shadow edge is observed to shift by up to 7.7°, corresponding to relativistically corrected electron energy of about 280 keV. The instabilities seen in earlier figures make these measurements challenging, yet they provide a clear demonstration of the nature of the beam, also a direct indication of its energy. The comparable level of shadow edge blurring when the magnet is switched on and off, or its polarity reversed, indicates that the single-shot electron energy distribution is narrow compared to the sensitive energy range of the screen. Also, the observed deflected shadow edges show surprisingly little positional variation from one successful shot to the next. The corresponding energy analysis leads to the result in the histogram inset in Figure 7. Although modest, these shot-to-shot energy differences substantially account for the edge blurring observable when the magnetically deflected images are averaged, also shown in Figure 7.

We have repeated this experiment, with similar results, though in which experimental differences led to 6.3° beam deviation when applying the same field, corresponding to 390 keV electron energy. These energies correspond well with the observations of Wang and co-workers under high vacuum with an aluminum target (Wang et al., 2010).

REMARKS

During the transition from a high power, high contrast ratio but low repetition rate laser system to a commercially available 3 mJ 1 kHz system with a 10% temporal prepulse due to leakage in the cavity we observed similar collimated electron beams. The experimental setup was otherwise comparable. These reduced intensity conditions suggest comparable exploration of the electron beams for a range of applications, though they should also be recognized as a radiation safety hazard and potential source of secondary radiations when studying laser plasma X-ray sources. Low atomic number materials are advisable on the inner walls of target chambers, to minimize hard secondary radiation and slow the electrons to rest.

For further experiments, the round water jet has proven to be entirely satisfactory in terms of stability, target smoothness, controllability of laser-target interaction geometry and simplicity of operation.

The mechanistic origin of the fast electron beams is not fully understood. It can be assumed that a continuum of plasma densities is encountered by the second laser pulse. Also, based on increases in the X-ray source size measurements, as shown in Figure 6, it appears that length scales on the order of about 10 μm are operative in the laser-plasma interaction region on the timescale of the interpulse delay, corresponding to supersonic plasma expansion. The data in Figure 2 shows that conditions required for effective X-ray production by Brunel (vacuum) heating (Brunel, 1987; Fullagar et al., 2007b) are disrupted on a timescale of only about 5 ps, which together with the undisturbed X-ray source size of 6.77 μm implies velocities on the order of 1.4 × 10^6 ms⁻¹. While the laser waist is doubtless somewhat smaller on a single shot basis, this high velocity indicates that, with regards to destroying the conditions necessary for the Brunel mechanism, the prepulse merely perturbs the motion of electrons at the sharp plasma gradient, which seems consistent with the presumed mechanism for the X-ray generation (Fullagar et al., 2007b). Given interpulse delays of the order 10–100 ps there is sufficient time for the establishment of a plasma plume of the required dimension. For the second (p-polarized) pulse at increasing depths within the plasma plume, different mechanisms exist that can lead to pulse self-modulation, self-compression, and filamentation (Max, 1980; Sjögren, 2002).

In Figure 8, the laser-target interaction is at almost grazing incidence, with the second pulse in the usual p-polarization. The pattern of accelerated electrons striking the fluorescent screen indicates the directionality of the electron acceleration process occurring in the target, likely also the electron density perturbations and intense local electromagnetic field gradients immediately before, during and after the acceleration. It is apparent that the fluorescence intensity pattern represents a potentially quantifiable observation of the complex and unstable dynamics associated with the transversal of the second pulse through the preplasma and its interaction with the critical surface (Naumova et al., 2004). The future use of few cycle pulses with carrier envelope phase stabilization (Mathur et al., 2008; Sanson et al., 2006) might be critical for such studies and could perhaps lead to satisfactory control of the electron beams.

The conditions obtained have long been recognized as suitable for the absorption of light by its conversion to electron plasma waves near the critical density (Kruer, 1975). Plasma wave breaking, associated with critical surface rippling and cavity formation may occur in these circumstances (Tajima & Dawson, 1979; Estabrook, 1976; Estabrook et al., 1975). Our observed electron acceleration to about 280–390 keV in apparent distances of about 10 μm (50 GeV/m) is comparable with laser plasma wakefield acceleration experiments (Jaroszynski et al., 2009; Lundh, 2008; Steinke et al., 2010). With these considerations in mind, it is not unlikely that our double pulse experiments have certain aspects of underlying physics in common with laser plasma wakefield acceleration.

CONCLUSION

Double laser pulses impinging on a water jet target with the second pulse in p-polarized geometry, create about 280–390 keV electron beams when using interpulse delays in the range from tens of picoseconds to nanoseconds and correspondingly larger shadow edges.
longer. The beams are generated at laser intensities in the range of about $10^{15} - 10^{18}$ W cm$^{-2}$ in a helium atmosphere at ambient pressure or at water aspirator vacuum and are favored by laser pulses of near transform-limited duration. Their appearance can be symptomatic of poor temporal contrast in laser systems of the kind often used for X-ray plasma generation. Conditions for angularly reproducible generation of the electron beams are far harder to achieve than for stable X-ray generation using a temporally isolated $p$-polarized laser pulse. The high electron energies represent a significant radiation hazard and motivate the use of low-Z materials for the inner walls of future target chamber constructions. They also represent a potential source of confusion if only point radiation detectors are available, and if care is not taken to discredit secondary radiations. If a suitable degree of control can be obtained, the observed about 280–390 keV electron beams are likely to prove useful in ultrafast electron imaging and scattering applications.
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Table-top ultrafast x-ray microcalorimeter spectrometry for molecular structure


This work presents an x-ray absorption measurement by use of ionizing radiation generated by a femtosecond pulsed laser source. The spectrometer was a microcalorimetric array whose pixels are capable of accurately measuring energies of individual radiation quanta. An isotropic continuum x-ray spectrum in the few-keV range was generated from a laser plasma source with a water-jet target. X rays were transmitted through a ferrocene powder sample to the detector, whose pixels have average photon energy resolution $\Delta E \approx 3.14$ eV full-width-at-half-maximum at 5.9 keV. The bond distance of ferrocene was retrieved from this first hard-x-ray absorption fine-structure spectrum collected with an energy-dispersive detector. This technique will be broadly enabling for time-resolved observations of structural dynamics in photoactive systems.

### References


Observing and understanding the motion of atoms and electrons on pico-, femto-, and attosecond time scales is a frontier of contemporary science and the motivation for vigorous development of ultrafast time-resolved spectroscopic techniques based on hard x rays [1]. These techniques are often flux-limited, particularly with laboratory pulsed laser x-ray sources. Long accumulation periods are required to achieve the necessary energy resolution owing to the involvement of Bragg reflection with its generally narrow-bandpass characteristics and consequent dramatic flux losses [2–6]. Direct energy-resolving detectors such as calorimeters or charge-coupled devices have a much higher quantum yield and a long history in radiation studies [7,8]. Recent technological developments in microcalorimetric detectors [9] have improved the energy resolution and count rates of these highly efficient direct photon-measurement schemes sufficiently to enable useful measurements in reasonable time frames.

The novel combination of a pulsed-laser-generated, broadband, hard x-ray source with a photon-measuring cryogenic microcalorimeter array has been motivated previously [10–13]. It promises spectroscopic ultrafast structural measurements with photon-counting rates that, in the prototype version discussed in this Letter, are comparable to established techniques such as electron-beam slicing at synchrotrons and focusing-crystal geometries [1,14]. The strength of this new approach lies in its straightforward scalability combined with very high collection efficiency. X-ray absorption fine structure (XAFS) features are observable and quantifiable, as are extended range modulations that result from the influence of adjacent atoms on the absorption dipole strength, and contain molecular structure and valence orbital spectroscopic information. The setup allows simultaneous observation of multiple absorption edges and considerable flexibility for binning during and after the experiment. This demonstration is a critical development in the advancement of inhouse molecular structure analysis, particularly for subpicosecond pump-probe studies in condensed phases [3,10–12,15]. This publication aims to demonstrate the new opportunities and presents, for the first time, a hard x-ray absorption fine-structure spectrum recorded with a highly efficient energy-dispersive detector.

The x-ray plasma source is based on isotropic continuum bremsstrahlung generated when focusing 1 kHz, 800 nm Ti:sapphire laser pulses with $2.5 \text{mJ/pulse}$ and $\sim 50 \text{ fs}$ duration onto a flowing water jet. The jet is operated at water aspirator vacuum pressure ($\sim 25 \text{ torr}$ at $21 ^\circ \text{C}$) and enclosed by a target chamber constructed from 8 mm thick aluminum. The flux, spectral, and temporal properties of the x rays emitted at this laser pulse energy were described previously [10,11]. Efforts were made to ensure sufficient temporal contrast when operating the laser, to avoid generation of high-energy electron beams and concomitant reduction of target-generated x-ray flux [16]. The laser system provides up to $6 \text{ mJ/pulse}$ and thus has sufficient additional energy to enable optical stimulation of samples in a pump-probe arrangement.

Calorimetric event detection is based on the thermalization of single photons in an absorber and the observation of the subsequent thermal flow. The particular detector array used here is based on bismuth absorbers with transition-edge-sensor (TES) thermometers operating at millikelvin temperatures [17]. Pixels are read out in a
time-division-multiplexing scheme [18], asynchronously to the laser pulses, and with signal-record lengths of \( \approx 12 \text{ ms} \), during which pileup had to be rejected. The laser source can provide x-ray events in each pixel at up to the laser repetition rate (1 kHz), but the source-detector distance and intervening filters were adjusted to limit the count rate. The record length is a compromise between energy resolution and readout speed. It is not a fundamental parameter, but rather reflects the current state of the readout electronics, pixel recovery periods, and pulse-processing approach. Each of these quantities is the subject of current development, and significant improvements are anticipated. The bismuth x-ray absorber in each pixel has dimensions of \( 350 \times 350 \times 2.5 \text{ \( \mu \text{m} \)} \) and stops \( \approx 53\% \) of the arriving photons at 7.2 keV. From the installed array with 160 pixels, 22 detectors contributed to the presented spectra. A system with all 160 pixels and shorter record lengths is currently under characterization and will present spectra. A system with all 160 pixels and shorter record lengths is currently under characterization and will provide more than 16 times shorter accumulation periods. Pixel centers are positioned on a square 665 \( \mu \text{m} \) grid in a roughly circular array, with each absorber masked by a \( 320 \times 305 \text{ \( \mu \text{m} \) aperture} \).

The emission lines from Mn-\( K\alpha \) at 5.9 keV measured with the 22 pixels detector show an average energy resolution of \( \Delta E_{\text{FWHM}} \approx 3.14 \text{ eV} \). During laser operation, the average resolution was 3.4 eV. The difference between these values is explained by a higher count rate from the laser as well as electromagnetic pickup from laser operation. The absorber and thermometer parameters are chosen to give the best energy resolution up to a maximum working energy of \( \approx 10 \text{ keV} \), where the TES is thermally saturated by a single event. For a given device the energy resolution is roughly constant over the full working range of the device. The maximum working energy \( E_{\text{max}} \) is chosen during device design by adjusting film thicknesses and other TES parameters. The resolution \( \Delta E \) of different designs scales as \( \approx \sqrt{E_{\text{max}}} \). The detector array is cooled by a two-stage adiabatic-demagnetization refrigerator (ADR) that is in turn backed by a cryogen-free pulse-tube cryocooler. The ADR can provide a \( \approx 35 \text{ mK} \) base temperature but is typically operated at 85 mK. Each sensor, which has a critical temperature of 120 mK, is maintained in its resistive transition via Joule heating from an applied voltage bias. The average operation period before recycling the ADR is 14 h preceded by a \( \approx 1 \text{ h} \) adjustment and calibration period. The recycling period is 2–3 h.

For the very first spectrum, ferrocene Fe(C\( \text{C}_2\text{H}_5\))\(_2\) was chosen. Ferrocene was studied in the early days of x-ray absorption spectroscopy [19,20] and remains a subject of interest in studies of organometallic compounds [21] and solar-cell applications [22]. With its weakly scattering carbon atoms it can serve as a model complex for many metal-containing organic compounds.

Figure 1 shows the first hard x-ray absorption fine-structure spectrum collected by an energy-dispersive detector with sufficient resolution and statistics to retrieve molecular structure information. After digital filtering and rejection of pileup and other artifacts it contains \( \approx 8.9 \times 10^6 \) events accumulated at \( \approx 175 \text{ counts/s} \). Of these, \( \approx 7.3 \times 10^5 \) lie outside the energy range of interest.

**FIG. 1** (color online). (a) Laser plasma absorption spectrum of ferrocene in transmission mode. Included are emission lines and absorption edges of metal filters (see text). Dashed line (\( I_L \)) is the fitted spectrum without the sample. (b) Difference between measured spectrum (\( I_L \)) and the reference fit (\( I_f \)) of all involved materials, normalized to the Poisson error. Areas of emission lines and fine structure modulation (gray) were excluded. (c) A histogram of the normalized difference, with a Gaussian 1 \( \sigma \) curve superimposed. (d) Absorption fine structure of ferrocene, normalized to a measured background spectrum and the edge jump with indicated Poisson-limited error bars. The gray line is a synchrotron reference measurement from the same compound. (d1) \( k_F \) presented in \( k \) space to show the quality of the data. The error bars were generated using the statistical fluctuation expected for the number of samples per bin. (e) \( |x| \) as function of \( R \) from the data (black line), single path fit (dotted black line) and synchrotron comparison data (gray line). Curves are offset vertically and the zero levels are marked; for details see text. (f) Additional calibration lines measured prior to the absorption spectrum; the Mn-\( K\alpha \) splitting is clearly resolvable as shown in (g).
for XAFS, showing the importance of suppressing unwanted x-ray energies. In this experiment some suppression was accomplished by a stack of aluminum and copper foils, but significant improvement is possible.

The combination of source spectrum, copper, and aluminum filters, and the sample material accounts for the overall features of the spectrum in Fig. 1 (see the Supplemental Material [23] for a sketch of the experiment). Multiple absorption edges are observable simultaneously in a given measurement, a valuable feature for future experiments. The spectral range could be extended down to \( \approx 200 \ \text{eV} \), which includes the whole class of sulphurous materials, the \( K \) and \( L \) edges of the 3d transition metals, and the \( L \) edges of many heavier elements. The 200 eV lower bound is determined mainly by transmission through three infrared filter windows and one vacuum window on the cryostat. The region of primary interest in this experiment was 7000–8000 eV. The obvious lines in the spectra arise from fluorescence from a copper foil (whose position was close to the detector). The Mn-\( K \alpha \) lines from a 55Fe source shown in Figs. 1(f) and 1(g) were recorded prior to the absorption spectrum, and are essential for the energy and temperature calibration of the detector. Each pixel is calibrated separately, and its energy resolution can be retrieved from the known fine structure of the emission lines [24]. This calibration has to be done either on features of the measured spectrum or during a separate short calibration period. Sparse calibration features can introduce small systematic errors in the detected energies. Fine-structure oscillations above the Fe \( K \alpha \) (ferrocene) and Cu \( K \alpha \) (filter) edges are visible in the data and show that two widely separated edges can be observed simultaneously. Figure 1(a) also shows a fit (gray solid line) to the baseline (using an estimate of the absorption of a free Fe atom). Residuals divided by their Poisson error are shown in Fig. 1(b), areas omitted from the noise histogram shown in Fig. 1(c) are marked in gray. The excellent agreement between the histogram and a superimposed Gaussian curve with \( \sigma = 1 \), shown in Fig. 1(c), demonstrates that Poisson noise associated with the number of photons per bin is the dominant noise source. Figure 1(d) shows the absorption fine structure of ferrocene, after normalization to a spectrum without the sample and the edge jump. The error bars for each bin (equidistant in \( k \) space) were obtained from the Poisson error of the recorded number of photons. The gray line in this panel shows the excellent agreement with the synchrotron reference measurement taken from the same compound. The data converted into \( k \) space are presented in Fig. 1(d1). Again the error bars are the Poisson error of the number of photons per bin. This spectrum shows the influence of the limited statistics in this very first spectrum. In Fig. 1(e) the data have been converted into \( R \) space with a window from \( k = 1–8 \ \text{Å}^{-1} \), which is suitable for first-shell analysis and corrected for the Fe-C phase shift (solid black line).

Calculation of the single scattering path from the iron to the nearest carbons in ferrocene by use of FEFF6 [25] and optimization in \( k \) space by use of single \( k \) weight with the fitting routine in ARTEMIS [26] of the IFEFFIT [27] package yielded the fit shown by the black dotted line; synchrotron data from the same compound are shown for comparison (gray line). The latter two graphs are offset vertically and the zero values are marked. All show agreement with the known Fe-C bond distance of 2.0 Å [19,28].

The extended \( k \)-ray-absorption fine structure spectroscopy (EXAFS) function \( \chi(E) = \frac{\mu(E) - \mu_0(E)}{\mu_0(E)} \) and its error follow from the absorption coefficients \( \mu(E) = \ln[I(E)/I_0(E)] \) and \( \mu_0(E) = \ln[I_0(E)/I_0(E)] \), where \( I_0 = \text{data} = \text{integer, transmitted number of counts} \) (experimental noise = \( \sqrt{I_0} \)), \( I_0 = \text{fitted free-atom spectrum} \), including sample contribution (no experimental noise), and \( I_0 = \text{fitted free-atom spectrum} \), excluding sample contribution (no experimental noise).

These give

\[
\chi(E) = \frac{\ln(I_0/I)}{\ln[I_0/E]} \quad \text{with error:} \quad \sigma(\chi) = \frac{1}{\ln[I_0/E]} \frac{1}{I_0}\]

\( \chi(E) \) is a ratio of intensities and an intrinsic property of the sample that distinguishes the true sample from its free-atom approximation. If it has amplitude \( A \) evaluated at the energy where a feature of interest is present, the signal-to-noise ratio (SNR) for measurements is then

\[
\text{SNR} = \frac{\chi}{\sigma(\chi)} = \frac{A}{\sqrt{N_{\text{pix}}}\rho}\frac{S(B)}{E - E_{\text{edge}}}
\]

where \( N_{\text{pix}} \) is the measurement period, \( N_{\text{pix}} \) is the number of pixels, and \( \rho \) is the average pixel event rate over the entire measured spectrum. The function \( S(B) = I_{\text{tot}}/I_{\text{tot}} \) is the relative spectral density of the measured spectrum, where we have a recording whose total integrated intensity is \( I_{\text{tot}} \), and whose intensity is \( I_{\text{tot}} \) in a particular bin of energy width \( B \), chosen to contain the feature of interest. \( S(B) \) shows the advantages of selective binning and the importance of filtering out unwanted energies from the measurement. As EXAFS chemical interpretations are done in the photoelectron momentum \( (k) \) space, \( k = \sqrt{E - E_{\text{edge}}} \), the choice of linear binning in \( k \) space improves the SNR at higher \( k \) values compared to linear binning in \( E \). This can be easily optimized during data analysis, since the data are not prebinned by the data-acquisition method.

For steady-state measurements, amplitude \( A \) is the change in absorption between the actual sample and a
free-atom description of the sample, normalized by the depth of the edge jump. For pump-probe x-ray-absorption spectroscopy (XAS) measurements, which are the motivation of the present lab-based developments, the signal scales with the fraction of molecules that were excited into the desired state. In self-aligned systems, the signal can be in the range of several percent normalized to the edge jump; for the strongest feature during the low spin-high spin conversion of Fe(bpy)$_3$, a change of ~2.6% in a 25 mM liquid jet under otherwise similar experimental condition was observed [1]. The ferrocene measurement presented in this work should be comparable; here we have $t = -5 \times 10^{15}$ s, $N_{\text{pix}} = 22$ pixels, $I_\text{tot} = -1500$ events/1 eV bin, and $I_\text{ref} = -8.94 \times 10^6$ events, suggesting SNR = 0.9. For the 5 eV bin as at 7150 eV in Fig. 1d (binned to equal $k$ steps), the SNR improves to 2.

With the next upgrades, the measurement period for data such as in Fig. 1 will be reduced to below 30 min. For the foreseeable future, the signal-to-noise ratio of the XAFS signal will be limited by the number of pixels, because the peak count rate (if indifferent to pileup) is limited to 1 photon/pixel/laser pulse. Future iterations will increase the fill factor and efficiency of the detector to allow experiments with even lower flux or stronger filtering. X-ray optics such as polycapillary or other broadband lenses [30] might increase the captured solid angle and decouple the sample from the generation environment with slight loss of temporal resolution [31]. Temporal smearing is not an issue if the optic is placed between sample and detector but has to be considered if placed between source and sample.

The approach described here is compatible with a broad range of samples and sample phases. When combined with an optical pump in a pump-probe arrangement as being developed, it can observe fundamental ultrafast chemistry at atomic resolution. For these reasons, and because of its compatibility with a conventional laboratory setting, the technique is well suited for dissemination. All detector parameters have been dramatically surpassed in recent developments. For example, detectors with energy resolution as good as 1.6 eV at 5.9 keV have now been demonstrated [32]. Improved multiplexing techniques such as code-division multiplexing (CDM) and the integration of CDM with microwave resonant techniques promise continued increases in array scale into the megapixel regime [33,34]. Such arrays will reduce integration periods by $10^5$ compared to the results shown here.

To conclude, a cryogenic microcalorimeter array has been coupled to a laser-generated radiation source. A hard x-ray absorption fine-structure spectrum with sufficient energy resolution to extract intermolecular bond lengths has been collected for the first time with an energy-dispersive technique. The observed EXAFS oscillation and the retrieved bond length are consistent with synchrotron data within error bars [19,28]. The detectors do not suffer from narrow-band acceptance losses, do not require careful mechanical alignment, and are in a state of rapid development. These facts distinguish them from conventional detection topologies based on Bragg reflection. An excellent free-atom fit to the data was obtained, from which the incident spectrum and absence of excess noise sources were confidently established. The source spectrum is well described by a simple functional form over a multi-keV energy range, thus establishing the suitability of the source for broadband-absorption spectroscopies. A general expression for the signal-to-noise ratio in measurements of this type was derived and applied to the data. The prospects for lab-based molecular structure studies are excellent and imminent using this and related approaches, particularly for ultrafast studies [12], and are advancing in step with widespread implementations of laser-driven sources and contemporary developments of cryogenic microcalorimeter arrays.
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