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Commentary on AI in the EU

Fredrik Heintz
Fredrik Heintz, Associate Professor of Computer Science at 
Linköping University, Sweden. Coordinator of the TAILOR ICT-48 
network, member of the European Commission High-Level Expert 
Group on AI (AI HLEG), director of the Graduate School for 
the Wallenberg AI, Autonomous Systems and Software Program 
(WASP), President of the Swedish AI Society, member of the 
CLAIRE extended core team, member of the EurAI board, and 
a researcher at the AI Sustainability Centre in Sweden. 

The european union has taken a clear stance on AI: we want AI, but 
we do not want any AI; we want AI that is Human-Centered and trust-
worthy. This means that AI is a means to improve life for us, not an end 
in itself. To be trustworthy, it has to satisfy the applicable rules and 
regulations, satisfy four ethical principles, and be safely and robustly 
implemented, as we in the High-Level Expert Group on AI have 
defined it. The Commission has started four networks of AI research 
excellence centres – the so-called ICT-48 networks after the name 
of the call – is running the AI4EU project,1 and is intending to start a 
Public-Private-Partnership (PPP) on AI, data and robotics. In addition, 
and as focused in this highly valuable contribution, the Commission 
is also encouraging the member states to move in the same direction 

1 https://www.ai4eu.eu/

https://www.ai4eu.eu/
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through the Coordinated Action Plan on AI. All of this is a great start! 
But, it is only a start.

This anthology provides an overview of the AI strategies of eight member 
states and Norway, and how they relate to the European priorities in AI, 
as outlined in the Ethics Guidelines for Trustworthy AI,2 and more.3 As is 
clear, most member states are highly motivated with regards to leveraging 
AI, but they are approaching it from different perspectives. There is still sig-
nificantly more work to be done to actually achieve the orchestrated effort 
that Europe needs. This volume serves the important purpose of displaying 
the intricacies and challenges, but also possibilities, of the European joint 
efforts of aspiring towards a value-based and trustworthy AI-development. 

In this commentary, I focus on what I see as imperative for Europe to 
realise its vision of maximising the benefits while minimising the risks 
of AI in a coordinated European approach to human-centred trust-
worthy AI. With a steady emphasis on the educational needs linked 
to the AI-development, I cover definitional and regulatory concerns, 
as well as the importance of research and innovation. Concludingly, I 
envision a value-driven European AI-development at scale. 

The AI definition: important, but moving target4 
It is a major challenge to go from defining a research area to outlining 
a governance area.5 A key aspect of great importance is to get a rea-
sonable working definition of AI that pushes the envelope rather than 
encompasses every digital system there is. AI is a moving target and will 
probably always be something we work towards, rather than something 
that is. Two important aspects are systems that do things that would 
require some cognitive functionality if done by people and systems that 
continually improve over time. These systems enable fundamentally 
new levels of automation and delegation.

2 AI HLEG (2019a).
3 See here also AI HLEG (2019b; 2020a; 2020b) as well as the main AI-policy documents from 

the European Commission, outlined in Chapter 1. 
4 AI HLEG (2019c).
5 Larsson (2020). 
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Regulatory concerns 
To me, the starting point is that humans should be held responsible and 
accountable. Why do we trust a pilot? Mainly because we believe that the 
pilot wants to survive as much as we do, and therefore will do everything 
in their power to land safely. The question then basically becomes: what 
is needed for us to trust a machine sufficiently to take the responsibility 
for the outcome of its actions? An AI system has no skin in the game and 
is therefore not really impacted by the results, nor punishable. In gen-
eral, especially considering that we want these systems to complement 
us, I think we should strive to have the same requirements on AI sys-
tems as on people. We are the baseline upon which these systems should 
improve. The purpose is to get systems that raise the bar both in terms 
of capability and in quality compared to us.

Research 
Europe cannot be a leader in AI regulation without being a leader in 
AI, and it cannot be a leader in AI applications or innovations with-
out being a leader in foundational AI research. This necessitates a 
European research community that can unite through strong collab-
oration, and that can join forces with industry and society at large to 
build on European research strengths and enhance Europe’s well-being. 
To achieve this, we need dedicated, significant and long-term research 
funding for both fundamental and purpose-driven research on AI to 
promote AI that is trustworthy and to address relevant scientific, ethi-
cal, sociocultural and industrial challenges. This is a necessary comple-
ment to the regulatory concerns. 

Innovation 
Europe has many small companies and startups, but very few of these 
scale, instead they have a tendency to get bought out by investors from 
outside Europe. It is therefore important to develop policy instruments 
that address this. The interaction between fundamental research and 
other functions in the innovation ecosystem needs to be substantially 
increased, and time from research to market needs to be shortened. To 
achieve this, it is necessary to establish a clear strategy for coordinating 
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and structuring an AI-based innovation ecosystem across Europe. 
There is a need to change existing policy instruments and strategies to 
take into account the significant role of entrepreneurs and private cap-
ital in the modern, AI-driven innovation economy. Europe currently 
does not create enough new businesses destined for growth and has rel-
atively few innovation ecosystems of strength and coherence. European 
AI centres should therefore be established with the explicit mission of 
building and growing the European AI innovation ecosystem.

Education 
The biggest challenge related to harnessing the power of AI is probably 
education. It is quite clear that the question is not about humans or AI, 
but rather how to best structure the relation between humans and AI. 
One important observation is that it is a different skill to, for example, 
play chess with a computer compared to playing chess without a com-
puter. This means that even if you take the best expert in your organisa-
tion and give her the best tool, the result might not necessarily be better 
than before. A significant consequence of this is that we need to learn 
how to solve problems together with computers and we need to organise 
the work to support this new way of working. To me, the most impor-
tant skill is computational thinking,6 which is all about solving problems 
using methods from computer science and using computers as tools.

Additionally, the amount of knowledge and data available to make 
decisions increases exponentially. If we assume that the amount of 
knowledge doubles every second year, then every two years you need 
to learn as much as you have learned since you were born, or base your 
decisions on less and less knowledge. This has major consequences 
for education. First, the amount of knowledge you need to learn after 
you finish your education is significantly larger than what you learned 
during your education, or you will fall behind. Second, the fraction of 
knowledge taught in school will be smaller and smaller. Besides improv-
ing and adapting education, we also need to use AI-based tools to deal 

6 Wing (2006).
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with this rapidly increasing amount of information and knowledge to 
make decisions.

Education is fundamental. Europe already has good educational sys-
tems that can be further improved. First, there is a need to signifi-
cantly increase the volume of broad AI educational programmes with 
a focus on technology (at all levels including BSc, MSc, PhD, and post-
doctoral). Second, develop specific AI educational programmes with a 
focus on dissemination in other sciences and society as a whole (again, 
at all levels including BSc, MSc, PhD, and postdoctoral). Third, make 
sure that primary and secondary education provides the necessary the-
oretical and practical foundations to allow everyone to become active 
and engaged citizens in the modern society, where AI is a natural part. 
We should also develop and implement a European Curriculum in AI 
to make it easier for individuals and companies to understand what 
knowledge is offered and expected.

To address more immediate needs, we also need to invest both in 
upskilling and reskilling people. There is a major need for AI talents with 
expert knowledge, who are capable of driving, managing and conducting 
AI activities in their institutions and organisations. Europe also needs to 
attract, develop and retain a comprehensive talent pool of AI developers, 
entrepreneurs and data analysts, and to create a beacon for talent.

The necessity of scale 
Europe is doing many good, but relatively moderately sized, initia-
tives. To really make a difference and to take the next qualitative step, 
we need to significantly scale up these initiatives! Europe also needs 
an AI lighthouse, a CERN for AI, a single physical place with the attrac-
tion of the major AI hubs outside of Europe. The purpose is to effec-
tively achieve critical mass, synergy, and cohesion across the European 
AI ecosystem without permanently dislocating talent from where it is 
needed the most. We need to make sure this is focussed on excellence 
and a site selection process grounded and transparently managed 
on the basis of politically neutral, externally validated criteria. The 



XI TO CONTENTS

H
U
M
A
N
-
C
E
N
T
R
E
D
 A
I
 I
N
 T
H
E
 E
U

H
U
M
A
N
-
C
E
N
T
R
E
D
 A
I
 I
N
 T
H
E
 E
UC

O
M
M
E
N
TA

R
y
 O
N
 A
I
 I
N
 T
H
E
 E
U

lighthouse should be a symbol for European ambition and achievement 
in this area, a global magnet for talent, and the centrepiece of an AI 
ecosystem that spans all of Europe and all areas of AI. It should be “the 
place to be” when it comes to AI research and innovation in Europe. 
Somewhere people can meet for a period of time to work with other 
leading researchers and experts from all over the world on the most 
exciting and important topics, technologies and applications of AI. 
Through sabbatical and other temporary scientific positions, the hub 
will not drain talent from labs around Europe. Rather, it will act as the 
beating heart of European AI, a place where knowledge is mixed by the 
visiting researchers and then spread out again to the labs in the network 
with the returning researchers, thereby strengthening the development 
of excellent AI research across all of Europe. 

AI for good and AI for all
Finally, focus “AI made in Europe” on “AI for Good” and “AI for All”. 
We should take global leadership in supporting publicly funded, large-
scale AI research and innovation with a clear focus on the good of our 
citizens, our society and our planet. We should aim at creating intelli-
gent machines that implement fundamental and shared values, respect 
and amplify human abilities and support the shaping of a better soci-
ety. We should maximally leverage AI for achieving the UN Sustainable 
Development Goals – “AI made in Europe” should be “AI for Good”. It 
is also important to embrace the diversity of the different regions and 
cultures in Europe, making sure that the AI framework benefits all of 
Europe and leverages the talent and resources our diverse regions and 
societies have to offer. The European approach to AI should foster the 
accessibility of knowledge and broadly deployed technology by every-
one, across different generations, with or without specialised educa-
tion, by lowering the barrier to entry for the effective, safe and benefi-
cial use of AI – “AI made in Europe” should be “AI for All”.
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CHAPTER 1.

Trustworthy AI as a European Policy 

Stefan Larsson
Stefan Larsson is a lawyer (LLM), senior lecturer and Associate 
Professor in Technology and Social Change at the Department of 
Technology and Society at Lund University, Sweden. He holds a 
PhD in Sociology of Law as well as a PhD in Spatial Planning. 
His multidisciplinary research focuses on issues of trust 
and transparency on digital, data-driven markets, and the 
socio-legal impact of autonomous and AI-driven technologies. 

Claire Ingram Bogusz
Claire Ingram Bogusz is a post-doctoral researcher at the 
House of Innovation at the Stockholm School of Economics and 
the Department of Applied IT at the University of Gothenburg, 
Sweden. Prior to completing her PhD, she read law (LLB). Her 
research interests lie in how code-based technologies change 
organising, professions, and the dynamics of value creation. 

Jonas Andersson Schwarz
Jonas Andersson Schwarz is a senior lecturer and 
Associate Professor in Media and Communications at 
Södertörn University, Stockholm, Sweden. His primary 
research interest lies in the epistemological and 
ethical aspects of digital media infrastructure.

1. Introduction and purpose: 
AI and trust in Europe

daTa has come to be seen as the new oil.1 But, as with oil, it is not just 
control of the raw material that is valuable: being able to refine and 
process it into something more brings with it added value. Indeed, The 

1 The Economist (2017), although we are mindful that this metaphor is not without its 
problems.
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Economist calculates that 1.4 trillion USD of Alphabet (the owner of 
Google) and Facebook’s combined market value of 1.9 trillion USD 
comes from turning valuable data into even more valuable insight.2 
Artificial Intelligence (AI) is likely to be a key way in which this added 
value is created. It is therefore not surprising that nation states which 
generate lots of data, including the European Union (EU), see the refin-
ing process as strategically valuable.

The strategic importance of data, however, stretches further than oil: it 
is not just a natural resource that can be mined and refined into some-
thing valuable.3 Instead, data comprises information that is itself a 
resource. This information may include (potentially sensitive) content 
about individuals and organisations deserving of consideration, as its 
use may lead to an obscuring of accountability in non-transparent and 
automated ways or, at worst, to unintended harmful and biased effects. 
For reasons such as these, the twin considerations of value capture 
and ethics underpin the EU’s policy approach to AI, which has come to 
emphasise ethical considerations, human centricity and trustworthi-
ness both as core values and as strategic imperatives.

In this volume, we zoom in on how the EU’s AI policies and guidance 
have influenced and been adopted by a number of its member states 
(and Norway, which is part of the European Economic Area). However, 
EU-level policies are only as influential as the policies they lead to in 
member states. The way in which member states interpret EU policies, 
and support national initiatives furthering their goals, is likely to decide 
whether the EU’s strategic focus on human centricity and trustworthi-
ness leads to strategic advantages in addition to ethical approaches.

The importance of trust and trustworthiness were explicitly pointed to 
in the European AI strategy, published in April 2018.4 Parallel to the aims 

2 The Economist (2020).
3 Arguably, data, in contrast with oil, does not occur naturally but is generated by creating 

infrastructures that demand interactions so as to generate signals that can be recorded.
4 European Commission (2018a).
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of investment in research and innovation and to prepare for socio-eco-
nomic changes, trust and accountability were specifically addressed 
under the third pillar ‘ensuring an appropriate ethical and legal frame-
work’. As a result of this strategy, the High-Level Expert Group on 
Artificial Intelligence (AI HLEG), an independent expert group set up 
to guide European policy in AI, was set up by the European Commission 
in June 2018. 

Importantly, the European AI Strategy pledged to produce a coordi-
nated plan with member states – and Norway and Switzerland – in 
order to “maximise the impact of investments at EU and national lev-
els, exchange on the best way for governments to prepare Europeans 
for the AI transformation and address legal and ethical considera-
tions”.5 This Coordinated Plan, supporting an AI “made in Europe,” was 
subsequently published in December 2018, encouraging all member 
states to develop their national AI strategy by mid-2019, building on the 
work done at the European level.6

Alongside increasing investment, making more data available and fos-
tering talent, the four key areas pointed out in the Coordinated Plan 
also explicitly included ensuring trust. This was expressed as stressing:

Implementing, on the basis of expert work, clear ethics guidelines 
for the development and the use of AI in full respect of fundamen-
tal rights, with a view to set global ethical standards and be a world 
leader in ethical, trusted AI.7 

Even if all member states were not successful in drafting and publish-
ing AI strategies on their own by mid-2019, the Coordinated Plan set a 
development in motion at national level with regards to these values.8 

5 European Commission (2018a), p. 19. 
6 European Commission (2018b; 2018c). 
7 European Commission (2018c), p. 3.
8 For an overview of the AI strategies of the Member States’, see van Roy (2020) and the AI 

National Strategy Reports prepared by AI Watch in collaboration with the OECD.ai.

http://OECD.ai
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In parallel, the AI HLEG9 published the influential Ethics Guidelines for 
Trustworthy AI in April 2019, hereinafter the Ethics Guidelines, and 
the subsequent Policy and Investment Recommendations for Trustworthy 
AI in late June 2019.10 These two documents, produced by a mix of aca-
demic researchers and representatives from both industry and NGOs, 
were clearly signs of an increased awareness of ethical and value-based 
concerns surrounding applied AI,11 also indicating a trend on principled 
ethical and normative statements on AI.12 The European Commission 
followed suit with the White Paper on AI in February 2020, developing 
an “approach to excellence and trust”.13 

The question still remains, however, to what extent this human-centred 
policy-approach on trustworthy AI at EU level also is reflected in, and 
influences, member state strategies.

1.1 Purpose: Trustworthy AI as a strategic 
priority in the Member States? 

The key purpose of this report is to analyse to what extent the 
notions of ethical, human-centred and trustworthy AI clearly pro-
posed at the European level also have influenced the AI strategies at 
member state level. In order to do so, we focused on a sample, draw-
ing on: Portugal, The Netherlands, Italy, the Czech Republic, Poland, 
Norway and the Nordics. 

The invited analysts have focused primarily on the published docu-
ments that have indicated a strategic approach to AI. For some mem-
ber states this involves several documents, and for some only one. 
Occasionally, additional information has been gathered through inter-
views. The timing between EU-level development and the member 
states’ strategic work on AI is of importance and, which we will see 

9 See also the commentary in this volume from one of its members, the AI-researcher and 
Associate Professor in Computer Science, Fredrik Heintz. 

10 AI HLEG (2019a; 2019b). 
11 Larsson (2020). 
12 Jobin et al. (2019).
13 European Commission (2020). 
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below, have played out in different ways for the analysed countries. 
For an overview, see the timeline in Figure 1. 

2. EU overarching policies

FirsT oF all, the primary EU-level policy documents that have informed 
the analyses of member state strategies the most are the following three:

1 The Ethics Guidelines for Trustworthy AI, published by the AI HLEG in 

April 2019;14 

2 The 33 proposed Policy and Investment Recommendations for Trustworthy 

AI, addressed to EU institutions and Member States, published by AI HLEG 

in June 2019;15 and 

3 The European Commission’s White Paper on Artificial Intelligence, pub-

lished in February 2020.16

These sources are naturally closely linked to other documents, as indi-
cated above. For example, in order to move from the AI domain seen 
as a research area, towards AI seen as a concept to include in norma-
tive statements, the definition of AI became particularly important to 
clarify.17 This resulted in the AI HLEG drafting and publishing a report 
on the AI definition.18 Also, the national strategies that were published 
before all of the three mentioned in this list, can obviously not have 
been influenced by them, but may still be of interest to see what sort 
of notions have been developed in parallel. Additionally, the White 
Paper is chronologically late in relation to most member state strate-
gies, but is of course pertinent in itself to the extent that it indicates the 
European vision of AI as an “approach to excellence and trust”.19 There 
are also strategic documents at member state level that have had the 

14 AI HLEG (2019a).
15 AI HLEG (2019b).
16 European Commission (2020a; cf. 2020b). 
17 For an analysis of this transition of the concept and its normative implications, see Larsson 

(2020). 
18 AI HLEG (2019c). 
19 European Commission (2020a).



19 TO CONTENTS

H
U
M
A
N
-
C
E
N
T
R
E
D
 A
I
 I
N
 T
H
E
 E
U

H
U
M
A
N
-
C
E
N
T
R
E
D
 A
I
 I
N
 T
H
E
 E
U

1.
 T
R
U
S
T
W
O
R
T
H
y
 A
I
 A
S
 A
 E
U
R
O
P
E
A
N
 P
O
L
I
C
y

Co
un
tr
y

EU

2017 2018 2019 2020

Member State strategies and EU-level policies over time

19.08.21
POLAND
Policy for 

Development of AI 
in Poland for the 
years 2019-2027 

19.04.08
AI HLEG

Ethics Guidelines for Trustworthy AI

18.04.25
EUROPEAN COMMISSION
Communication Artifi cial 

Intelligence for Europe

18.12.07
EUROPEAN COMMISSION

Coordinated Plan on 
Artifi cial Intelligence

20.07.23
AI HLEG
Sectoral 

Considerations 
on the Policy 

and Investment 
Recommendations 
for Trustworthy AI

19.06.26
AI HLEG

Policy and Investment 
Recommendations for 

Trustworthy AI

20.02.19
EUROPEAN 
COMMISSION
White Paper 
on Artifi cial 

Intelligence: a 
European approach 

to excellence 
and trust

19.04.08
EUROPEAN COMMISSION

Communication: Building Trust in 
Human-Centric Artifi cial Intelligence

20.07.17
AI HLEG

The Assessment List for 
Trustworthy Artifi cial 
Intelligence (ALTAI) 
for self-assessment

19.10.09
NETHERLANDS
Publication of a 

“Strategic Action 
Plan for AI”

18.05.16
SWEDEN
National 

Approach to AI

17.12.18
FINLAND

National AI strategy

19.07.31
ITALy

Draft of the National 
Strategy for 

Artifi cial Intelligence

19.03.14
DENMARK

National AI strategy

19.06.11
PORTUGAL

National AI strategy 
“AI Portugal 2030”

19.05.06
CzECH REP.

National AI strategy

20.01.14
NORWAy
National 

strategy on AI

20.07
ITALy

Italian Strategy 
for Artifi cial 
Intelligence

20.09
POLAND

Draft Policy for 
Development 

of AI from 2020

Figure 1: Timeline of key EU-level policy documents and sample of Member State strategies. 
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chance to reflect on the notions of this approach as well as the simultane-
ously published European Data Strategy,20 for example the Polish strategy 
analysed in chapter 3 below. Furthermore, there are also links that may be 
of relevance between the persons drafting the EU-level documents and 
the national discourses on strategies, that may have an impact. 

The following presentation is not intended to provide a full description 
of the key publications, but a sample of the most relevant issues for the 
purpose of this anthology. 

2.1. The Ethics Guidelines
The Ethics Guidelines21 are comprised of four levels: (i) a framework stat-
ing that trustworthy AI is composed of being lawful, ethical and robust; 
(ii) ethical foundations for trustworthy AI as found in the respect for 
human autonomy, prevention of harm, fairness, and explicability; (iii) 
seven requirements for the realisation of trustworthy AI in deployment, 
as well as (iv) a “non-exhaustive” assessment list directly organised 
under these seven requirements. This Assessment list was piloted during 
the second half of 2019 and was published in July 2020 as the Assessment 
List for Trustworthy AI (ALTAI), intended for self-evaluation purposes.22 

The seven requirements are arguably what has most clearly influenced 
strategies on AI, as we shall see below. Those are: 

1 Human agency and oversight

2 Technical robustness and safety

3 Privacy and data governance

4 Transparency

5 Diversity, non-discrimination, and fairness

6 Societal and environmental wellbeing

7 Accountability

20 European Commission (2020b). 
21 A first draft of the Ethics Guidelines was released on 18 December 2018 and was subject 

to an open consultation which generated feedback from more than 500 contributors. This 
feedback was used to shape the final version, published on 8 April 2019.

22 AI HLEG (2020a).
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As indicated in Fredrik Heintz’s commentary, the seven requirements 
for the realisation of trustworthy AI should be continuously evaluated, 
and not something to merely be performed once with an expectation 
that all problems are solved. 

Figure 2: Seven requirements for the realisation of trustworthy AI.23 

Of interest here is that several of these requirements also map onto 
well-established legal domains, such as privacy and non-discrimination. 
As we shall develop below, transparency is a common theme in formal-
ised ethics related to AI, but it is also multifaceted and not necessarily 
an easily pinpointed terminology.24 

23 AI HLEG (2019a).
24 Larsson & Heintz (2020). 
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Critique has been voiced towards the Ethics Guidelines in terms of eth-
ical principles lacking the procedural strength of law.25 Relatedly, and 
in line with the self-regulatory claims of several large digital platforms, 
concerns have been voiced about allowing representatives of the indus-
try too much control over regulatory issues governing AI.26 

2.2. The Policy and Investment Recommendations
The Policy and Investment Recommendations was the AI HLEG’s sec-
ond deliverable and was published on June 26th 2019.27 It comprises 33 
points (including several sub-points) divided into eight groups con-
cerning recommendations on human empowerment, the public sector, 
and research capabilities to data management, educational issues, gov-
ernance and funding. The document is detailed and provides guidance 
for many vastly different sectors and topics. 

Given that the purpose of this report is to focus on the notions of ethical, 
human-centred and trustworthy AI, we here address a few sections from 
the Policy and Investment Recommendations of particular significance. 
The recommendations take broad understanding of the societal impact 
of AI, as visible in the section of measuring the societal impact of AI:

5.1 Encourage research and development on the impact of AI on 
individuals and society, including the impact on jobs and work, 
social systems and structures, equality, democracy, funda-
mental rights, the rule of law, human intelligence, the develop-
ment of (cognitive skills of) children.

This can be read as a multidisciplinary call for improving knowledge on 
the relationship between AI and society. There is a sense of the impor-
tance of external scrutiny of AI systems, expressed in the subsequent 
5.2. of the recommendations: they advise independent testing of AI 

25 Hagendorff, T. (2020); Coeckelberg (2019). 
26 For a discussion of this critique and the temporal challenges of the relationship between 

new technologies and law, see Larsson (2020). 
27 AI HLEG (2019b).
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systems by civil society organisations and other independent parties. 
This is in line with calls elsewhere for supervisory methods and com-
petencies among authorities responsible for things like consumer pro-
tection.28 Furthermore, aware of contemporary debates around the 
impact of digital platforms,29 note that aspects of these debates also are 
reflected in the recommendations. For example: 

2.2 Commercial surveillance of individuals (particularly con-
sumers) and society should be countered, ensuring that it is 
strictly in line with fundamental rights such as privacy – also 
when it concerns “free” services – taking into consideration 
the effects of alternative business models.

This includes “power asymmetries”30 and is of clear relevance for ongo-
ing revisions in the European competition field. Regulatory recommen-
dations follow further below in the document. Specifically, for con-
sumer protection, for example: 

27.4 For consumer protection rules: consider the extent to which 
existing laws have the capacity to safeguard against illegal, 
unfair, deceptive, exploitative and manipulative practices made 
possible by AI applications (for instance in the context of chat-
bots, include misleading individuals on the objective, purpose 
and capacity of an AI system) and whether a mandatory con-
sumer protection impact assessment is necessary or desirable.

As shown below in section 4, these points tie into critical perspectives 
found and developed in research on applied AI and machine learning. 
The AI HLEG does however not recommend increased regulatory and 
enforcement capacity,31 which is a clear part of interest in the subse-
quent White Paper on AI, from the European Commission.

28 Larsson (2018). 
29 Andersson Schwarz (2017); Larsson & Andersson Schwarz (2018). 
30 AI HLEG (2019b), point 2.3.
31 For a critical analysis, see Veale (2020). 
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2.3. The White Paper on AI
Given that most member state strategies were published before the 
EU Commission’s White Paper on Artificial Intelligence32, they have 
not been influenced by it. The White Paper is however of relevance 
here in terms of how it interplays with the work of the AI HLEG and 
how it points to future regulatory developments, for example linked to 
notions of risks with AI. 

When the White Paper was published on February 19th 2020, it was 
accompanied by a report on the safety and liability implications of AI, 
IoT and robotics (as well as a European data strategy,33 which we return 
to in section 4 below).34 As stated in the White Paper and elsewhere,35 
many of the issues that the trustworthy approach on AI entails are 
already regulated, for example in data protection and antidiscrimina-
tion. The report on safety and liability discusses implications of auton-
omy and self-learning features of AI-products, particularly with regards 
to risk assessment.36 This is obviously of relevance for the notion of 
human-centred AI, that includes human control. Furthermore, the 
“opacity” and “black box-effect” that some AI-systems may have on the 
decision-making process is pointed to as an enforcement and account-
ability problem.  

The White Paper consists of two main blocks based on the notion of 
“ecosystems”; one on excellence and one on trust. This means that 
there is something of a two-pronged approach: examining the pos-
sibilities on the one hand – linked to calls for research, member state 
collaboration, innovation and increased investments – and the risks 
or challenges on the other – to ensure trustworthiness, liability, and 
safety. The latter is of particular interest for this volume’s focus on 
human-centred and trustworthy AI, and is also the one that most 
clearly relates to regulatory questions of AI. 

32 European Commission (2020a). 
33 European Commission (2020b).
34 European Commission (2020e).
35 Larsson (2020). 
36 European Commission (2020e), pp. 6-7.
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The Commission states that the legislative framework could be 
improved to address

 ɖ Effective application and enforcement of existing EU and national regu-
lation. This is to say that existing law, in many cases, is fit for purpose but 
is challenged from the perspective of implementation. The Commission 
specifically points to a lack of transparency that makes it difficult to iden-
tify and prove possible breaches.37

 ɖ The limitation of scope of safety legislation that applies to products 
and not to services, and therefore in principle not to services based on 
AI technology. 

 ɖ The changing functionality of AI systems, for example for products that 
rely on frequent software updates of machine learning. 

 ɖ The allocation of responsibilities at different places in a supply chain. 
 ɖ Changes to the concept of safety, related to for example cybersecurity. 

While it is not clear how these insights will be accommodated, the 
White Paper was opened for a public consultation process that ended 
14th of June, 2020, receiving over 1,200 contributions.38 

Of particular relevance, and also the object for debate, is the pro-
posed definition of risk in AI, since it is used to indicate the needs of 
future regulations. Guided by the principle of that “the new regulatory 
framework for AI should be effective to achieve its objectives while not 
being excessively prescriptive so that it could create a disproportion-
ate burden”,39 the Commission suggests that high-risk applications 
are distinguished from all other applications; especially pointing to 
healthcare, transport, energy and parts of the public sector as sectors 
where, given the characteristics of the activities typically undertaken, 
significant risks can be expected to occur. Furthermore, and cumula-
tively, the AI application would need to have been used in such a way 

37 European Commission (2020a) p. 14. For a study on the need for supervisory authorities to 
improve supervisory methodologies and “algorithmic governance”, see Larsson (2018). 

38 European Commission (2020d).
39 European Commission (2020a), p. 17. 
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that significant risks were likely to arise. The high-risk sector-require-
ment have received critique,40 for example in relation to some of the 
issues described under the subsection on AI and ethics below (4.1.), as 
well as the “commercial surveillance” pointed to by the AI HLEG in the 
Policy and Investment Recommendations.41 These types of risks are not 
necessarily found in high-risk sectors. The German government, for 
example, has called for the proposed risk-classification system in the 
White Paper to be revised.42 This call was likely informed by the more 
levelled approach on AI risks proposed by the German Data Ethics 
Commission43 a few months prior to the publication of the White Paper.  

3. Contributions of each chapter, by country

iT is clear that the EU-level policies have had an impact on several of 
the national strategies. While some countries have explicitly incorpo-
rated aspects from the Ethics Guidelines, such as Norway and Portugal, 
others are predisposed to including questions of trust and transpar-
ency, as in the Nordics, or ethics, such as Poland. It is however also clear 
that the EU’s Ethics Guidelines have had more impact than its Policy 
and Investment Recommendations. The main results from the analyses 
are collected here. 

3.1. Portugal44

In Portugal, policy discourse around AI seems very typically 
European, in its devotion to human-centred values such as privacy 
protection, safety, transparency, fairness, and trans-European inclu-
sion. Nevertheless, Pedro Rubim Borges Fortes argues that official 
Portuguese AI policy is characterised by being quite laconic in its defi-
nition of AI, compared to the top-level descriptions of AI provided by 

40 Dignum et al. (2020). 
41 AI HLEG (2019b), point 2.2.
42 Die Bundesregierung (2020).
43 The German Data Ethics Commission (2019). 
44 Chapter 2, by Pedro Rubim Borges Fortes, Visiting Professor at the Doctoral Programme at 

the National Law School of the Federal University of Rio de Janeiro and Public Prosecutor at 
the Attorney General’s Office of Rio de Janeiro.
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the AI HLEG. The Portuguese strategy primarily focuses on big data 
processing and emphasises the importance of innovation, but remains 
rather silent about the potential role of law, regulation, and con-
sumer protection – especially in comparison with the more general 
European framework. 

Arguably, Portugal could be said to be one of the European countries 
where technology diffusion and literacy has been at an average level 
(in this way comparative also to the examples, in this report, of Italy, 
Poland, and the Czech Republic). The topic of modernisation of pub-
lic administration is given quite considerable prominence in Portugal’s 
national AI strategy, with an eye on transparency, auditability, privacy 
protection, and fairness. Likewise, education and civic empowerment 
is emphasised, focusing especially on the young. It seems clear, from 
the overview of Portuguese AI policy in this chapter, that the country 
should neither be seen as being at the cutting edge of AI innovation, 
nor be seen as a laggard; Portugal presents ambitious plans at being at 
the forefront of the development of digital skills, and has an impressive 
track record in terms of conditions for tech development, especially as 
Lisbon has been the host to the international Web Summit, one of the 
largest tech events in the world, for the last five years (taking over the 
role after Dublin passed on it in 2015).

3.2. Poland45

With a current majority government that explicitly opposes liberal 
democracy – despite an economy that has been booming for several 
years, a population that is increasingly digitally skilled, and with large 
contingents of the population holding progressive, anti-authoritarian 
values – Poland finds itself as one of the countries caught in a politi-
cal-economic paradox. Arguably, ethics is at the core of this Polish 
national conjuncture, as the country is currently ruled by a very con-
servative party, founding much of its politics on ostensibly ethical 
concerns – albeit on authoritarian, populist, and religiously dogmatic 

45 Chapter 3, by Kasia Söderlund, LLM, PhD student in Technology and Society, LTH, Lund 
University, Sweden.
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grounds. However, the country’s AI policy documents show little trace 
of overt moralism or authoritarianism; more specifically, a close read-
ing of the documents reveals a dedication to ethical deliberation that 
hints more towards the principled, calm and measured reasoning of 
public servants rather than that of religious dogmatic authoritarians. 
The Polish AI policy embodies classically European enlightenment val-
ues, such as trustworthiness and equal rights.  

The chapter on the Polish AI strategy therefore argues that ethical 
dimensions of AI have been taken seriously by Polish policy makers 
throughout the legislative process. Here it is, in particular, the right to 
human dignity that is recognised as foundational to any policymaking 
about the role of technocratic management. The Polish policymakers 
seem to have taken the Commission’s recommendations seriously, and 
have incorporated the ideas of trustworthy AI at the core of their drafts, 
which includes rather specific sets of proposed actions and objectives 
in areas such as: infrastructures for science and expertise, educational 
initiatives, international cooperation, public-sector procurement for 
AI solutions and improved coordination of AI development, and dig-
ital competence as a way of improving demographic attractiveness to 
AI-related investment. 

3.3. Norway46

Demographically speaking, Norway is one of the richest and technologi-
cally most advanced countries in Europe, yet its core industrial strength 
lies primarily in other sectors than software services and management. 
While information and communications technologies (ICT) is a grow-
ing sector in the country (telecoms in particular), ICT remains a rather 
modest export industry compared to maritime, offshore oil and gas, 
seafood, mining, and manufacturing, industrial production/manufac-
turing, and services such as finance/trade and travel/tourism. 

In terms of administration and governance, compared to other EEA 

46 Chapter 4, by Frans af Malmborg, PhD student in Public Administration at the Department 
of Political Science and Management at the University of Agder, Norway.
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and EU countries, Norway has modelled its AI strategy in line with 
the European Commission’s guidelines. Its strategy emerges against 
the backdrop of its considerable oil wealth and reputation for already 
having made considerable progress towards digitalisation seen, 
for instance, in the European Innovation Scoreboard 2020 ranking 
Norwegian firms the third most digitised in the EU. 

Norway’s AI strategy therefore seems to put more focus on the appli-
cations and uses of AI rather than the provision of platforms, data cen-
tres, and software infrastructures. According to Frans af Malmborg, the 
chief areas of focus in the Norwegian AI strategy lie in enabling innova-
tion, enabling skills development, and supporting research and devel-
opment. However, ethics and trustworthiness are seen as an important 
part of these areas of focus, both because of Norway’s own commit-
ment to human rights and human development, but also as a competi-
tive advantage. To quote their former Minister of Digitalisation, Nikolai 
Astrup: “human-friendly and trustworthy artificial intelligence may 
prove a vital competitive advantage in today’s global competition”, 
indicating a clear influence from the EU-level publications, particularly 
the AI HLEG. 

3.4. The Nordics (Denmark, Finland, Norway, and Sweden)47

The chapter focuses on and compares the official AI policies of four 
Nordic countries: Denmark, Finland, Norway, and Sweden. These coun-
tries share common traits of relevance for the European AI policies, 
such as their (arguably) relatively similar cultures, with high levels of 
openness in society, transparency with regards to information access, 
and trust. By examining four national strategic plans for developing AI, 
Cory Robinson explores the distinctive differences in how Nordic coun-
tries position themselves using their unique cultural values as busi-
ness principles to support development and deploying AI technologies 
throughout their societies. 

47 Chapter 5, by Cory Robinson, PhD and Senior Lecturer/Assistant Professor of 
Communication Design at Linköping University in Sweden. 
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While their national policies differ in clarity and specificity (where 
Sweden stands out as the least ambitious), all of these countries 
embody three core values: openness, transparency, and trust. Being rich 
and already technologically adept countries with strong engineering cul-
tures, the Nordic countries seem to agree on how they, while not being 
the world leaders in building AI technologies, might prove to be vanguard 
nations in terms of applying AI, both in their public administrations and 
in the private sector. Each country seems to recognise, in their national 
policies, how knowledge about one’s strategic weakness can become an 
advantage when mapping out those potential uses of AI that might be 
the most beneficial to both society in general and its individual citizens. 
The fact that many of these Nordic countries already seem to have had 
cases of potential overreach by public authorities applying datafied or 
even AI-based solutions to local bureaucracy indicates that AI is already 
a critical issue to be dealt with, not merely a future prospect.

The analysis of the Nordic policy documents finds that while openness 
is a cultural value that is lauded in these countries, it is largely absent 
in the policy documents, while the values of transparency and trust 
manifest explicitly or through related concepts. Robinson’s chapter 
thus confirms several of Malmborg’s initial observations about Norway 
in specific. Each Nordic country presents vastly different policy docu-
ments, and particularly the government policies of Denmark, Finland 
and Norway should, according to Robinson, be commended for tackling 
complex technical issues and informing how AI will potentially impact 
society – including how citizens will interact with government, and 
receive services from those very governments. 

3.5. The Netherlands48

On the face of it, the Netherlands is well-positioned to take advantage 
of AI advances in Europe. It is a nation that makes eager use of public 
sector data in fields like social security and that ranks highly on meas-
ures of digitalisation and research. The country has a three-pronged 

48 Chapter 6, by Katja de Vries, an Assistant Professor in Public Law at Uppsala University  
in Sweden. 
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strategy, in which it plans to capitalise on existing economic and social 
strengths, create the right conditions for AI, and support the founda-
tions of AI research. Trust is particularly visible in the third of these 
prongs; not only is it explicitly mentioned in the country’s AI strategy, it 
is implicit in their stated commitments to improving data security and 
promoting human rights and values.

According to Katja de Vries, however, its implementation of AI policy, 
though ambitious, is not without its problems. The first of these lies 
in the fact that AI policies have been promulgated by three different 
state agencies – leading to concerns around overlap, fragmentation 
and a lack of coherent strategic vision. The second of these lies in the 
Netherlands’ recent history of failing to be fully transparent when using 
algorithms in the public services, in two very public cases of inaccurate 
algorithmic tools used to detect benefits fraud. Lastly, the funding for 
the Netherlands’ ambitious AI agenda is largely made up of a combina-
tion of redeployed existing commitments, and the hope that significant 
sums can be drawn from the private sector. This calls into question the 
financial sustainability of the proposed initiatives.

3.6. Italy49

Like Poland, Italy is a considerably large European country with a 
strong heritage in public administration. Its AI strategy indicates that 
many of its ministerial departments are staffed by civil servants who 
employ a principled style of policymaking that is already historically 
established in distinctly European understandings of civic values and 
human rights. According to Francesco Cappelletti, the Italian strat-
egy emphasises several things: Development of core infrastructural 
components for digitalisation, in order to serve both public adminis-
tration and industrial interests. Research and partnerships between 
institutional actors is emphasised, so as to not only support the coun-
try’s many small and medium-sized industries, but also bolster larger 
industrial actors, and to reform public administration. An emphasis is 

49 Chapter 7, by Francesco Cappelletti, Research Fellow at European Liberal Forum; member 
of Fondazione Luigi Einaudi in Italy.
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put on creating an integrated ecosystem that manages to serve the very 
heterogeneous domestic geography of the country (with vast demo-
graphic and industrial differences between south and north and differ-
ent regions). Like in many of the other national strategies, much weight 
is also put on the advancement of skills required to build new digital 
infrastructure; both civilian literacy and industrial know-how. The 
question marks that are raised by Cappelletti have mainly to do with the 
actual implementation of these grand plans; Italy is well known for its 
political tumultuousness and its often very slow legislative processes.

3.7. Czech Republic50

The overarching sentiment of the national AI strategy of the Czech 
Republic is the devotion to national economic growth and competitive-
ness, as this underpins most of the constituent elements of its national AI 
policy. The humanistic values espoused by the European Commission are 
in this way addressed more indirectly than directly, as the main strands 
of the national policy all converge back to core economic concerns (e.g. 
industrial research and development, financing, and human capital) 
while more human-oriented aims (e.g. education, regulation, and inter-
national cooperation) are understood also through this economic lens. 

Seen as a whole, the Czech strategy ought to be applauded for its over-
arching multi-stakeholder design. That said, since the AI strategy 
of the Czech Republic is coordinated by the Ministry of Industry and 
Trade, with interim progress reports submitted yearly to the Steering 
Committee and to the government, it is instructive to understand its 
NAIS primarily through the lens of industrial and trade policy.

This focus on business-oriented discourse is not surprising, given that 
the Czech Republic is a rather small central-European country, in the 
midst of a postindustrial transition where the comparatively low-wage 
country excels, particularly, in technology-intensive manufacturing 
and engineering, where digital services (e.g. software management, 

50 Chapter 8, by Anas Zaza, independent researcher and External Analyst with the Institute of 
Politics and Society in the Czech Republic.
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back-end operations) seem to make up an increasing part of its produc-
tive capacity. The AI policy explicitly speaks of “Centres of Excellence in 
AI research,” “test centres,” and “digital innovation hubs,” for example. 

4. Parallel developments,  
and looking to the future

These ai policies have, of course, not emerged from nowhere. There have 
been a considerable number of parallel developments that intersect with AI 
policy – chiefly when it comes to data. Here, we discuss (1) parallel AI eth-
ics discussions, (2) the socio-political context of AI policy emergence in the 
EU, as well as related data policies that have implications for AI, specifically 
in respect of (3) the public sector, and (4) the need for further regulations.

4.1. AI and ethics
The European approach on trustworthy AI has evidently been devel-
oped in close tandem with an increased academic and corporate aware-
ness of not only the possibilities inherent in AI and machine learning 
but also their perils.51 Via debates spurred by illustrative cases on racial 
bias in risk assessment for recidivism,52 and studies revealing commer-
cial uses of facial recognition systems are less precise when it comes to 
women, dark skin,53 and for pedestrian detection,54 new research fields 
have emerged focusing on the intersection of fairness and accountabil-
ity for autonomous systems.55 Research is also focusing on issues in the 
intersection between society and AI,56 including responsible AI,57 its link 
to ethics,58 and issues of regulation59 and governance.60 

51 For inventories, see Larsson et al. (2019), Whittaker et al. (2018).  
52 ProPublica (2016); Eubanks (2017): cf. Fortes (2020).
53 Buolamwini & Gebru (2018).
54 Wilson, Hoffman & Morgenstern (2019).
55 Cf., the traditional AI conferences starting to include ethics and society, such as the AAAI/ACM 

conference on Artificial Intelligence and Ethics and Society, AIES, or entirely new ventures like 
the ACM Conference on Fairness, Accountability, and Transparency (ACM FAccT). 

56 For example, the 10-year Wallenberg AI, Autonomous Systems and Software Program – 
Humanities and Society.

57 Dignum (2019). 
58 Dubber, Pasquale & Das (2020).
59 Yeung & Lodge (2019). 
60 Cf. Ala-Pietilä & Smuha (2020); Fjeld et al. (2019); Larsson (2020). 
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The governance issues of AI have spurred many guidelines and princi-
pled stances on AI from both governments, NGOs, as well as compa-
nies.61 One study of the global AI ethics landscape identified 84 docu-
ments containing ethical principles or guidelines for AI.62 They were 
collected up until April 2019, with 88 percent released after 2016. 
Interestingly enough, out of the 84 documents, they found a global 
convergence around the five ethical principles of (1) transparency, (2) 
justice and fairness, (3) non-maleficence, (4) responsibility, and (5) 
privacy. However, they also noted that there seem to be considerable 
differences in how these principles are interpreted, why they are con-
sidered important, what issue, domain or actors they relate to, and how 
they should be implemented.63 

In another recent analysis of AI ethics policies around the world,64 only 
two of the 22 analysed ethics policies explicitly addressed aspects like 
“democratic control, governance and political deliberation of AI sys-
tems”65 and explicitly prohibited normative stipulations by AI systems 
of particular lifestyle choices.66 This leads to an interesting observation 
in the study: 

Hardly any guideline discusses the possibility for political abuse of AI 
systems in the context of automated propaganda, bots, fake news, 
deep fakes, micro targeting, election fraud, and the like. What [was] 
also largely absent from most guidelines [was] the issue of a lack in 
diversity within the AI community.67 

Furthermore, none of the 22 surveyed guidelines detailed whether 
systems of algorithmic decision-making “are superior or inferior, 

61 Fjeld et al. (2020). 
62 Jobin, Ienca & Vayena (2019).
63 Ibid.
64 Hagendorff (2020).
65 Ibid., p. 105.
66 This latter aspect is seen as particularly interesting, given the relatively large global interest 

in a proposed Chinese credit scoring system which is said to have such prescriptive features; 
see Engelmann et al. (2019).

67 Hagendorff (2020), p. 105.
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respectively, to human decision routines [and] virtually no guideline 
[dealt] with the ‘hidden’ social and ecological costs of AI systems”.68 
What did appear in most policies, however, according to the same anal-
ysis, are aspects of fairness, accountability, transparency, and privacy. 
Such values appeared in around 80 percent of the guidelines surveyed, 
providing what the author sees as a set of “minimal requirements for 
building and using an ‘ethically sound’ AI system”.69 What is strik-
ing, argued for in this study, is that these more frequently mentioned 
aspects are such that they also tend to have already existing technical 
fixes, or they are understood to be relatively easily addressable by way 
of technical solutions.   

Consequently, transparency is one of the most prevalent principles 
and challenges linked to AI deployment in the current literature. In 
the larger study on guidelines, it was featured in 73 out of the 84 sourc-
es.70 It is part of the ethical foundation put forward by the AI HLEG, in 
terms of explicability, and one of the seven requirements for the realisa-
tion of trustworthy AI. Furthermore, AI transparency has been shown 
to be a particularly multifaceted concept requiring balancing of inter-
ests on top of the challenges with “black box” algorithms and opaque 
AI-systems.71 The European Commission also states in the White Paper 
that transparency, traceability, and human oversight are not specifically 
covered under current legislation in several economic sectors.72 The 
lack of transparency, the Commission brings forward, makes it “diffi-
cult to identify and prove possible breaches of laws, including legal pro-
visions that protect fundamental rights, attribute liability and meet the 
conditions to claim compensation.”73

4.2. Trustworthy AI as a competitive advantage
Researchers and experts increasingly point to China’s dominance in 

68 Ibid., p. 105.
69 Ibid., p. 103.
70 Jobin, Ienca & Vayena (2019), p. 391. 
71 Larsson & Heintz (2020). 
72 European Commission (2020a).
73 Ibid., p. 14. 
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all things data – and especially when it comes to AI.74 Although China 
boasts a world-leading firm, Alibaba, many of the other world-leading 
AI firms hail from the United States, including: Amazon Web Services, 
Google Cloud, and Microsoft Azure. The advances that these countries 
have made in AI could be said not only to set the bar against which the 
EU must compete, but also pits EU countries against the US and China 
when it comes to AI. Indeed, commentators have pointed out that none 
of today’s tech giants hail from the EU – it comes as no surprise that EU 
countries want to change that when it comes to AI.

Why is it that EU countries want to be AI frontrunners? The first rea-
son is around competitiveness. Within the “data as oil” metaphor, it 
bears mentioning that refineries that “add value” to a natural resource 
are not only a source of revenue for states, but also help and encour-
age an economy to diversify.75 Control of both a natural resource and 
downstream capabilities is good for a country’s international compet-
itiveness, and countries without oil reserves have long been concerned 
about their dependence on those who do downstream work. Translate 
this into digital-speak, and we see that digital services, dependent on 
data, are significant employers, sources of innovation, and sources of 
national pride. When it comes to the US and China, this competition 
for supremacy in AI technologies and the benefits that accrue has 
already been labelled a “Technology War”.76

The second reason is related to the flexibility and borderlessness of digi-
tal infrastructure, and data in particular. Although many laws exist to pro-
tect the integrity of EU residents and citizens from the overreach of firms 
and governments abroad,77 there is little that EU countries can do to stop 

74 Johnson (2018).
75 See, e.g., Baur (2014).
76 Ernst (2020).
77 For instance, rules like the General Data Protection Regulation (2016), better known as 

simply “GDPR”. 
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it in practice.78 Data can easily be moved across borders with little to no 
resistance, and that innovation in AI and data insight typically requires lit-
tle more than a smart individual and a laptop. This means that the best 
strategy for protecting individuals’ integrity is not just to introduce pun-
ishments (through legislation) when unethical practices occur, but also to 
offer a carrot to encourage innovative firms to set up shop within the EU, 
making them more likely to follow nation states’ rules and regulations.

Lastly, it could be argued that policies that promote trustworthiness 
may even improve the quality of the underlying data, and thus innova-
tion and analyses. Policy initiatives around data, including ones per-
taining to AI, rest on techno-optimist assumptions that can be summed 
up with quips such as “the data never lies”.79 Whether or not this is true, 
large data sets are notoriously full of gaps that make them potentially 
unreliable. Data collected online, for instance, may be biased precisely 
because users know that they are being watched – and adjust their 
behaviour accordingly. Data online is also often a by-product of other 
activities, meaning that it is likely not comprehensive, leading to gaps 
and errors.80 Making analysis processes more transparent and trustwor-
thy is likely to engender trust in the data collection process and analysis 
process. This may mean that individuals are more likely to allow their 
data to be collected and processed by firms, leading to fewer gaps and 
thus fewer errors. Indeed, new initiatives to promote EU markets for 
private and non-private data highlight this strategy,81 and are the start-
ing points for business models that price data more accurately – and 
allow Europeans to have a share in the windfall.

78 At the time of writing, when it comes to legal tests of the GDPR there is considerable 
development, e.g.  the work by Austrian lawyer and activist Max Schrems, who is contesting 
the legality of transatlantic data transfers. There are several ongoing legal cases that might 
provide a legal basis for forcing both US and European businesses to halt or considerably 
change their ways of making business in the EU. Conversely, these developments might 
also lead to an overhaul of the European laws or a re-appropriation of the ways they are 
interpreted and implemented. 

79 e.g. boyd and Crawford (2012).
80 Such as with western bias of the ImageNet image database, leading to less precision for 

cultural attributes in the east, such as Indian wedding dresses that don’t resemble the 
American ones, see Shankar et al. (2017), discussed in Larsson (2019).  

81 European Commission (2020b).
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The EU achieves all three goals simultaneously: policies emphasis-
ing trustworthiness are not only likely to pre-empt possible conflicts 
around data being exploited, which would threaten AI research and 
commercialisation, but allow nation states to protect sensitive data.

4.3. AI in the Public Sector
The EU strategies for AI and data developments do not only extend to 
research and private sector innovation. Instead, parallel EU develop-
ments also point to a movement towards support and encouragement 
for AI use in the public sector. This is particularly visible in the sectoral 
considerations that the AI HLEG published in 2020, including ques-
tions of public procurement, public responsibility for data and work-
ers affected by AI, and automated decision making in areas like law 
enforcement and healthcare. Almost half (15 out of 33) of the recom-
mendations put forward by the AI HLEG in June 2019 were dedicated 
to public services,82 including the emphasis on the strategic use of pub-
lic procurement to promote trustworthy AI; and the need to safeguard 
fundamental rights in delivering AI-based public services.

The public sector can make strategic use of public procurement to 
foster responsible innovation, as well as steering it towards tack-
ling societal challenges and the development of trustworthy AI 
solutions. Moreover, by delivering higher quality, more targeted 
and thus more effective services to individuals and groups where 
appropriate, it can also act as a catalyst for innovation and growth.83

So, public procurement, according to the AI HLEG, holds some of the 
more important keys for ensuring trustworthy and human-centred 
AI in the public sector. The expert group also recommends that pub-
lic authorities play an active role in not just promoting and supporting 
AI developments, but also supporting those adversely affected by AI, 
ensuring that workers are included through consultations around AI 
implementations and where AI makes automated decisions. Crucially, 

82 AI HLEG (2019b).
83 AI HLEG (2019b), p. 9.
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the AI HLEG84 has sections devoted to both making sure that the ben-
efits of AI accrue to all (Section 4), and that the public sector should 
measure and monitor the effects of AI on society (Section 5).

Linked to this imperative to measure and monitor the societal effects 
of AI, is the recommendation that public actors should get involved 
in areas around AI bias and undue prejudice (Section 12), which have 
already been seen in applications of AI in the private sector, and as are 
mentioned in this anthology’s chapter 6, on AI policy in the Netherlands.

The subsequent sectoral considerations, published in July 2020, is 
an outcome of the Policy and Investment Recommendations being 
discussed in workshops with invited experts and stakeholders. The 
workshops led to a number of additional observations and proposals, 
argued by the AI HLEG to warrant particular attention from EU poli-
cymakers in the time to come. Here we account for a sample of these 
additional observations that we find are of particular relevance for the 
utilisation of AI in the public and/or health sector. For example, they 
put additional emphasis on the importance of transparency in the 
sense that “AI-enabled e-Government services should be accompa-
nied by adequate arrangements in terms of accountability and trace-
ability, enabling ex post verification”.85 Furthermore, the Sectoral 
Considerations advocate: 

 ɖ Promote data and algorithmic literacy amongst the public administration; 
 ɖ Invest in upskilling and reskilling to harness the potential of Trustworthy 

AI in healthcare; 
 ɖ Availability of high quality health data is key for building Trustworthy AI 

solutions in Europe that can improve public health outputs and help man-
age patients efficiently; 

 ɖ There are concerns on a possible trade-off between access to quality treat-
ment and privacy, as well as possible discrimination as a result of AI use: AI use 
in the healthcare sector has to be thoroughly and independently monitored.

84 AI HLEG (2019b).
85 AI HLEG (2020b), p. 9.
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Lastly, regarding deployment of AI-systems for the specific law enforce-
ment and justice contexts, the AI HLEG presents a somewhat cautious 
approach, arguing that “deployment at greater scale generates risks and 
opportunities that are not yet fully understood”.86 The expert group 
therefore calls for a “wide-spread policy debate in Europe (and beyond) 
on the development, use and impact of AI-assisted and AI-enabled deci-
sion-making systems in justice and law enforcement.”

4.4. Regulatory development 
Several of the seven points in the Ethics Guidelines, indicated as nec-
essary for a realisation of trustworthy AI, are already highly regulated, 
such as anti-discrimination and data protection.87 Nevertheless, it is 
likely that further regulations will be needed to support AI research, 
development and commercialisation. These development lines may 
be viewed in a more direct AI-related sense, as well as in a more indi-
rect sense. In the more direct sense, the White Paper, outlined above, 
has pointed to enforcement challenges, issues of product liability for 
adaptive and autonomous technologies, as well as the distribution of 
accountability in complex settings.88 The enforcement issues clearly 
relate to transparency in terms of traceability and explainability of 
AI-systems remarked on by the AI HLEG.89 

In the broader, more indirect sense, regulatory issues on the horizon 
relate to parallel processes of competition regulation for large digital 
platforms,90 such as the Digital Services Act and ongoing cases against 
alleged misuses of dominant position. Much of the scalable manage-
ment of the platforms has come to rely on machine learning and ver-
sions of AI, oftentimes hidden for scrutiny behind proprietary setups.91 
Some of attached challenges relate to how automated content 
moderation plays out, or how complex and automated ad-market 

86 Ibid., p. 11. 
87 Larsson (2020). 
88 European Commission (2020a). 
89 AI HLEG (2019a; 2019b; 2020a).
90 Crémer et al. (2019). 
91 Cf. Andersson Schwarz (2017); Pasquale (2015). 
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infrastructures overrides data protection or risks bringing consumer 
manipulation to the market.92 

Furthermore, and as with most things technology-focused, ongoing 
policy discussions around AI will struggle to keep up as technological 
advances proceed apace.93 It is therefore significant that the EU has 
tried to keep apace with a number of likely consequences of data and AI. 
These parallel regulatory frameworks are designed to bolster the posi-
tion of the EU as a human-centric and trustworth bastion of AI. 

The first of these, the Open Data Directive,94 seeks to make as much 
public data as possible available for analysis and innovation. The public 
data envisioned here is that which is held by the public sector bodies in 
the member states, such as: ministries, state agencies and municipali-
ties, as well as organisations funded mostly by or under the control of 
public authorities.

The second of these is the appointment of a High-Level Expert Group 
on Business to Government data sharing (B2G HLEG). In their final 
report,95 the B2G HLEG emphasised the potential that private-public 
partnerships around data could have for innovation. At the same time, 
they highlighted how structures around governance and security were 
at the centre of making such initiatives work.

Finally, the EU has released a considered overarching European Data 
strategy,96 in which it envisions the EU as an environment in which an 
abundance of data is available, both from public entities and through 
envisioned markets for private data. This strategy not only emphasises 
the importance of trustworthiness and security, but also the flow of 
data between EU countries, with harmonised interfaces and regulations 
key to making this happen.

92 Larsson & Andersson Schwarz (2018). 
93 Cf. Larsson (2020). 
94 Directive (EU) 2019/1024.
95 European Commission (2020c).
96 European Commission (2020b)
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5. Conclusions

european ai policy development takes place in a complex landscape. 
It is clear that the technical field of industrial development in machine 
learning and AI is dominated by two superpowers, namely the USA and 
China, and that European policymaking has to take relationships with 
these power blocs into account. Notably, AI development is also dom-
inated by very large, transnational corporations whose operations and 
reach are on a scale that is on par with the largest companies in the his-
tory of the world, like the Saudi Aramco oil company in our time and 
the Dutch East India Company in its time. It is not surprising that many 
of these companies are so large as to be seen as akin to national juris-
dictions.97 Moreover, since the EU is a confederation of sovereign mem-
ber states, each national policy would also have to take into account the 
relations to other European nations, as well as the jointly coordinated 
plans outlined on the EU Commission level. While EU member states 
of course share many democratic values and administrative traditions, 
there are still significant differences between different EU member 
states, both in terms of administrative traditions and in development 
levels – which affects states’ ability to implement and benefit from AI.

As we have seen, one of the key priorities of the European Commission’s 
Coordinated Plan on AI was to encourage member states to develop 
their own national AI strategies by the end of 2019. In our collabora-
tive overview and analysis of a number of these national strategies, we 
find clear evidence that the Ethics Guidelines have made a substantial 
impact on the strategies released after their publication. The Policy and 
Investment Recommendations, however, seem to have had less impact. 
The White Paper is corresponding to some of the content found in the 
national member states, but was in general published after the drafting 
of most strategies. 

97 Webb (2019). See also Desjardins (2017). Legal scholar Frank Pasquale (2018) has likened 
the jurisdictions enforced inside the systems operated by corporations such as Apple, 
Google, or Amazon to a form of “functional sovereignty.”
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Are we to see these countries as representative, what can we glean from 
our general endeavour of mapping these countries? Are some of them 
outliers? While our ambition has not been to be exhaustive in terms of 
being able to fully account for the EU-level impact in all member states, 
we do see analytical strands of relevance for the larger governance issue 
in the relationship between the EU-level and member states. 

FIRSTLY, state policies start from different points of development. The 
Italian strategy, for example, observes that both its population and its 
industrial landscape need to be updated in accordance with the possi-
bilities and challenges afforded by AI technology; while the Polish strat-
egy rather modestly suggests that its population is more digitally com-
petent than might be expected, but that steps could be taken towards an 
even more digitally adept population. The Czech strategy emphasises 
the need to cater for industrial development and the institutional and 
formal needs put forward by business interests, while the Portuguese 
strategy emphasises obtaining the necessary knowledge and skills to 
prosper in an AI-enabled world.

In contrast, many of the Nordic countries have already embraced data-
fication and implemented it both in their public administration (with 
national solutions for electronic identification and payments having 
been commonplace in many Nordic countries for years) and among pri-
vate businesses (for instance, Klarna is an expansive fintech actor from 
Sweden that purports to use AI technologies in its infrastructural back-
end). A less flattering implication of this might be the fact that in these 
Nordic countries (and in the Netherlands), there have already been 
several examples of potential overreach, as is noted in chapter 5, where 
AI technologies have been hurriedly applied to public-sector decision 
making in sensitive areas, e.g. family welfare and social benefits. 

SECONDLY, given the stated objective that the EU should be able to 
compete with the US and China, and that data (and analysis) should 
easily flow between EU member states, it is critical that there is 
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harmonisation of national legislation. In some ways, the Norwegian 
documentation appears to be more discursively aligned to the EU 
Commission policy than some of the other Nordic countries, despite 
Norway not being an EU member state. This might be explained by the 
timing of the Norwegian documentation: when the Norwegian policy 
was formulated, the AI HLEG policy had already been published, while 
this was not the case for the other Nordic countries.

We see that AI policy in the Nordic countries can be summarised as 
being value-laden but where actual implementations of AI technology 
(which are sometimes already rather far ahead, in this region) at the 
same time lays bare a pragmatism which puts the original, abstract dec-
larations of “trust,” “openness,” and “transparency” to the test. Here, 
one could either regard empirical reality as a counterpoint where such 
values are sometimes not fulfilled – or, one could make the more opti-
mistic reading that public debates where actual implementations are 
being questioned are actually good signs that these very values are 
being pursued. 

IN CONCLUSION, it is clear that the member states need to be the 
engines driving the pragmatic changes in the fields of trustworthy and 
human-centred AI as applied in society, on markets, before citizens 
and consumers. It is natural that the different national AI strategies 
unpacked in this anthology all partially mirror cultures of innovation 
and technology management in each country. However, this is both a 
strength and a weakness: while national interpretations of EU direc-
tives do much to make them more relevant for local conditions, the risk 
is that states’ strategies begin to diverge as a result, making the overall 
effect one of fragmentation.
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CHAPTER 2.

AI policy in Portugal

Ambitious, yet laconic about legal 

routes towards trustworthy AI

Pedro Rubim Borges Fortes
Visiting Professor at the Doctoral Programme at the National 
Law School of the Federal University of Rio de Janeiro 
and Public Prosecutor at the Attorney General’s Office 
of Rio de Janeiro. DPHIL (Oxford), JSM (Stanford), LLM 
(Harvard), MBE (Coppe-UFRJ), BA (PUC-Rio), LLB (UFRJ). 

 

Summary

The porTuguese ai national strategy originated from a governmen-
tal initiative established in 2016 and launched on April 3rd 2017 as a 
national initiative on Digital Skills (INCoDe.2030). After the EU 
Commission decided to adopt a high-level AI plan in April 2018, the 
Portuguese government elaborated its national plan according to the 
EU guidelines. Preparation of the strategy started in October 2018 
and the office of the INCoDe.2030 promoted the AI PORTUGAL 2030 
report which was released on June 11th 2019. Portuguese authori-
ties hold that AI should strengthen societal robustness and be eth-
ical-by-design, highlighting the importance of Human-Centered 
European values and the guarantee of privacy protection, safety, 
transparency, fairness, and inclusion within the European space. The 
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AI PORTUGAL 2030 report warns that vulnerable individuals may 
be screened and targeted with false information and that inclusion 
also implies digital autonomy, safety, and privacy. Likewise, educa-
tion is emphasised, focusing especially on the young. At the core of 
the Portuguese national strategy is civic empowerment in terms of 
necessary knowledge, skills, and means to prosper in an AI-enabled 
world. The detailed vision of the strategy is influenced by the recom-
mendations from the EU Commission’s High-Level Expert Group on 
Artificial Intelligence (AI HLEG), but in comparison to these, the AI 
PORTUGAL 2030 report provides more generic references to trans-
parency without the same level of detail. The national AI strategy also 
focuses on modernisation of public administration, with an eye on 
transparency, auditability, privacy protection, and fairness. In contrast 
to the “thick” definition of AI adopted by the AI HLEG, the Portuguese 
adopted a “thin” definition as an umbrella concept for big data pro-
cessing, emphasising the importance of innovation, but remaining 
laconic about the potential role of law, regulation, and consumer pro-
tection. Based on the concrete efforts to develop the Portuguese dig-
ital ecosystem, the EU should consider Portugal as a potential host 
country for the lighthouse centre of research and innovation for AI in 
Europe, as envisioned by the White Paper.

1. Introduction

The presenT chapTer consists of an initial evaluation of the Portuguese 
AI national strategy based on the analysis of the document titled ai 
porTugal 2030 – porTuguese naTional iniTiaTive on digiTal 
skills: An Innovation and Growth Strategy to Foster Artificial Intelligence 
in Portugal in the European Context.1 Importantly, following the call from 
the Coordinated Plan on Artificial Intelligence, this document was 
released timely on June 11th 2019.2 The research question is the follow-
ing: how is the Portuguese AI report influenced by the EU Commission’s 
approach on a “trustworthy AI”? The chapter is based on documental 

1 INCoDe.2030 (2019a).
2 INCoDe.2030 (2019b). 
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analysis3 and refers to three seminal documents on a trustworthy 
AI recently launched by the EU Commission: The White Paper on 
Artificial Intelligence;4 The Policy and Investment Recommendations 
for Trustworthy AI;5 and the Ethics Guidelines for Trustworthy AI.6 
Likewise, this chapter aims to offer constructive feedback for the 
reviewers of the Portuguese AI national strategy.

2. The Foundations

The porTuguese ai national strategy originated from a governmen-
tal initiative established in 2016 and launched on April 3rd 2017 as the 
National Initiative on Digital Skills (INCoDe.2030).7 In the following 
year, on February 15th 2018, the Portuguese Council of Ministers offi-
cially approved it as a strategy for digital development aligned with the 
Industry 4.0 initiative, aiming to mobilise public and private resources 
for production of innovative knowledge and increase of economic com-
petitiveness.8 According to the governmental decision, the INCoDe.2030 
is structured through a coordinator, a technical secretariat, and a perma-
nent forum for digital skills.9 Additionally to the general coordinator, each 
of the five programme axes – inclusion,10 education,11 qualification,12 spe-
cialisation,13 and research14 – is also led by a coordinator.15 

3 An in-depth analysis would require empirical methodology – field work, large number of 
qualitative interviews, and selected case studies – and triangulation, which were beyond its 
scope. However, documental analysis provides original insights on the initial stages of these 
national strategies and assesses the influence of EU guidelines and recommendations.

4 European Commission (2020). 
5 High Level Expert Group on Artificial Intelligence (2019b). 
6 High Level Expert Group on Artificial Intelligence (2019a). 
7 INCoDe.2030 (2019c).
8 Conselho de Ministros (2018).
9 Ibid. 
10 Inclusion implies general access of the population to digital technologies in general.
11 The focus of education consists of the formation of youth through strengthening of digital 

competences in all life learning cycles.
12 Qualification means professional capacitation of the population through the necessary 

knowledge for integration at a labour market with growing demands for digital competences.
13 Specialisation includes the qualification of workers and creation of added value to the 

economy through higher offer of technical courses, undergraduate and graduate education.
14 Research focuses on the conditions for production of new knowledge and active 

participation in international networks and programmes of research and development.
15 Conselho de Ministros (2018).
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INCoDe.2030 emerged as a general strategy for development of digital 
skills and not as a specialised strategy for development of artificial intel-
ligence. All of INCoDe.2030’s original goals were general – access to the 
internet; basic digital skills; internet use in the workplace; investment in 
research and development; digital literacy – and not particularly related to 
artificial intelligence.16 Importantly, however, the original report from the 
foundational moment of INCoDe.2030 in 2017 emphasised the relevance 
of innovative data processing and intensive use of artificial intelligence 
and robotics as part of their framework of reference.17 Likewise, proficient 
knowledge of artificial intelligence was deemed relevant at both the pro-
fessional and advanced level of digital skills in the original report.18

As the AI PORTUGAL 2030 report was promoted through the coordina-
tion office of the INCoDe.2030 initiative, the Portuguese AI national strat-
egy refers to the initial preparation of INCoDe.2030 in September 2016 
as the starting point of the dynamic and evolutive process that led to the 
strategy to foster artificial intelligence in Portugal in the European con-
text.19 The preparation of the AI strategy started in October 2018 and was 
designed within the scope of INCoDe.2030.20 The preamble reproduces the 
five axes of INCoDe.2030 and the special AI strategy should be understood 
as part of the general strategy for national development of digital skills.

3. The Portuguese AI National Strategy 
within the European context

The porTuguese ai National Strategy was developed within the 
European Context. After the EU Commission decided to adopt an AI 
Plan in April 2018, the Portuguese government took the necessary 
steps to elaborate its own national plan according to the EU guidelines. 
Evidence of European influence on the Portuguese AI national strategy 
comes from the title of the report, the timeline, and its content.

16 Ibid.
17 INCoDe.2030 (2017), p. 5. 
18 Ibid.
19 INCoDe.2030 (2019a).
20 Ibid., p. 5.
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Initially, the foreword written by the Portuguese Minister of Science, 
Technology, and Higher Education, Manuel Heitor, clearly endorses 
the ethical principles of trustworthy AI, as he defends that AI should 
strengthen societal robustness and be made ethical-by-design.21 His 
words clearly echo the basic elements of the ethics guidelines for a 
trustworthy AI: It should be lawful, ethical, and robust.22 Moreover, the 
Portuguese Minister also announced that the national AI strategy is 
fully aligned with the EU Coordinated Action Plan.23 Likewise, the coor-
dinator of the Portuguese plan highlights the essential importance of 
Human-Centered European values and the guarantee of privacy protec-
tion, safety, transparency, fairness, and inclusion within the European 
space.24 Professor Alípio Jorge also referred to the EU Coordinated 
Action Plan and how it shapes the national strategies of each country by 
“promoting strong AI research and innovation and incorporating ethi-
cal principles by design”.25

According to AI PORTUGAL 2030, an ethical committee for AI and 
Automation should define and deploy guidelines for ethical-by-de-
sign AI.26 The strategy of designing ethical artificial intelligence seems 
inspired by the GDPR’s strategy of regulating privacy by design.27 In 
Lawrence Lessig’s original proposition that “code is law,” he suggests 
that positive characteristics may become embedded in the technology 
itself.28 Lessig’s influential ideas marked a strong departure from the 
libertarian ethos initially associated with a contemporary digital soci-
ety – probably best captured through the “Declaration of Independence 
of Cyberspace” published online by John Perry Barlow in 1996.29 With 
the exponential growth and pervasive use of digital technologies in 

21 Ibid., p. 11.
22 High Level Expert Group on Artificial Intelligence (2019a), p. 2.
23 INCoDe.2030 (2019a), p. 11.
24 Ibid. p. 12.
25 Ibid.
26 Ibid., p. 28.
27 Voigt & Von dem Bussche (2017); Piras et al (2019); Rubinstein (2011); Rubinstein & Good 

(2013).
28 Lessig (2003); Lessig, (2006).
29 Barlow (1996).
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our contemporary societies, several scholars examined the normativ-
ity embedded in the technology and advocated for intervention due to 
unfair outcomes caused by artificial intelligence and algorithmic deci-
sion-making processes.30 Nowadays, the ethos of law and technology 
seems to be best captured by the search of a Magna Carta for the web – 
a project launched by Tim Berners Lee in recent years.31 In this context, 
the Portuguese call for AI to be ethical-by-design seems well aligned 
with such ethical ambitions.32 

Additionally, the cautionary message expressed in the European 
guidelines was incorporated also into the substantive content of 
the Portuguese strategy. For instance, in the foundational report of 
INCoDe.2030, a couple of years earlier, inclusion would result from 
general and equal access to digital technologies to the people for pur-
poses of information, communication, and interaction.33 The challenge 
related to power asymmetries was deemed to result from gender imbal-
ance, but not from critical issues, risks, and threats related to infor-
mation technology itself.34 In contrast to that previous document, the 
AI PORTUGAL 2030 report warns that vulnerable individuals may be 
screened and targeted with false information and that inclusion also 
implies digital autonomy, safety, and privacy.35 Likewise, efforts should 
be made to teach the population to understand the risks and threats 
involved; which includes rescuing young people from the “false feel-
ing that since they are ‘digital natives’, so at ease with technology and 
devices, their – frail and superficial – expertise protects them from haz-
ards and attacks”.36 

30 Ezrachi & Stucke (2016); Ezrachi and Stucke (2017).; O’Neil (2016); Eubanks (2018); 
Susskind (2018); Fortes (2020a); Fortes (2020b).

31 Sample (2018). 
32 I would like to thank the curiosity of the editors and their demand for an additional reflection 

on the “ethical-by-design” approach of the Portuguese AI National Strategy, which led to the 
writing of this paragraph.

33 INCoDe (2017), p. 18.
34 Ibid.
35 INCoDe.2030 (2019a), p.14.
36 Ibid.
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Moreover, the previous report did not refer to any ethical concerns 
related to the axis of research.37 AI PORTUGAL 2030 refers to ethics 
in research as one of the most difficult contemporary challenges and 
explains that trust should be built “through data curation in order to 
avoid biases assuring transparency in the way judgements are made 
promoting accountability and explainability”.38 Therefore, an anal-
ysis of the report shows the incorporation of the ethical principles of 
respect for human autonomy, prevention of harm, fairness, and expli-
cability under the influence of the EU guidelines. The reference to the 
EU influence appears again in the next part of the report with a tran-
sition from the axis of INCoDe.2030 into the Portuguese AI policy: 
“this strategy is fully aligned with the Coordinated Action Plan of the 
EU and its Member States and it is included in the INCoDe.2030, the 
Portuguese initiative to foster digital skills”.39 The AI PORTUGAL 2030 
report also states clearly that their approach is human-centric and that 
people are the central element of any AI manifestation, so that the core 
of the Portuguese national strategy is the empowerment of human 
beings with the necessary knowledge, skills, and means to succeed in an 
AI-enabled world.40

Importantly, the EU Ethics Guidelines on AI have influenced also the 
detailed vision of the strategy, as AI should promote a better soci-
ety and strong ethical guidelines should protect fundamental rights 
of citizens and core moral values.41 Among the strategic objectives are 
commitments previously highlighted by the foreword of the Minister 
of Science, Technology and Higher Education, such as AI made 

37 INCoDe (2017), pp. 20-21. 
38 INCoDe.2030 (2019a), p. 15.
39 Ibid., p.16.
40 Ibid., p. 17-18. The AI PORTUGAL 2030 report also contains a section titled “AI in the World” 

with a brief discussion of the international setting with references to the US, China, Canada, 
France, Germany, and Finland. The last of paragraph of this analysis provides another 
reference to the European influence on the Portuguese AI strategy, as it refers to the EU 
declaration of cooperation on ‘Artificial Intelligence for Europe’, the nomination of the High-
Level Expert Group, the production of the Coordinated Action Plan and the expectation that 
the strategies of the Member States should be defined by mid-2019. See pp. 22-23.

41 Ibid., p. 24.
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ethical-by-design and strengthening societal robustness.42 Moreover, 
protection of core values and understanding of AI impacts depend on: 
definition of regulatory frameworks, guidelines of ethical-by-design 
AI through an ethical committee, social inclusion through technologi-
cal awareness, and assessment of AI societal impacts on employment, 
democracy, and fairness.43 The description of the planned actions also 
include the specific objective of guaranteeing that AI is ethically and 
safely applied to its various domains.44

Current debates on the future of AI are producing concerns about, 
for example, transparency (promoting fairness, accountability, and 
the ability to explain AI systems’ decisions) and computational ethics 
(machines that can acquire, learn, discuss, and adapt moral principles 
through algorithmic procedures).45 This reference to transparency as 
part of the fundamental research for the future of AI evokes an ethical 
concern of the EU Ethics Guidelines for Trustworthy AI, but as part of a 
research agenda for the future instead of a present regulatory commit-
ment. In this sense, the AI PORTUGAL 2030 report does not reproduce 
the same requirements recommended by the AI HLEG on the transpar-
ency of the data, the system and the business model.46 The EU Ethics 
Guidelines for Trustworthy AI emphasise the importance of traceabil-
ity of the decisions made by AI systems (including processes of data 
gathering, data labelling, and the algorithms used), which should be 
documented to enable identifications of the reasons for AI-decisions, 
to facilitate auditability, and to prevent future mistakes.47 Additionally, 
explainability requires the ability to explain technical processes and 
related human decisions in due time and in a way that is adapted to the 
concerned stakeholder (e.g. layperson, regulator, researcher), includ-
ing explanations on the organisational decision-making process, design 

42 Ibid., p. 25.
43 Ibid., p. 28.
44 Ibid., p. 31.
45 Ibid., p. 33.
46 High Level Expert Group on Artificial Intelligence (2019a), p. 18.
47 Ibid.
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choices of the system, and its rationale.48 Furthermore, the AI HLEG 
considers that humans have the right to be informed  that they are 
interacting with an AI system and the option to decide for human inter-
action.49 Communication also includes the duty to provide informa-
tion to practitioners and end-users on the capabilities and limitations 
of AI systems.50 In comparison to this precise set of requirements for a 
transparent AI in the EU Ethics Guidelines for Trustworthy AI, the AI 
PORTUGAL 2030 report provides more general references to govern-
mental and business transparency without the same level of detail on 
the requirements and the strategy for guaranteeing it.51

The national AI strategy also focuses on modernisation of public 
administration.52 Likewise, planned actions include digital inclusion 
and education, which are features of both the general strategy for digi-
tal skills and the specialised strategy for artificial intelligence.53 Finally, 
planned actions also include societal challenges brought by AI to eth-
ics and safety with responses to demands for transparency, auditabil-
ity, privacy protection, and fairness.54 Best practices and mechanisms 
against AI misuse are needed and legal reform will define liability 
related to AI decision making.55

Overall, the Portuguese AI national strategy was clearly drafted under 
direct influence of the European guidelines. However, references to 
the three basic components – being lawful, ethical, and robust – and to 
the four ethical principles – respect for human autonomy, prevention 
of harm, fairness, and explicability – are stronger than references to 
the seven key requirements for the realisation of trustworthy AI. For 
instance, there is a clear announcement that AI should be ethical and 
follow the ethical principle of respecting human autonomy, but the 

48 Ibid.
49 Ibid.
50 Ibid.
51 InCoDe.2030. (2019a), p. 26.
52 Ibid., p. 34.
53 Ibid., p. 36.
54 Ibid., p. 37.
55 Ibid.
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Portuguese AI national strategy seems weaker in its commitment to the 
realisation of the requirement of human agency and oversight.

According to the EU Ethics Guidelines for Trustworthy AI, respect for 
human autonomy requires protection of fundamental rights, the cen-
trality of user’s autonomy, and oversight through governance mecha-
nisms like the human-in-the-loop approach.56 Even if there are general 
references to the human-centered approach in the AI PORTUGAL 2030 
report, some parts of the document refer to autonomous algorithmic 
decision-making without a clear message around the centrality of user’s 
autonomy, protection of fundamental rights, and human oversight.57 AI 
PORTUGAL 2030 also does not condemn autonomous weapon systems 
– a target of both the EU Coordinated Plan on Artificial Intelligence58 
and the Ethics Guidelines for Trustworthy AI.59 The Portuguese silence 
on Lethal Autonomous Weapons Systems (LAWS) obviously does not 
imply a misalignment with the European guidelines, but it seems a lost 
opportunity to declare support for the human-in-the-loop approach 
according to an emerging consensus among AI architects.60

Importantly, the closing remarks in AI PORTUGAL 2030 bring an 
explanation on the document’s life cycle and clarify that the strategy 
will be monitored by a Committee coordinated by the Foundation for 
Technology and Science and will be subject to annual reviews.61 As this 
report was originally released on June 11th 2019, the European 

56 High Level Expert Group on Artificial Intelligence (2019a), pp. 15-16.
57 For instance, there is a paragraph on real time decision making with AI that describes how AI 

algorithms make autonomous decisions in many applications and must decide promptly and 
accurately. Autonomous algorithmic decision-making seems a major source of concern for 
the EU guidelines for Trustworthy AI, but the AI PORTUGAL 2030 report does not indicate 
a commitment to the requirement of human agency and oversight in this passage of the 
document (see INCoDe.2030 (2019), p. 30). There are other references to autonomous 
algorithmic decision-making without human oversight in the report too (see pp. 31-32). 
Moreover, the discussion on the future of AI research includes also autonomous AI (for driving, 
information systems, cybersecurity, smart cities, industry, etc) and autonomous machine 
learning (intelligent systems that can use machine learning autonomously)(see p. 33).

58 European Commission (2018), p. 8.
59 High Level Expert Group on Artificial Intelligence (2019a), p. 34.
60 Ford (2018), pp. 31-32, 58-61, 106-108, 138, 179, 440 and 507-508. 
61 INCoDe.2030 (2019a), p. 37.
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influence was restricted to the EU guidelines and did not include the 
Policy and Investment Recommendations for Trustworthy AI and 
the White Paper on Artificial Intelligence subsequently released. 
The annual review should update the Portuguese AI national strat-
egy and internalise insights from these new EU documents. Likewise, 
the annual review could also incorporate more strongly the seven key 
requirements for the realisation of trustworthy AI. A few sections could 
also be polished and improved in the text.62 Importantly, however, by 
the time of writing of this report, there was no news about the first 
annual review of AI PORTUGAL 2030 on the INCoDe website.63

4. Particular points of the  
Portuguese AI National Strategy

regarding poinTs oF this national strategy, this report acknowl-
edged the large number of definitions and chose to refer to AI as “the 
scientific area and the suite of technologies that use programmes and 
physical devices to mimic advanced facets of human intelligence”.64 
The report did not explain the reasons for this broad definition, but 
the inspiration possibly came from Alan Turing’s imitation game 
mentioned in the foreword by the coordinator of the strategy.65 In any 
event, this thin definition of AI provided an umbrella concept for big 
data processing apparently intelligent without actually exhibiting any 
of the properties of machine learning or pretending to achieve artifi-
cial general intelligence. It also provided examples of potential appli-
cations and contributions of AI: “autonomy, problem solving, complex 
planning, negotiation, reasoning, inference, decision making, diagno-
sis, prediction, adaptation to new situations, language understanding 

62 For example, there is a reference to the creation of a technological bridge with the so-called 
‘death valley’ at page 15 of the report, but the authors possibly meant the ‘silicon valley’.

63 INCoDe.2030 (2019d). Even if the document was released earlier, the website also refers to 
the date of November 6th 2019 as the moment of the validation and official announcement 
of the AI PORTUGAL 2030. Therefore, by the time of the conclusion of our report in 
October 2020, the first anniversary of this validation of the Portuguese AI National Strategy 
had not yet been reached.

64 INCoDe.2030 (2019d), p. 18.
65 Ibid., p. 12.



59 TO CONTENTS

H
U
M
A
N
-
C
E
N
T
R
E
D
 A
I
 I
N
 T
H
E
 E
U

H
U
M
A
N
-
C
E
N
T
R
E
D
 A
I
 I
N
 T
H
E
 E
U2.

 A
I
 P
O
L
I
C
y
 I
N
 P
O
R
T
U
G
A
L

and generation, explanation, argumentation, visual/audio recognition, 
object recognition and the generation of complex artefacts”.66  It works 
due to the current state-of-the-art industry and the large number of rel-
evant big data applications that do not fit within a “thick” definition.67

The relevance of abundant data is also mentioned at the foreword as a 
decisive factor for the rise of machine learning and the new golden era 
of AI,68 but the strategic role of big data for the Portuguese AI national 
strategy is not fully developed in the report. There are generic refer-
ences to a flourishing data market69 and to the need to invest in stor-
age, availability, and distribution of data,70 but no discussion of the dif-
ficulties of scale faced by Portugal as a small country in comparison to 
China and the US. Importantly, Portugal managed this difficulty in the 
development of natural language processing by expanding its data and 
benefitting from additional sources from outside the country. However, 
AI PORTUGAL 2030 does not refer to this challenge of small scale, nor 
to the potential strategic solutions. Likewise, there are no details on the 
amount of funding and investments. Apparently, this is a limitation not 
only of this report, but also of the national strategy for digital skills in 

66 Ibid., p. 18.
67 I would like to thank the reviewers for asking me an additional explanation of what I mean 

by a thick definition of artificial intelligence. In social sciences, the anthropologist Clifford 
Geertz developed the notion that concepts may be developed through a “thick description” 
that includes cultural context and internal meanings (see Geertz (1973); Geertz (2003); 
Geertz (2008); Shankman et al. (1984)). Therefore, thick definitions of Artificial 
Intelligence would be coined according to the particular cultural context of the field now 
and the internal meanings of artificial intelligence for the current architects of artificial 
intelligence. Such a thick definition could be based on particular techniques like Artificial 
Neural Networks (ANN), machine learning and the quest for general artificial intelligence 
that would probably exclude several applications of digital technology and processing of 
big data which seem intelligent, according to the thin definition used by the Portuguese 
AI National Strategy. Importantly, the High-Level Expert Group produced a more thick 
definition of Artificial Intelligence in their document A Definition of AI: Main Capabilities and 
Disciplines (2019c).

68 INCoDe.2030 (2019d), p. 12.
69 Ibid., pp. 24-25.
70 Ibid., p. 17.
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general.71 Perhaps the Portuguese government could consider structur-
ing and financing the AI national strategy.

On the other hand, the AI PORTUGAL 2030 report is very clear about 
the importance of innovation and how it should be linked to the use and 
development of AI. The report refers to a highly innovative Portuguese 
AI ecosystem and to the role of three Digital Innovation Hubs (DIHs) 
already established to support companies to become more produc-
tive, including SMEs.72 The detailed vision reveals the ambition to 
position Portugal as a living laboratory for experimentation of new 
developments and to contribute to new knowledge and development 
through AI research and innovation.73 The report shows the expansion 
of Research and Development in the business sector, especially SMEs 
since 2015.74 It also covers the educational system, focusing on chal-
lenges related to the performance of students75 and linking education 
with digital inclusion, but with emphasis on STEM knowledge (Science, 
Technology, Engineering, and Mathematics), but no reference to eth-
ics and data protection as part of the specific objectives and specific 
actions related to education.76 As explained before, the AI PORTUGAL 
2030 report was launched before the Policy and Investment 
Recommendations for a Trustworthy AI and the annual review should 
incorporate the important recommendations related to generating 
appropriate skills and education for AI.77 This challenge is not limited 
to redesigning the educational systems from pre-school to higher edu-
cation,78 but especially to the development and implementation of an 
European Curriculum in AI which would incorporate applied ethics 

71 In 2019, a High-Level Review Committee for INCoDe.2030 formed by independent 
reviewers Laurent Crouzet, Donatella Castelli, and Nora McGregor praised the Portuguese 
initiative, but made 20 recommendations to the government, including the need for more 
structured organization – a project manager and staff – and resources – a dedicated budget 
(2019), p. 10.

72 INCoDe.2030, p. 20.
73 Ibid., p. 25.
74 Ibid., 19.
75 Ibid., p. 21.
76 Ibid., p. 36.
77 High Level Expert Group on Artificial Intelligence (2019b).
78 Ibid., pp. 32-33.



61 TO CONTENTS

H
U
M
A
N
-
C
E
N
T
R
E
D
 A
I
 I
N
 T
H
E
 E
U

H
U
M
A
N
-
C
E
N
T
R
E
D
 A
I
 I
N
 T
H
E
 E
U2.

 A
I
 P
O
L
I
C
y
 I
N
 P
O
R
T
U
G
A
L

to AI and ensure an interdisciplinary and multidisciplinary perspec-
tive through cooperation across technical, humanist, social sciences, 
legal and philosophical approaches to AI.79 The annual review of AI 
PORTUGAL 2030 should consider the inclusion of a national plan for 
developing applied ethics to AI and to ensure such an interdisciplinary 
and multidisciplinary perspective as recommended by the AI HLEG.

The report is relatively laconic about the potential role of law and regu-
latory settings to foster trustworthy AI and contribute to technological 
development, but mentions regulatory frameworks as part of the strategy 
for developing the AI ecosystem.80 However, there are no detailed refer-
ences to concrete measures for raising consumer awareness and guaran-
teeing consumer redress, even if Portugal has a strong tradition in con-
sumer law and collective redress.81 Regarding environmental protection, 
the report advocates the application of AI for sustainable urban transfor-
mation, sustainable energy systems, and protection of biodiversity.82

Finally, AI PORTUGAL 2030 presents specific national strengths 
related to the attractiveness of Portugal for knowledge intensive com-
panies and production units with potential for development of spe-
cialised AI software and high-tech devices for export.83 This particu-
lar point is really important, especially in connection with the White 
Paper’s reference to a “lighthouse centre of research and innovation 
for AI in Europe” that “would attract talent from all over the world due 
to the possibilities that it could offer”.84 The EU should seriously con-
sider Portugal as a potential host country for such a lighthouse, not 
only for the concrete efforts already made to develop its digital ecosys-
tem – including also becoming the host country for the Web Summit 
– but also for the symbolic importance of its historical role as a land of 

79 Ibid., p. 33.
80 INCoDe.2030 (2019a), p. 28.
81 Ferro (2015).
82 INCoDe.2030 (2019a), pp. 31-32.
83 Ibid., p. 27.
84 European Commission (2020), p. 6.
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navigators and discoverers.85 European authorities should not forget 
that Portuguese lighthouses are currently found in China, India, and 
African countries as are part of the cultural heritage.86 Likewise, as the 
internet remains the most visible and lucrative application of digital 
technology, the analogy with navigation provides a strong symbolic ref-
erence to justify the establishment of a digital lighthouse for the inter-
nauts of today in the land of the navigators of yesterday.87

5. Concluding remarks 

porTugal builT iTs national strategy for artificial intelligence on 
the previous governmental initiative for development of digital 
skills INCoDe.2030. EU guidelines influenced the AI PORTUGAL 
2030 report, but the annual review should update the Portuguese AI 
national strategy to include insights from the Policy and Investment 
Recommendations for Trustworthy AI and the White Paper on Artificial 
Intelligence. Likewise, reviewers could incorporate more strongly 
the seven key requirements for the realisation of trustworthy AI. 
Additionally, the report could further develop the strategic role of big 
data, description of the amount of funding and investments, definition 
of specific objectives and actions related to education of ethics and data 
protection, and explanation of the role of law, regulation, and redress to 
development of a trustworthy AI. In any event, Portugal looks attrac-
tive for companies and could eventually become the host country for a 
European digital lighthouse.

85 Likewise, the history of modern navigation and discoveries was also a period of colonial 
expansion, political imperialism, ethnic and social domination, transatlantic slavery and 
servitude. This critical reflection on the Portuguese historical legacy and the role of 
European settlers and seafarers around the globe actually also provides a strong warning 
about the need for ethical digital navigation, exploration, and commerce, so that our 
contemporary digital societies do not reproduce the unfair practices of the previous ones.

86 Prodigious examples are the Guia Lighthouse in Macao, the Aguada Lighthouse in Goa, and 
the Dona Maria Pia Lighthouse in Cape Verde. 

87 Falcão (2017).
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CHAPTER 3.

AI policy in Poland

Ethical considerations 

already at the core

Kasia Söderlund
LLM, PhD student in Technology and Society, LTH, 
Lund University, Sweden, and a member of the 
Wallenberg AI, Autonomous Systems and Software 
Program – Humanities and Society (WASP-HS). 

Summary

The chapTer ouTlines the main stages of development of AI strat-
egy in Poland, focusing on three significant documents: Considerations 
for AI Strategy in Poland (November 2018), Policy for Development of AI 
in Poland for the years 2019-2027 (August 2019) and the draft Policy for 
Development of AI in Poland from year 2020 (September 2020). At the 
moment of writing, the latter document has been adopted by the Polish 
Committee of the Council of Ministers for Digitisation and is still sub-
ject to the ongoing legislative process. It should therefore be noted that 
the final shape of the Polish AI strategy may differ to some extent from 
the one analysed in this chapter. The report was prepared through anal-
ysis and comparison of the above documents, with a few references to 
preparatory documents and official governmental websites. 
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What follows is a deeper analysis of the second draft of the AI national 
strategy, Policy for Development of AI in Poland from year 2020, with 
regard to how the following points of interests were interpreted and 
incorporated: definition, funding and investments, applications, data, 
the country’s identified characteristics and strengths, innovation, law, 
education, consumers, SMEs, environment and inequality. The strategy 
sets out objectives which Poland is planning to achieve in the short-
term (until 2023), medium-term (until 2027), and long-term (beyond 
2027). It is divided into five subject areas: society, innovative compa-
nies, science, education, international cooperation and public sector, 
and consists mainly of action points on different levels of detail.

The analysis in this chapter of the drafted AI strategy shows that the 
ethical component – especially the EU’s and OECD’s concepts of trust-
worthy AI – played an important role in shaping the strategy. It is also 
noted that ethical principles were already reflected to a high degree in 
the first document, Considerations for AI Strategy in Poland, which sug-
gests that the ethical dimension of AI has been taken seriously by Polish 
policymakers throughout the legislative process. 

1. Introduction

in december 2018, at the time when the European Commission (here-
after just Commission) called for the EU member states to establish 
their national AI strategies by mid-2019, Poland already had in place a 
solid base for development of its own strategy. A comprehensive doc-
ument, Considerations for AI Strategy in Poland, adopted in November 
2018,1  was the first step in the process of development of the AI policy. 
The first draft of the strategy was the document that followed, Policy for 
Development of AI in Poland for the years 2019–2027, released for public 
consultations in August 2019.2 After many months of inter-ministerial, 
expert and further social consultations, the Committee of the Council 

1 Ministerstwo Cyfryzacji (2018).
2 Ministerstwo Cyfryzacji (2019).
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of Ministers for Digitization3 published in September 2020 the second 
draft of the AI strategy, Policy for development of AI in Poland (the ‘Draft’ 
or the ‘Policy draft’).4 At the moment of writing of this report, however, 
the document is still subject to an ongoing legislative process and the 
exact date of approval of the final AI Policy is unknown. However, the 
urgency for adopting the AI Policy is recognised by the government, 
especially because of the special procedure in which the Policy draft is 
being considered.5

What follows is a brief description of the two documents preceding the 
Draft, with a particular focus on the issue of the ethical considerations 
and the concept of Trustworthy AI. Thereafter, it will be examined how 
the following points of interests were interpreted and incorporated in 
the Policy draft: the definition of AI, funding and investments, applica-
tions, data, the country’s identified characteristics and strengths, inno-
vation, law, education, consumers, SMEs, environment and inequality.

2. Considerations for AI Strategy 
in Poland, November 2018

poland’s preparaTory acTiviTies for establishing its AI strategy 
were initiated in parallel with the works on the European AI strategy 
at the Commission level in 2018. The Ministry of Digitisation invited a 
group of more than 180 experts from the industry, public sector, aca-
demia and civil society, to examine the areas of data-driven economy, 
financing, education, law and ethics, in order to pave the way for devel-
opment of AI strategy in Poland. The result of the consultations was a 
250-page-long document, published in November 2018, which would 
later serve the Polish government as a foundation for the first draft of 
the AI policy. 

3 Committee of the Council of Ministers for Digitization (pol. Komitet Rady Ministrów ds. 
Cyfryzacji), an auxiliary body of the Council of Ministers and the Prime Minister established 
to ensure the coordination of the implementation of IT projects of the government 
administration and the preparation of government documents related to digitisation.

4 Ministerstwo Cyfryzacji (2020a).
5 Ministerstwo Cyfryzacji (2020b), p. 13.
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It is noteworthy that the experts dedicated a significant part of the 
Considerations to deal with the ethical component of AI, and rec-
ommended a list of ethical principles to be included in the strategy. 
Since the Considerations were published before the AI HLEG’s Ethics 
Guidelines,6 the suggested ethical principles in the Considerations 
were slightly different from the ones listed in the Ethics Guidelines. 
Similarities included the general approach to the ethical principles as 
stemming from the fundamental and democratic rights, with the right 
to human dignity at the core. Apart from the principles of fairness, 
explicability, transparency, digital inclusion, etc., the list of ethical 
principles to be protected also included the special protection of vul-
nerable persons, the issue of AI’s influence on the labour market, and 
a proposal to limit AI’s application scope for some cases of automated 
decision-making in the public sector. 

In general, the document presents a very useful, in-depth analysis of 
the AI infrastructure with many recommendations coming from the 
experts, and it therefore served as a well-grounded basis for drafting the 
first version of the AI Policy. 

3. Policy for Development of AI in Poland 
for the years 2019–2027, August 2019

The FirsT draFT of the AI strategy, Policy for Development of AI in 
Poland for the years 2019–2027,7 was published in August 2019 and was 
open for public consultations until September 2019. This time, since 
the AI HLEG’s Ethics Guidelines had already been released, the ethical 
principles and requirements of the Guidelines were clearly reflected in 
the Policy draft.

Similarly as in the Considerations, the starting point for the reasoning 
regarding the ethical element in this document was the absolute right 
to human dignity, recognised as the foundation of the axiological order 

6 European Commission (2019a).
7 Ministerstwo Cyfryzacji (2019).
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of the state.8 We read further that since the ethical problems related to 
application of AI systems are expected to only increase in the future, it 
is of the highest importance to maintain, or enhance, trust, and to set up 
an appropriate environment for design, development and use of AI tech-
nologies, which would be worthy of human trust.9 It is noted that the 
issue of trust in AI should be understood broadly, and encompass not 
only algorithms and other AI technologies, but also take into account the 
wider, consequential context of their application within societies. 

Subsequently, the notion of the Human-Centric Approach on AI is 
invoked, along with UNESCO’s framework of a Global Ethics Code 
for AI. However, also concepts like the EU’s Trustworthy AI and the 
OECD’s Stewardship of Trustworthy AI seem to have be given special, 
nearly equally important significance, as they are considered to be the 
initiatives that Poland “supports, and their recommendations adopts 
as its own for the purpose of this document”.10 It is emphasised that 
the ethical policy of AI in Poland should be developed in line with 
the EU’s concept of Trustworthy AI.11 Both the Ethics Guidelines 
and Trustworthy AI are given more explanation in Annex 2, labelled 
“Ethical dimension,” where large parts of these are incorporated. For 
example, the tables concerning the framework for Trustworthy AI, 
interrelationships between the seven requirements and the system’s 
life cycle, are translated and reproduced, and the components, eth-
ical principles, and requirements for Trustworthy AI are explained. 
Reference is also made to the Trustworthy AI Assessment List, as a 
checklist that would help verify the application of each of the key ethi-
cal requirements set out in the Guidelines.

8 Ibid., p. 38.
9 Ibid., p. 40.
10 Ibid., p. 40.
11 Ibid., p. 41.
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4. The draft of the Policy for 
Development of AI in Poland from 
year 2020, September 2020

so Far, The Policy for Development of AI in Poland from year 2020 has 
not yet been adopted as an official Polish AI strategy, although the final 
version of the Policy was initially planned to be presented in the first 
quarter of 2020. It can be supposed, however, that the role of the coro-
navirus outbreak in 2020 cannot be disregarded in shifting of the gov-
ernmental priorities and as a result, contributing to the delay. 

Once the final Policy is adopted, it will be Poland’s response to the 
Commission’s Coordinated Plan on Artificial Intelligence,12 and it will also 
implement a few important national programmes and international 
strategies concerning AI, innovation and digitisation strategies, such as 
Ethics Guidelines for Trustworthy AI, 33 proposed Policy and Investment 
Recommendations, and OECD recommendations. The Policy draft is a 
result of concerted efforts of governmental institutions, public sector, 
industry, civil society and academia, in order to build a comprehensive 
and dynamic national AI strategy, and to spur the development of AI 
technologies in Poland.

The overarching purpose of the Policy will be to support society, com-
panies, scientists and the public sector in taking advantage of the oppor-
tunities created by AI technologies and, at the same time, to ensure pro-
tection of human dignity and fair competition in the global context. The 
resulting document is over 60 pages long, divided into six sections:

 ɖ AI and society – setting out the list of activities and objectives to develop 
Poland’s data-based economy, and to make the Polish society aware of 
the need to constantly improve its digital competences;

 ɖ AI and innovative companies – aiming at supporting Polish AI enter-
prises, including financing mechanisms for their development, 

12 European Commission (2018), see also chapter 1 in this volume.
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cooperation between start-ups and the government, and creation of 
regulatory “sandboxes”;

 ɖ AI and science – support for the Polish scientific and research commu-
nity, foundation of AI doctoral positions, grants for researchers and other 
activities aimed at preparing an expert AI workforce, including a frame-
work for the ethical and safe use of this technology; 

 ɖ AI and education – actions on the first-, secondary-, and third-cycle edu-
cational level, programs for people at risk of losing their jobs as a result of 
the digital transformation, educational grants;

 ɖ AI and international cooperation – activities on the international arena 
with the objective of supporting the promotion of Polish businesses in 
the field of AI and the development of AI technologies with respect for 
human dignity and human rights, in line with EU and OECD standards;

 ɖ AI and the public sector – aiming at supporting the public sector in, 
among other objectives, facilitating governmental public procurement 
for AI solutions, improved coordination of AI development, opening and 
sharing as much public data as possible with citizens and companies.

Each of the above sections are further divided into subsections listing 
specific actions and objectives to be reached in the respective time-
frames: short-term perspectives (until 2023), middle-term perspectives 
(until 2027) and long-term perspectives (after 2027).

In general, the Draft is a concise document, describing the digital revolu-
tion as a window of opportunity for Poland’s development leap. It contains 
very specific sets of actions and objectives in high level of detail, while at 
the same time remaining adaptable and open for the possible adjustments. 

4.1. “Trustworthy AI”
The concept of Trustworthy AI has been incorporated into the Policy 
draft as one of the main pillars of the AI ecosystem.13 As a succinct 

13 Ministerstwo Cyfryzacji (2020a), e.g., p. 59, “[t]he Polish ecosystem operates in relation 
to the international and legal dimension, technical and organizational standards, and above 
all, a human functioning in society and the environment on the basis of ethical principles for 
Trustworthy Artificial Intelligence.”
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document, it does not explain in detail the concept of Trustworthy 
AI. Instead, it refers the reader to the Ethics Guidelines, and empha-
sises that development of AI should be underpinned by the European 
approach to the concept.14 Only the seven requirements for realisation 
of Trustworthy AI are explicitly listed in Annex 1, “Definition of AI.”15 

However, apart from the AI HLEG’s Ethics Guidelines, other initiatives 
aimed at the development of ethical AI on other fora are mentioned,16 
such as the UNESCO’s Global Ethics Code for AI, OECD’s Stewardship of 
Trustworthy AI and the Council of Europe’s works towards recommen-
dations for AI respecting human rights, the rule of law and democracy. 
Poland declares its willingness to take part in these works, and it is even 
claimed that Poland is one of the most active supporters of ethical use 
of data, in accordance with the idea of Trustworthy AI.17

Additionally, a Polish Ethics AI Code is planned to be developed, which 
would be based on Article 30 of the Polish Constitution (the right to 
human dignity) and the Charter of Fundamental Right of the EU.

4.2. AI definition
The problem of defining AI for the purposes of the strategy is laid out 
separately in Annex 1. As is usually the case with such definitions, the 
starting point is a reflection on the challenges in defining AI, and that 
no agreement as for the legal definition of AI has been reached thus far. 
Nonetheless, the policymakers approached the task by describing the 
phenomenon of AI, pointing to the main features of AI systems and 
explaining their essential components.

The section is introduced by an explanation of AI in a “collective” way, 
by the Polish think-tank Sobieski Institute,18 as an area including e.g. 
robotics, machine learning, creation of intelligent behaviour models 

14 Ministerstwo Cyfryzacji (2020a), p. 21.
15 Ibid., p. 58.
16 Ibid., pp.53–54.
17 Ibid., p. 51.
18 Michałowski (2018).
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and computer programs simulating these behaviours.19 Later, the narra-
tive zooms out onto the international level. It is observed that a certain 
consensus as for the understanding of AI has been resolved, although 
it captures the definition of AI from its operational side, based on the 
technical development of the intelligent agent model. Here, the Draft 
refers to the OECD’s definition of AI systems in Recommendation of the 
Council on Artificial Intelligence,20 as well as to the AI HLEG’s explanation 
of AI in “A definition of AI: Main capabilities and scientific disciplines of 
AI”.21 Both definitions are partially reproduced in the text of the Annex, 
and as mentioned above, reference is made to the seven key require-
ments of Trustworthy AI. 

4.3. Funding and investments
Since the number of large private companies in Poland is relatively 
small, the responsibility of financing AI projects is considered to rest 
mainly on the public sector and state-owned companies. A list of the 20 
main programmes financing implementation and development of inno-
vative projects was incorporated into the text of the document. These 
include programmes such as support of VC funds investing in innova-
tive technologies, green technology initiatives (lowering carbon emis-
sions and reducing the degrading effect on the environment), invest-
ment in start-ups (including some of the high-risk profile), scientific 
research in AI and machine learning, investments in Polish as well as 
European innovation hubs, and encouraging medium- and large compa-
nies to support tech accelerators. 

Some of the interesting examples of tools intended to increase the level 
of innovation, including AI solutions, are the following:

19 Ibid., p. 12.
20 “A machine-based system that can, for a given set of human-defined objectives, make 

predictions, recommendations, or decisions influencing real or virtual environments” 
(OECD, 2020: 7).

21 European Commission (2019b).
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 ɖ including the requirement of AI solutions in specifications of strategic 
investments financed from public funds,

 ɖ adaptation of currently used tax mechanisms for enterprises investing in 
innovative solutions,

 ɖ creating the possibility of testing ground, water and air vehicles and 
autonomous ships in designated zones (road sections, public waters, 
smaller towns, districts of larger cities) and under certain conditions.

The programmes listed in the Draft amount to around 2 billion EUR 
(9180 million PLN). It is important to note, however, that the govern-
ment’s investments in AI projects are included into the broader financ-
ing category of innovation. The programmes are meant to be periodi-
cally evaluated as for their suitability, and special consideration will be 
taken as to whether sufficient funds are allocated for investments in AI. 

It has been pointed out by one of the Ministries, however, that the 
financing framework should be more detailed, and contain a specified 
schedule of activities with assigned entities responsible for their imple-
mentation.22 The government’s response to this concern was that a 
detailed action plan will be developed after the adoption of the main text 
of the AI Policy, in order to uphold its flexible and dynamic character.23

4.4. Applications
Some concrete examples of AI applications mentioned in the analysed 
document include: energy, environmental protection, water saving, 
health and senior care, tools predicting the development of the epi-
demiological situation, communication and housing infrastructure, 
protection of the external border of the EU, autonomous vehicles, cin-
ematography (digital reconstruction, automatic film translation, dub-
bing preparation). 

Moreover, certain sectors of the economy are prioritised and expected 
to gain the most from the development of AI technologies. These 

22 Ministerstwo Cyfryzacji (2020c), com.  49.
23 Ibid
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sectors include state administration, construction (in particular smart 
building), cybersecurity, energy, trade and marketing, medicine, indus-
try, agriculture, transport and logistics. The Policy draft estimates that 
benefits of implementing AI in the prioritised sectors are equivalent to 
around 2.65 percent of the Polish GDP.

4.5. Data
The significance of data, and its fundamental role in the digital transfor-
mation of societies, is raised at the very beginning of the document.24 It 
is acknowledged that acquiring, collecting, analysing, processing, using 
data and the constant development of AI algorithms are crucial for 
data-driven economies, and in order to enter the era of AI, public and 
commercial services must be deeply saturated with data.

4.6. Country’s strengths
Despite Poland not ranking at the top of ICT ratings,25 the Policy draft 
highlights a few areas that Poland might focus on in order to boost its 
potential. Some factors are specifically pointed out as likely to contrib-
ute to the Polish development in AI, for example:

 ɖ Students’ high results in mathematics and natural sciences in OECD’s 
PISA assessments, in which Polish 15-year-old students were ranked 10th 
in 2018.26

 ɖ According to a Global Creativity Index compiled by management studies 
specialists,27 approximately 33 percent of the Polish population could 
be classified as belonging to the so-called creative class – comparable to 
The United States, which has a similar figure (33 percent) – making the 
country comparable also regarding niche applications of AI and attendant 
research.

 ɖ A thriving computer games industry, which is a domain of the tech sector 
that is closely related to AI.

24 Policy for Development of AI in Poland, p.8.
25 OECD Data (2020).
26 OECD (2018).
27 Florida et al. (2015), p. 35. For comparison, the report lists the figure for Sweden at 45 

percent, the Netherlands, Canada, and the United Kingdom all at 44 percent.
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Another specific Polish advantage, although not listed in the Draft, is 
the population’s relatively high proficiency in English as a second lan-
guage. In the EF English Proficiency Index,28 Poland took the 9th global 
position, with a score comparable to the Nordics and Germany.

4.7. Innovation
The issues of innovation and AI technologies are to a great extent con-
sidered jointly. As already touched upon in the Funding and invest-
ments section, this is also reflected in the way AI projects are des-
ignated to be financed. The 20 programmes listed in the Policy draft, 
considered for financing AI projects, are intended to be included also in 
the broader context of investments allocated for innovation. However, 
the programmes are sufficiently adaptable and open for a wide range 
of projects, so effectively each of them could finance an AI project 
within its scope of application. For example, a programme BRIdge Alfa 
is designed for innovative ideas that are in the initial stage, where the 
risk of investment failure is the greatest, but can be verified at a rela-
tively low cost. Other programmes target exclusively AI solutions, such 
as INFOSTRATEG, supporting research on selected machine learning 
problems that have the potential of development on a larger scale. 

4.8. Law 
The approach to the regulatory settings is two-fold. On the one hand, 
the wider context of the EU and international law is considered, 
especially with regards to the Ethics Guidelines. On the other hand, 
the document highlights the need for monitoring and evaluating the 
national legislation.29 For example, the policymakers pointed to the 
problem of unequal access to AI solutions and submitted certain 
action points in this regard, or defined more specific tools, including 
enabling the exploration of the Polish language by addressing the issue 
of copyright protection in texts. 

Further, in Annex 2 to the Policy draft, an “AI Ecosystem” is described as 

28 World Economic Forum (2016).
29 Ministerstwo Cyfryzacji (2020a), p.21.
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a horizontal environment covering four dimensions: international, ethi-
cal, legal, as well as technical and organisational, intended to initiate and 
support activities undertaken by AI stakeholders. In order to implement 
the objectives of the future policy, the policymakers appointed an AI 
Legislative Team, whose task will be to address legal and ethical challenges 
supporting the implementation of the AI policy.30 Within the legal dimen-
sion, what is specifically addressed, among others, are issues of legal defi-
nition of AI, ownership of personal data and their portability, protection of 
business secrets, Intellectual Property, responsibility for damages caused 
by AI, and support for procurement specifications for AI solutions.

4.9. Education 
As regards to the areas of education and science, both sections contain 
many ambitious action points. However, the objectives connected with eth-
ical and sociological aspects in AI were incorporated in the section concern-
ing AI and society. They include, among other tools, analysis of the ethical 
effects of AI through research in the form of scientific grants, competitions 
and other financial instruments, as well as initiating the path for grants in 
research in the field of transparency of AI algorithms applications.31

More generally, on top of the above actions, the significance of includ-
ing the ethical dimension in AI and science was emphasised in the doc-
ument in the following way: 

The key to the implementation of the AI Policy is treating this dis-
cipline as multidimensional – taking into account, apart from engi-
neering, also humanities and social sciences, which are important 
for determining the subsequent framework for the use of AI in 
social and economic life, and in particular ethical frameworks. Only 
in this way it will be possible to ensure that AI is used in a manner 
acceptable to society.32 

30 Ibid., p. 21.
31 Ibid., p. 22.
32 Ibid., p. 34.
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This indicates a sensitivity towards subject areas other than natural 
sciences (engineering, economics, etc.) which adds to the image of the 
policymakers being genuinely concerned about human values. 

4.10. Consumers
Although the Policy draft does not specifically address the issue of how 
consumers are to be protected with regard to the rapid development of 
AI technologies, many action points – by the same token serving con-
sumers – can be found in the section on AI and society. One of the long-
term goals listed therein is that Poles are aware of the opportunities and 
threats caused by the development of modern technologies.33 Another 
goal highlights the importance of building social trust and readiness to 
use AI solutions combined with democratisation of access to AI. This 
is intended to be achieved by promoting knowledge about AI and its 
impact on society through the media, working against disinformation 
and false information about the functioning of AI, as well as campaigns 
to raise the awareness of the public and companies on how to handle 
data – in particular in the context of the use of complex algorithms.34

4.11. SMEs
Providing support for small and medium enterprises (SMEs) is inher-
ent to the Policy draft through many programmes, as enumerated in 
the budget for innovation funding (listed in the section “Funding and 
investments”). The SpeedUp Energy Innovation and EEC Magenta pro-
grammes, directed at start-up technology companies in the growth and/
or expansion phase, can serve as good examples. However, there are 
also other ways in which the support for SMEs is intended to be real-
ised, for example by analysis and elimination of legislative barriers and 
administrative burdens for new enterprises using AI.35

However, the document does not stipulate that SMEs and start-ups 
would be specifically assisted in the process of development for 

33 Ministerstwo Cyfryzacji (2020a), p. 25.
34 Ibid., p. 23.
35 Ibid., p. 24.



80 TO CONTENTS

H
U
M
A
N
-
C
E
N
T
R
E
D
 A
I
 I
N
 T
H
E
 E
U

H
U
M
A
N
-
C
E
N
T
R
E
D
 A
I
 I
N
 T
H
E
 E
U3.

 A
I
 P
O
L
I
C
y
 I
N
 P
O
L
A
N
D

trustworthy AI. The responsibility to include ethical standards in all 
AI systems was emphasised in the Policy draft, regardless of the size 
of the companies.  

4.12. Environment
The Draft stresses the impact that AI will have on energy, climate and 
environment. One of the action points in AI and society is to use AI 
solutions to monitor and improve Poland’s environment. It is also 
noteworthy that one of the largest programmes included in the budget 
for innovation financing (2500 million PLN, an equivalent of ca. 547 
million EUR) is the programme New Energy, supporting entrepreneurs 
and municipalities in the implementation of innovative technolo-
gies in the energy sector, including in the areas of “smart cities” and 
“self-sufficient energy clusters”. Elsewhere, the Policy draft indicates 
that AI technologies:

...will allow, among others, to integrate and stabilize the operation of 
distributed generation and renewable energy sources, effective man-
agement of electricity consumption, and by increasing the flexibility 
and controllability of the power system, […] increase the level of relia-
bility of supplies and the quality of electricity delivered to consumers.36

4.13. Inequality
The problem concerning inequality of access to AI and data was already 
noted in the Considerations for the AI Policy, in which the authors rec-
ommended addressing the issue. One of the documents’ objectives 
is to facilitate development of AI solutions and access to data regard-
less of the size of the entity.37 Some of the tools include a “Digital 
Administration Sandbox,” an “Open Data portal,” digital repositories 
created in the cultural sector, as well as commercial and academic solu-
tions based on open data.

36 Ibid., p. 24.
37 Ibid., p. 24.
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5. Conclusions 

The analysis oF the Considerations for AI Strategy in Poland, Policy for 
Development of AI in Poland for the years 2019–2020, and the draft of the 
final AI strategy Policy for Development of AI in Poland from year 2020, 
suggests that the ethical element is one of the central components in all 
the documents, and that both versions of the Policy have been strongly 
influenced by the EU and OECD concept of trustworthy AI. 

The published draft of the Polish AI strategy in September 2020 
may still be subject to some changes, but this analysis of the doc-
ument shows that the Polish policymakers seem to have taken the 
Commission’s recommendations seriously, and have incorporated the 
ideas of trustworthy AI at the core of the Policy draft. Although the 
explanation concerning the very concept of Trustworthy AI has been 
done in a rather rudimental way, considering the concise character of 
the document, the general reference to the concept seems to play a 
pragmatic role. It is also notable that many of the ideas concerning the 
ethical dimension of AI were already put forward in the Considerations 
for AI Strategy in Poland, i.e. before the Commission’s invitation to pre-
pare the strategies and before the Ethics Guidelines were published. 
Poland has also expressed a strong interest in taking part in the further 
works on Ethical AI at the European and international level.

The Policy draft includes very specific sets of actions and objectives in 
a high level of detail, while at the same time remaining flexible. This is 
reflected in the financing framework of the project, by making it possi-
ble to adapt to the changing and specific needs of the Polish AI devel-
opment in the upcoming years. It has been clarified by the government 
in the comments to the Policy draft that an additional, more detailed 
action plan will be developed after the adoption of the main text of the 
AI Policy, due to the fact that introducing a change to the Policy should 
not involve repeating the legislative path.38

38 Ministerstwo Cyfryzacji (2020c), com. 49.
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We should hope that the Policy will be officially adopted very soon, 
while keeping in mind that establishing a national AI strategy is only 
the beginning of the journey. Even the best policy on paper can be exe-
cuted poorly, and the other way around. The Policy appears to lay out an 
ambitious, promising strategy, and it remains to be seen to what extent 
it will be realised.
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CHAPTER 4.

AI policy in Norway

Looking to the future and 

harmonised with the EU 

Frans af Malmborg
Frans af Malmborg is a PhD student in Public Administration 
at the Department of Political Science and Management at the 
University of Agder, Norway. His research concerns Artificial 
Intelligence Policy within the European Union. Frans holds an 
MA in Public Administration from the University of Gothenburg 
and a one-year MA in Social Work from Malmö University.

Summary

The aim oF this chapter is to analyse the extent to which the Norwegian 
National Strategy for Artificial Intelligence (AI) has been influenced by 
the European Commission’s approach to AI as articulated through the 
Commission’s High Level Expert Group on Artificial Intelligence (AI 
HLEG) as well as the Commissions coordinated plan on AI from 2018.1 
Drawing on an in-depth systematic analysis of the strategy as well as 
interviews with key government officials, we conclude that the national 
strategy largely follows the European approach to AI. This is the case in 

1 A month after the publication of the Norwegian National Strategy in January the EU 
Commission published a White Paper on AI in February. Due to the White Paper being 
published after the Strategy, this chapter does not consider the White Paper as a potential 
influential force on the national strategy.
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terms of general narrative; as a tech-optimist and future oriented strat-
egy focusing on the potentials of AI technology situated in a Norwegian 
context. The strategy also draws largely on the Commission’s approach 
concerning the definition and conceptualisation of AI technologies and 
adopts the policy-construct of “Trustworthy AI”, dedicating an entire 
section on how the principles promoted by the AI HLEG is going to be 
implemented in Norway. Word queries conducted also show a degree 
of “discursive similarity” to the European approach unmatched by any 
of the other Nordic countries. Interviewees confirm the fact that the 
strategy has been created by “order” of the Commission and includes 
the areas that the Commission wants covered. The findings are perhaps 
surprising since Norway is not an official EU member but unsurprising 
for scholars of Norway’s relationship to the EU: the Norwegian govern-
ment has a long history of working closely with Brussels policymakers. 
This highlights how the European Commission has agenda-setting 
powers both within the EU and towards associated countries. 

1. Introduction 

on The 14Th of January 2020 at the Mesh coworking-space in Oslo, the 
Norwegian Minister of Local Government and Modernisation, Nikolai 
Astrup, presented Norway’s National Strategy for Artificial Intelligence 
(NNSAI). The crowd consisted of 160 eager listeners from academia, 
civil society, trade and industry and the public sector. The tone of the 
presentation was optimistic: faced with the upcoming challenges of 
climate change, increasing globalisation and the age wave, Artificial 
Intelligence (AI) technologies are key in achieving smarter and more 
efficient use of resources so that Norway can maintain the same level of 
welfare and more efficiently deal with pressing societal challenges. The 
content of his presentation is reflected in the foreword of the NNSAI: 
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Artificial Intelligence represents vast opportunities for us as indi-
viduals, for business and industry, and for the public sector. If used 
optimally, technology can contribute to achieving the Sustainable 
Development Goals – not just in Norway, but globally. 

Furthermore, Astrup recognised the fact that the United States and 
China were further along in creating consumer-oriented applications, 
although AI in Norway will differ in some key respects. He particularly 
emphasised Norway’s own strengths in process industries: green ship-
ping, aquaculture and petroleum activities as well as one of the top tier 
digitised public sectors in the world, Astrup states that by building on 
these country-specific strengths, Norway had the possibility to lead 
the way in AI technologies that are both human-friendly and trustwor-
thy. The risks posed by AI were also mentioned in the foreword where 
some key risks are phrased as questions: accountability of AI systems, 
autonomous decision-making systems that potentially may cause 
harm and “how do we make sure that the technology does not inten-
tionally or unintentionally perpetuate and reinforce discrimination 
and prejudice?”. The solutions for these potential AI threats lie in let-
ting AI developments be guided by key principles such as transparency, 
explainability and cautious testing.2 

Astrup is not alone in being an optimist about AI. In the last cou-
ple of years, we have seen an exponential increase in AI-related busi-
ness investments, academic publications alongside an ever-increasing 
technical performance of AI technologies and systems.3 The perhaps 
most famous example of this comes from the chairman of the World 
Economic Forum (WEF), Klaus Schwab, depicting AI technology as 
key for the “fourth industrial revolution” akin to the role which the 
steam engine and electricity played for early industrialisation.4 As a 
new disruptive general-purpose technology, WEF predicts that AI will 
affect around 26% of jobs in emerging economies creating over 133 

2 Ministry of Local Government and Modernisation (2020).
3 Perrault et al (2019).
4 Schwab (2017).
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million new jobs globally by 2022.5 The Norwegian strategy should also 
be viewed in the light of these global developments. Increasing busi-
ness investments, academic AI publications and technical performance 
has spurred a policy interest in AI whereby we can see an ever-growing 
increase in national AI strategies, policy documents, reports, and over-
all advocacy in the area. The OECD has set up an AI policy observatory 
as late as in early 2020 just to keep track of this development in which 
the organisation collects key data from AI policies around the globe. 
The OECD writes: “Artificial intelligence is at the top of policy agen-
das for governments and other stakeholder groups at both national and 
international levels”.6 This trend has not gone unnoticed by the Nordic 
countries. Figure 1 shows the mentioning of Artificial Intelligence in the 
Nordic governments official statements, policy documents, and press 
releases over the period 2010–2020.

0
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90

120

150

2010 2011 2012 2013 2014 2015 2016 2017 2018 2019 2020

 Sweden  Norway  Finland  Iceland

Figure 1: Nordic governments mention of “artificial intelligence” 2010–20207

5 World Economic Forum (2019).
6 OECD (2020).
7 Denmark is unfortunately excluded in Figure 1 due to difficulties with the government’s 

online searching interface. 
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Furthermore, there are key concepts around AI visible in this pol-
icy agenda. As a main theme of this report, it is clear that trustwor-
thy AI is one of these; a buzzword which permeates the policy sphere 
through official seminars, informal and formal discussions, and reports. 
Promoted by the European Commission (hereafter just “Commission”) 
and coined by the AI HLEG, set up by the Commission, trustworthy AI is 
at the core of the European coordinated approach on AI. Coordination, 
seen as a way to achieve a European approach to AI, is thought to be 
needed if the EU is to compete with the current global tech giants: The 
United States and China. The main question for this chapter is thus: to 
what extent is the Norwegian AI strategy coordinated with the European 
approach to AI? Unpacking this question not only gives content to the 
Norwegian approach, but also gives us insight into how and why the 
tightly coordinated European approach actually hopes to operate. 

2. Norway and its neighbours  

The nordic counTries, in general, have been described as forerun-
ners in both equality and environmental policy and innovation.8 The 
region also boasts a relatively lively and strong tech-sector which has 
gained traction of late and the Nordic AI market is expected to grow 
35% annually over the coming years, surpassing 1 billion EUR in 2022.9

The Nordic integration towards the European project can be described as 
“differentiated integration”. The EU as we know it is increasingly diverse. 
EU membership cannot be viewed as a categorical variable. Rather, the 
EU increasingly resembles a multi-speed Europe whereby some coun-
tries are very tightly linked to the EU while other countries are not.10 In 
the Nordic countries, Iceland and Norway are not official members of the 
EU, while Sweden is an official member, Denmark is an official member 
bound by the financial pact, and finally Finland is officially within the 
Union as well as within the European Monetary Union (EMU). Together 

8 Stende (2017).
9 Computer Weekly (2019).
10 Schimmelfennig & Winzen (2019).
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with Iceland, Norway is thus the most loosely connected to the EU in the 
Nordics. At least formally.  It is therefore a special case in many respects 
since it is not an official member of the European Union (EU) but still 
bears strong administrative ties to the Union both through policies and 
tight coupling of agencies and administration.11 Both Iceland and Norway 
are members of the European Economic Area (EEA). 

Thus, all the Nordic countries have a unique relationship with the EU. 
Despite the “Nordic block” commonly described as having similar dem-
ocratic systems and societies – there are obvious differences when it 
comes to their relation to the EU. Moreover, the Nordic region and the 
Baltic states also have a long-standing institutionalised regional coop-
eration through the Nordic Council of Ministers (NCM) which also 
coordinated AI efforts in 2018.12 

A litmus test for how closely the Nordics’ AI policies reflect the 
European approach to AI, Figure 2 shows the result of a word search 
for European AI language in Nordic AI policy documents. As the charts 
show, Norway’s AI strategy is the policy document with the highest 
number of references to the European approach, accumulating a total 
of 141 references through a word search query. Furthermore, the bar 
chart shows relatively high referencing to the word “trustworthy” – 
which, aforementioned, can be considered one of the core elements in 
the European approach to AI; this will be expanded upon in the next 
subsection. It is worth mentioning that the EU policy documents on 
AI were released in 2018 (European AI Strategy) and 2019 (AI HLEG), 
which partly explains why national policy documents prior to that date 
are less likely to use the language consistent with the EU approach. 

11 Trondal & Kuhn (2018); Bauer & Trondal (2015); Eriksen & Fossum (2014).
12 Nordic Council of Ministers (2018).
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Figure 2: Nordic countries AI policy, references to a European approach13.

3. The National strategy for 
Artificial Intelligence

The norWegian ai Strategy is a 67-page document which was pub-
lished on January 14th 2020 and is thus the most recent of the Nordic 
strategies on AI (at the time when this text is written). The responsi-
ble ministry was the Ministry of Local Government and Modernization 
(KMD) and the writing group consisted of three full-time and one 
part-time government officials. In Norway, the AI policy was organised 
as a small writing group consisting of four people from the ministry, 

13 The words are key concepts from the European approach such as trustworthiness and 
expert group as well as direct references to Europe the European Commission as well as 
the AI HLEG. The generic terms (commission, expert group, trustworthy) were manually 
controlled for false positives which then were weeded out from the search results. The 
abbreviations are the following: Finland’s age of artificial Intelligence (AOA FI), Swedish 
National approach to artificial intelligence (NA SWE), Work in the age of Artificial 
Intelligence (WAA FI), Leading the way into the age of artificial intelligence (LAA FI), Danish 
National strategy for Artificial intelligence (NSAI DK), Norwegian National strategy for 
Artificial Intelligence (NSAI NO).  
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an interdepartmental working group tasked with providing feedback 
towards the writing group as well as a national feedback structure 
(inspillsmöten) consisting of relevant stakeholders from across all 
three sectors (public, private and civil society). The writing group was 
formed in late 2018 after the EU coordinated plan calling for member 
states to develop their own AI strategies, but also partly at the initiative 
of the then new Minister of Digitalisation (Nicolai Astrup). Interviews, 
conducted by the author, highlighted that the Minister of Digitalisation 
was very clear that AI strategy was a priority, which coincided with the 
visions of the government and the central administration. At the time, 
there was also a push from civil society stakeholders towards AI, who 
also emphasised that Sweden, Denmark, and Finland already had pub-
lished their own AI strategies. The National Strategy contains five sec-
tions and 12 subsections, and the rest of this chapter is organised in line 
with its structure. 

3.1. What is AI?
The Norwegian Strategy uses the definition of Artificial Intelligence 
promoted by the AI HLEG: 

Artificial intelligence systems perform actions, physically or digi-
tally, based on interpreting and processing structured or unstruc-
tured data, to achieve a given goal. Such systems can also adapt 
their behaviour by analysing and taking into account how their envi-
ronment is affected by their previous actions.14

It not only borrows the definition but also the conceptualisation set up 
by the Commission with regards to the different AI technologies. Being 
a field of academic study, artificial intelligence incorporates machine 
learning, machine reasoning and robotics. The strategy furthermore 
makes a distinction between weak and strong AI also referred to as 
Artificial General Intelligence (AGI). In this conceptualisation, strong AI 
is considered to be able to do many differing tasks while weak or narrow 

14 AI HLEG (2019b).
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AI, due to its nature, is limited by its context. The strategy explains that 
the AI systems that existed at the time could interpret data from dif-
ferent devices, analyse those data and then perform actions. Moreover, 
the strategy explains machine learning and its subsections supervised, 
non-supervised and reinforcement learning. In such systems, the rules 
are deduced from the data on which the system is trained.15

3.2. A good basis for AI
This section is categorised under three subsections: regulation, data 
and language resources. The section is the largest of all the sections, 
and it tackles important questions around data and data sharing, reg-
ulation and how to fit AI into existing legislation or make way for AI. 
Data is recognised as forming the basis upon which AI is built, as access 
to high quality datasets are crucial for machine learning. The strategy 
makes a distinction between personal data which is covered by the 
Personal Data Act and open public data. The strategy reads: 

No statutory obligation currently requires public sector data to be 
made accessible for use by others, but the goal is for data that can 
be made openly accessible to be shared so that it can be used by 
others (what we refer to as ‘reuse’).16 

The strategy also introduces some methods for how data can be shared, 
including data lakes, data trusts, anonymisation interfaces, synthetic 
data as well as Application Programming Interfaces (APIs). 

Building on earlier governmental reports,17 there are five specific sec-
tors where the sharing and reuse of public data bears particular eco-
nomic value: culture, research and education, government expenditure, 
transport and communications, and maps and property (geodata). As it 
is part of a bigger debate, the strategy states that the government plans 
to issue a White Paper on the data driven economy, and innovation. 

15 Ministry of Local Government and Modernisation (2020).
16 Ibid., p. 14.
17 Ministry of Foreign Affairs (2019). 
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Furthermore, with regards to transparency, to “consider policy instru-
ments that can make it easier for industry sectors to share data and that 
simultaneously safeguard privacy and data protection, security, and 
business interests”.18

The largest subsection is the one concerning regulation. The strategy 
points out that it has been a goal since its 2000 eRegulation project19 to 
regularly modernise existing legislation and make it technology-neutral 
so they can be applied when new technologies emerge. The dilemma 
concerning the “legal lag” is something that is pointed for example by 
Larsson.20 However, this is just one of the issues within the regulatory 
realm. The strategy points out interoperability and “personal data: con-
sent and statutory authority” as two areas which present specific regu-
latory challenges.21 It is worth noting that the strategy includes starting 
up more regulatory sandboxes to test new technologies and/or business 
models within specific parameters.22 For instance, the Norwegian mar-
itime authorities started their first testbed for autonomous vessels in 
2016 and since then two more have been approved.23 

Thus, the need for up-to-date regulation, data sharing capabilities as 
well as building AI on existing Norwegian languages including Sami, is 
well recognised. Acknowledging that different forms of language pro-
cessing are some of the areas most central in AI technologies, the strat-
egy highlights the need for language resources available to developing 
“homegrown” AI technologies in this field.

3.3. Developing and leveraging AI
Globally, we have seen increased investments in AI related technol-
ogies, start-ups and research.24 Perhaps the most famous depiction 

18 Ministry of Local Government and Modernisation (2020), p. 18. 
19 Norwegian Ministry of Trade and Industry (2000-2001).
20 Larsson (2020).
21 Ministry of Local Government and Modernisation (2020), p. 21.
22 Ministry of Local Government and Modernisation (2020), p. 24.
23 Norwegian Maritime Authority (2017).
24 Perrault, et.al (2019).

http://et.al
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of the transformative potential of AI, is by the chairman of the World 
Economic Forum, Klaus Schwab, who describes AI as a key technology 
in “the fourth industrial revolution”.25 One key focus in both the NNSAI 
and in the EU approach is the potential that AI has for the future. This 
focus is visible in their discussions on how to harness the potential of 
AI related technologies, funding development, knowledge and imple-
mentation of AI. There are seven uses of the word “funding” in the 
Norwegian strategy of which five are under the chapter 3 “Developing 
and leveraging AI”. The chapter is split in two sections, concerning a) 
Research and Higher Education and b) Skills. 

3.3.1 Research and Higher Education

In the Norwegian strategy – in accordance with the European approach 
– there is focus on investment in AI research. The perhaps most speak-
ing graph for these developments is a chart that shows the expendi-
ture from the Norwegian Research Council (NRC). As suggested by 
Figure 3, the overall trends point towards an increase in research and 
development in AI in Norway which also is in line with the EU which 
increased its AI related investments with 49% from 2018 to 2019 and 
reached 5.2 billion USD.26 

25 Schwab (2017).
26 International Data Corporation (2019).
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Figure 3: Yearly expenditure of Norwegian Research Council.

3.3.2 Skills

The NNSAI recognises that the development of technological skills 
is vital to achieve a good basis for AI in Norway. Of the many changes 
underway, the most vital one is the Norwegian Curriculum Renewal, 
whereby natural sciences and mathematics will include programming 
and computational thinking skills. Furthermore, the existing further 
education programmes will be reinforced with a new Skills Programme 
in 2020. The NNSAI recognises the importance of the existing work-
force to learn and adapt, hence why the Norwegian Government pre-
sented a skills reform for lifelong learning in April. 

3.4. Enhancing innovation capacity using AI
The European Innovation Scoreboard 202027 shows that the Nordics rank 
the highest and most innovative of all the EU countries. Numbers from 
the OECD published in January 2020 show that Norway is in third place 
out of all OECD countries with regards to the most innovative firms.28 
The NNAIS suggests that Norway can build on its existing strengths, 

27 European Commission (2020).
28 OECD, (2020).
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such as; health, oil and gas, energy, the maritime and marine industries 
and the public sector, and advance these through the use of AI. Public 
sector agencies are already exploring the potential in AI related tech-
nologies for example in the Norwegian tax administration,29 as well as 
the Norwegian State Educational Loan Fund.30 Since it is acknowledged 
that increased co-creation between the public and the private sector is 
vital to unlock the innovative potential of applying AI, the Norwegian 
government has therefore committed to establishing a new programme 
for interaction between start-ups and the public sector.31 

The NNSAI furthermore follows the policy instrument Digital 
Innovation Hubs (DIHs), suggested by the Commission in 2016, to get 
Small and Medium sized enterprises on board with implementing AI 
technologies. Since then, four DIHs have been initiated in Norway. The 
NNSAI recognises that a new generation of larger and more binding 
DIHs will be created. Another key method is to find new and innovative 
forms of collaboration between public and businesses, hence why the 
NNSAI also suggests that the government should engage in a dialogue 
with DigitalNorway – a non-profit organisation working to harmonise 
digital transformation within Norwegian businesses.32 

3.5. Trustworthy AI 
The European priority for trustworthiness is visible in the NNSAI, nota-
bly in the foreword by the then Minister of Digitalization, Nikolai Astrup:  

Norway enjoys a high level of trust and some fundamental values 
that permeate our society. We respect human rights and privacy, 
[…] This is something we perhaps take for granted in Norway, but 
leading the way in developing human-friendly and trustworthy arti-
ficial intelligence may prove a vital competitive advantage in today’s 
global competition.33 

29 OECD (2016).
30 Norwegian State Educational Loan Fund (2017).
31 Ministry of Local Government and Modernisation (2020).
32 Ibid.
33 Ibid., foreword.
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An entire chapter in the NNSAI is dedicated to the notion of trustworthi-
ness. The chapter begins by describing four specific issues with AI: “big 
data vs data minimisation”, “data quality”, “lack of transparency” and 
“autonomy”. The themes are very upfront: AI needs vast amounts of data 
for training but at the same time, the principles for data protection is data 
minimisation. On the one hand, machine learning algorithms need vast 
amounts of data for the machine to be able to learn. On the other hand, 
contemporary regulation such as the Personal Data Act in Norway and the 
GDPR at the European level is focused on minimising access to and usage 
of certain types of data. The NNSAI acknowledges this as a dilemma: “con-
sequently, the need for large datasets can conflict with the principle of data 
minimisation”. Although there are also ways around this problem through, 
for example, encryption as well as anonymised data or synthetic datasets.34 

The quality of the data is of great importance for training a machine 
learning system since errors in the data can have effects on the analysis 
performed. The lack of transparency is due to the fact that some deep 
learning algorithms can be considered as “black boxes” since even their 
creators do not know why they make certain decisions and what infor-
mation they base their decisions on.35 In this light, autonomy is obvi-
ously a possible challenge since it raises the question of the accounta-
bility of decision-making algorithms.36 

The fact that “Trustworthy AI” – which is at the centre of the European 
approach – is mentioned in the beginning as well as granted an entire 
chapter in the strategy demonstrates the fact that the Norwegian 
approach is tightly linked to the European approach. The notion of 
Trustworthy AI permeates the strategy which contains the word 25 times. 
Whereas the rest of the Nordic AI policy documents contain the word four 
times in total. Furthermore, the strategy clearly adopts the seven princi-
ples put forth by the AI HLEG for the realization of trustworthy AI.37 

34 Ibid.
35 Larsson & Heintz (2020). 
36 Ministry of Local Government and Modernisation (2020), pp. 57-58.
37 AI HLEG (2019b).
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4. Summary and discussion 

The norWegian sTraTegy is a comprehensive, well-written document 
based on both its country specific strengths and to the existing coor-
dinated European framework for AI. The strategy covers the areas that 
are the most pressing as well as most common aspects of AI. The EU 
influence is apparent, as one interviewee put it: 

It has been proven that our strategy covers the areas where the 
Commission has called for. It is a kind of order to the Member 
States in the coordinated plan and that the strategy created should 
cover specific areas. Basically, they cover those areas.

As stated in the introduction, although Norway is not an official member 
of the EU, the administrative side of the government harmonised with 
EU policy frameworks. This is also true when it comes to the NNSAI. 
The late strategy, published in 2020, and extensive referencing to the 
EU approach suggest that the Norwegian strategy is intended to follow 
the European approach. This was confirmed by interviews in which it 
was emphasised that the strategy is essentially a document in line with 
what the Commission encouraged in the coordinated plan back in 2018. 
Compared to other high-level AI strategies/policies in the Nordic states, 
Norway is one of the most tightly discursively integrated to the European 
approach on AI as well as the national strategy most guided by the AI 
HLEG. We can conclude that the Norwegian AI strategy has a high degree 
of similarity to the European approach generally and to the documents 
produced by the AI HLEG specifically. The AI HLEG has been an influen-
tial actor in this regard which also was pointed out by interviewees who 
expressly emphasised on the Ethical Guidelines for Trustworthy AI38 and, 
to a lesser extent, the Policy and Investment recommendations.39  

A part of establishing national strategies from the EU level, States are 
able to draw on the EU’s strong geopolitical position vis-à-vis the US 

38 Ibid.
39 AI HLEG (2019a).
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and China and thus to be able to leverage the EU in the global “AI race”. 
This is apparent in the Coordinated plan from 2018 which states: “Amid 
fierce global competition, a solid European framework is needed”.40 As 
part of this endeavour, member states were encouraged to find exam-
ples of how they implement AI and, most importantly, member states 
were encouraged to “dig up” quantifiable measures to be able to show 
how much they invested in AI. One interviewee portrayed this as an 
exercise in “creative accounting”. It was described as a struggle from 
the policymakers in Norway, faced with the dilemma of trying to track 
down numbers on how much research is put into AI and how many 
PhDs and master students write about AI:  

The Commission has also been busy positioning the EU vis-à-vis 
China and the United States and to make visible a major invest-
ment in Europe. They have been very much looking for “numbers” 
– quantification of research, investments, study places, candidates. 

This raises two distinct questions towards the nature of this and also 
other AI strategies. Will the member states (Norway in this instance) fol-
low up on what they have set out to do in the strategy? And to what extent 
do these strategies serve to legitimise the EU’s geopolitical objectives? 

It has been proclaimed by many, including in the NNSAI, that alleg-
edly (which also has been emphasized earlier in this chapter) the 
potential of AI lies in the future. Here, it is too early to tell whether the 
policy approach will foster a robust and strong AI sector in Norway. 
Although the NNSAI is grand in its ambitions, it could be argued that 
Norway has not made as much progress as some of its Nordic neigh-
bours: Finland, which has been driving the European approach to an 
extent through the chairman of the AI HLEG (Pekka Ala Pietilä), also 
has produced three reports on AI since 2017 and has involved a large 
network of corporate interested parties into the policy process. In 
Norway, stakeholders from all three sectors (academia, civil society 

40 European Commission (2018a).
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and corporate/business) were consulted but not as deeply integrated 
into the policy process as in Finland.

Within the organisation theory,41 separating the talk and the walk is 
common under the concept “decoupling”.42 This theory suggests that 
how organisations describe themselves can be decoupled from organi-
sational practice and that organisational capacity stands in direct rela-
tion to efficient implementation. Yet, although we can already see some 
areas in Norway which are “up and running” and the strategy shows 
clearly how the government needs to, and plans to provide, a good 
foundation for developing trustworthy AI, it remains to be seen how 
this will play out in practice. 

41 March & Olsen (1989).
42 Meyer & Rowan (1977); Brunsson & Adler (1989).
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CHAPTER 5.

AI policy in the Nordics

Pledging openness, transparency 

and trust, while expressing 

readiness to apply AI in society

Stephen Cory Robinson
Cory Robinson, Ph.D., is a Senior Lecturer/Assistant 
Professor of Communication Design at Linköping University 
in Sweden. Focusing on areas of privacy and self-
disclosure, his research investigates disclosure of 
personal data in ecommerce, and ethical frameworks for 
collection of personal data in wearables and IoT. Cory 
is also interested in how culture affects perceptions of 
privacy and what is considered private information.

Summary

This chapTer presenTs a condensed version of selected findings from 
a recent publication.1 By examining four national strategic plans for 
developing AI, the author explores the distinctive differences in how 
Nordic countries (Denmark, Finland, Norway, Sweden) position them-
selves using their unique cultural values (i.e., openness, transparency 
and trust) as business principles to support development and deploying 
AI technologies throughout their societies. As an example of enshrining 
cultural values in policy, the value of trust requires purposeful action 
and increases over time through several interacting societal processes 
– but can also be lost quickly, especially in scenarios where digital trust 

1 Robinson (2020).
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has been eroded (i.e., hacking, fraud, or technological incompetence by 
industry or government institutions). The sharing of values of open-
ness, transparency and trust by all Nordic countries creates a cultural 
unity amongst them, affording an opportunity to demonstrate how 
shared cultural values can encourage strong, value-laden technology 
policy. This chapter explores the role these three cultural values play 
in developing national strategies for implementing and using AI. The 
policy review reveals Norway and Finland assert the value of public AI 
education, while Denmark’s policy clearly illustrates AI case studies in 
Danish society – however, the brevity, generality, and vagueness of the 
Swedish policy guide is concerning. The analysis reveals that openness, 
transparency and trust do influence Nordic AI policies, while themes of 
democracy, ethics and privacy are also prominent in the policies. 

1. Introduction

denmark, Finland, norWay, and Sweden are unique countries, and 
they all share much in common: all are EU member states or part of the 
EEA, and based on analytical cultural comparison theories, such as those 
laid out by Geert Hofstede, these countries share relatively similar cul-
tures.2 Each country is also a member of the Nordic Council, the world’s 
oldest regional intergovernmental partnership.3 Additionally, they share 
a unique bond through cultural identity,4 high levels of openness in soci-
ety,5 transparency with regards to information access,6 and trust.7 

This chapter presents a condensed version of selected findings from 
a recent publication,8 and examines the national strategic plans for AI 
development of Denmark, Finland, Norway and Sweden in order to 
explore the distinctive ways in which the Nordic countries use their 

2 Hofstede (2019).
3 Robinson (2020). 
4 Smith et al. (2003).
5 Vesa (2015).
6 Jorgensen (2014).
7 Ortiz-Ospina & Roser (2020).
8 Robinson (2020).
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unique cultural values – trust, transparency, openness – as business 
principles to support the development and deployment of AI technol-
ogies in their societies. After conceptualising cultural values, and then 
exploring the unique cultural environment of the Nordic countries and 
their cultural values, the chapter charts how the values of openness, 
transparency and trust are present in Nordic AI policy documents. This 
chapter concludes with a discussion of the Nordic policy documents 
and some implications for public policy.

1.1 Shared cultural traits in the Nordics
The aforementioned four Nordic countries have high levels of open-
ness. In defining a set of personality traits, being open means an open-
ness to experience, demonstrated by one’s willingness to engage in 
new activities or ideas, and being naturally curious.9 Openness can be 
framed in the context of policies focusing on citizen engagement and 
citizens’ access to information, or in the context of policies emphasis-
ing access on equal terms including the lowest cost, or no more than 
cost of dissemination, with access being user-friendly, opportune and 
timely.10 Societies that lack regard for openness might abuse power, 
while societies that value openness enhance civic cohesion and overall 
system performance.11 Being responsive to innovative ways of thinking 
is an attribute of open governments, where demands from citizens and 
other stakeholders are acted upon and the government is accessible at 
all times.12 Another definition of openness applicable to AI develop-
ment can therefore encompass “accessibility of knowledge, technology 
and other resources; the transparency of action; the permeability of 
organisational structures; and the inclusiveness of participation”.13

Transparency, another shared cultural trait in the Nordics, is cru-
cial for creating trustworthy governments, but it is an element often 

9 Robinson (2018).
10 OECD (2007) & OECD (2019).
11 Gotz (2015).
12 OECD (2019).
13 Schlagwein et al. (2017).
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overlooked when exploring differences between cultures.14 The value of 
transparency can be defined as citizens’ ability and right to access infor-
mation about and produced by their government.15 Nordic nations prac-
tice high levels of transparency,16 and they are highly regarded within 
the EU for their innovations in guaranteeing the transparent operation 
of government.17 More specifically, transparency involves the extent 
to which an organisation or individual discloses relevant information 
about their performance, functioning, decision-making processes and 
procedures.18 The availability of information about the performance of 
a business or the internal workings of an entity are some of the many 
components that transparency might include, and they enhance the 
abilities of individuals or external organisations to monitor activities or 
decisions taking place within a given organisation.19 A holistic definition 
of transparency is “the availability of information about an organisation 
or actor that allows external actors to monitor the internal workings or 
performance of that organisation.”20

Lastly, the concept of trust involves potentially exposing one to a 
vulnerability of some sort,21 and it functions at various levels of soci-
ety, being interpersonal, or relating to individuals’ trust in organisa-
tions. The latter has been discussed by some as institutional trust,22 
such as trust in government institutions23 or public institutions.24 World 
rankings of “happiness” indices, such as the World Happiness Report, 
conceptualise trust as social trust, or the notion that people in general 
can be trusted.25

14 Grimmelikhuijsen et al. (2013).
15 Hood (2006).
16 Jorgensen (2014); Transparency International (2015).
17 Globaliseringsrådet (2008) & Bunyan (1999).
18 Curtin & Meijer (2006) & Welch, Hinnant & Moon (2005).
19 Grimmelikhuijsen et al. (2013).
20 Ibid.
21 Abbass et al. (2016).
22 Sonderskov & Dinesen (2016).
23 Torney-Purta, Henry Barber & Richardson (2004) & Stoyan (2016).
24 Stevenson & Wolfers (2011) & Marozzi (2015).
25 Berggren & Bjørnskov (2011).
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2. Findings and analysis country-by-country

To explore The inclusion of openness, transparency and trust in 
the Nordic policy documents, I have applied textual analysis, a sys-
tematic procedure for analysing documents that explores questions 
of how texts reflect, reject, or influence societal views.26 In short, the 
researcher interprets texts by connecting textual messages to larger 
societal elements that suggest the meanings that might be gleaned by 
different individuals.27 For this textual analysis, the primary texts, or 
items of main focus,28 are the Nordic national AI policy documents, 
while the secondary texts are related journal articles and other national 
technology policy documents serving to support or challenge informa-
tion presented in the primary texts. In the first cursory examination, I 
ran keyword searches, using quantitative keyword search components 
to lead to relevant portions of the texts for deeper qualitative analysis. 
Partial word strategies were implemented to account for variances in 
context, word tense and plurality. In the cursory and thorough exam-
ination, the central themes of openness, transparency and trust were 
colour coded for visual clarity, and efficient referencing when inspect-
ing the documents. 

Each of the four national strategic guidelines for AI incorporates, to some 
degree, the cultural values of openness, transparency and trust. This 
section analyses how those values are included in each of the four docu-
ments. The following sections will analyse each document, including how 
these cultural values were or were not upheld in national AI strategies. 

26 Hawkins (2017).
27 Ibid.
28 Bainbridge, Goc & Tynan (2008).
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Table 1:
Total references in four national AI strategy documents

Search value Denmark Finland Norway Sweden

Openness 1 1 0 0

Transparen* 10 15 14 3

Trust* 6 41 40 2

* Partial word strategy to account for variance in context, word tense, 
or plurality

2.1 Analysis of the Danish national AI policy 
The Danish policy is only one of two documents that explicitly states 
openness, in the section “Explainability” of AI it asserts: “however, the 
public authorities have a special responsibility to ensure openness and 
transparency in the use of algorithms.”29 Though transparency is men-
tioned, the same paragraph states that “explainability is not the same 
as full transparency of algorithms, as there are business interests in the 
private sector, for example.”30

Highlighting notions of transparency, but not as thorough as Norway’s 
explanation of AI and related technologies, Denmark’s document does 
provide some technical definitions and explanations such as: “What 
is artificial intelligence?”,31 “What are cloud technologies?”;32 and, sec-
tions detailing issues of “Challenges for the use of artificial intelligence 
in Denmark”33 or applications of AI, for example “Case: Artificial intelli-
gence provides better food safety.”34 

The notions of trust are undeniably highly regarded in the Danish culture: 

29 Denmark’s Ministry of Finance and Ministry of Industry, Business and Financial Affairs 
(2019), p.28.

30 Ibid.
31 Ibid., p. 6.
32 Ibid., p. 39.
33 Ibid., p. 16.
34 Ibid., p. 46
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The Danish population has a high degree of trust in each other, and we 
are generally positive towards digital and technological development.35 

Denmark’s national strategy for AI references ‘trust’ five times, with one 
mention of ‘trustworthy’, which specifically assures that the government 
will keep AI, its algorithms and results trustworthy.36 Here, it is unique 
that assurances of trustworthy (1) AI and (2) algorithms are mentioned 
separately, and not under the typical umbrella term of AI (which can, 
incorrectly, lump machine learning, algorithms, automation and object 
recognition into one concept). However, ensuring AI and its algorithms 
are trustworthy is notable, as it would be “easier” to simply state “the 
Danish government will ensure trustworthy AI” simplifying the technol-
ogies and responsibilities. But there are stark differences in how and why 
the Danish government should (and must) ensure trustworthy AI and, 
separately, the algorithms. Unfortunately, why did the policy exclude 
trustworthy machine learning or automation?

Similar to many states, Denmark has suffered its fair share of public 
debacles. Gladsaxe is a Danish municipality that became infamous in 
late 2018, as its civil servants tried to pool data from various public 
registers, and implement profiling algorithms and machine learning 
in order to identify children at risk of abuse and/or neglect. The aim 
was to identify families with children, and to create an algorithm that 
could assign risk probability scores. The project was, however, put 
on hold after these ambitions were made public.37 Even in the face 
of several questionable incidents like these, and attendant policies,38 
the Danish government has still been willing to implement innova-
tive and bold policies. Danish policy events should serve as an exam-
ple for other governments of how poorly implemented and commu-
nicated policies can quickly erode public trust. Assuring trustworthy 
AI and trustworthy algorithms indicates the government’s proactivity 

35 Ibid., p. 7
36 Ibid., p. 6
37 Sorgenfri Kjær (2019).
38 Alfter (2019) & Byrne & Sommer (2019).
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in ensuring implementation of AI policy in Danish society does not 
erode high levels of trust in government.

2.2 Analysis of the Finnish national AI policy 
The Finnish policy document is similar to the Danish policy document, 
in that it also explicitly states openness, but the term is mentioned only 
once in the entirety of the document. Moreover, this mention of open-
ness is in context to the Finnish economy,39 not as a cultural value. 

Similar to other documents in the analysis, mentions of democracy 
are present; Finland’s policy has an entire section devoted to AI and 
democracy, however, mentions of democracy are notably missing from 
this entire two-page section. It is not until one page later that democ-
racy is plainly mentioned,40 but only within a five bullet-point list sum-
marising the recommendations from the Chapter 2, “International AI 
experts: Towards the third wave of artificial intelligence”. The single 
bullet point referencing democracy, states: “Respect the principles of 
democracy and freedom”,41 summarising how democracy is important 
in “Western” nations, but balancing this with stakeholder’s “benefits” 
derived from AI.

The Finnish policy document situates democracy and the benefits of AI 
as something that can be balanced. “Solutions based on artificial intel-
ligence should be seen as a way of reinventing society and increasing 
citizens’ participation in decision-making and democratic processes”42 
– it references democracy as being a component in the process, but 
does not provide clarity as to how it will be upheld. In Chapter 3 of the 
document, “Eleven key actions ushering Finland into the age of artifi-
cial intelligence”, democracy is highlighted in how democracy (along 
with environmental affairs) can be promoted if investments in AI were 
made,43 how concerns of AI raises issues affecting human rights and 

39 Ministry of Economic Affairs and Employment of Finland (2017), p. 76.
40 Ibid., p. 38.
41 Ibid., pp. 38-39.
42 Ibid., p. 39.
43 Ibid., p. 80.
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democracy,44 or ethical issues of democracy inherent in AI systems and 
automated decisions.45 While it is stated that “AI ethics must not be 
seen as a factor posing limitations on the activities only, but also as a 
factor that creates something new, and provides increasing opportuni-
ties,”46 the aforementioned references invoke a sentiment that democ-
racy is a component limiting the potential of AI. 

Notions of transparency are mentioned numerous times in the doc-
ument, the most of the four explored policy documents (though, 
Finland’s is the longest, being 62 pages longer than the second longest, 
Denmark’s). Two mentions are within case studies of Finnish compa-
nies implementing AI technologies,47 with the first conceptual mentions 
relevant analysis in the section, “Artificial intelligence as a factor renew-
ing society and Democracy”48 where transparency of decision making in 
AI algorithms are described as concerns in Finland and elsewhere.49 

Next, transparency is described in the context of the black box, where 
algorithms should be transparent processes. Importantly, the doc-
ument tries to downplay the relevance of this concern, “But is this 
[algorithmic transparency] really needed and is it even possible?”,50 
through use of technological analogy. By noting how humans do not 
necessarily understand how 4G technology handles transmitting of 
calls across different continents, the document (controversially) 
argues transparency of processes is not relevant, because “we trust 
the data communications system and the parties operating it.”51 “Here 
too, it is a question of trust rather than transparency”52 – conversely, 
by devaluing and downplaying citizens’ legitimate concerns, one also 
potentially erodes citizens’ trust. 

44 Ibid., pp. 103 & 106.
45 Ibid., pp. 103 & 123.
46 Ibid., p. 106.
47 Ibid., pp. 19 & 21.
48 Ibid., p. 35.
49 Ibid., p. 108.
50 Ibid., p. 36.
51 Ibid.
52 Ibid.
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The importance of trust and its place in Finnish society is clear: No 
other European country ranks higher in citizen trust, with 85% of 
respondents agreeing to the statement “generally speaking, most peo-
ple in their country can be trusted.”53 However, this unique characteris-
tic of Finnish society cannot be taken for granted: 

It practically obliges us to an active approach, understanding of 
the prerequisites of trust in the age of artificial intelligence, and 
agile implementation both nationally and as part of the inter-
national community.54

Notions of trust in the Finland policy document are quite diverse, rang-
ing from trust in the healthcare sector with adoption of AI, notion of 
trust as a factor in democracy, and its importance in a future Finland 
with deep integration of AI. The document notes that creating a trust-
based society and maintaining trust are indeed separate actions, both 
entailing participation by citizens and government. On a similar note, 
but separate section of the document, “Artificial intelligence as a fac-
tor renewing society and democracy”, trust is critical: “Do we trust the 
organisations and people producing the AI-based services? Do we trust 
the technology solutions offered to us?”55

The Finnish AI strategy addresses the crucial balance of supporting and 
maintaining societal trust while implementing AI technology in gov-
ernment services. By mentioning trust and how AI might affect this in 
futuristic Finland, it creates even more pressure for trust to be imple-
mented and supported by AI by noting how the futuristic society must 
have (1) trust in their own society, (2) maintain trust between citizens 
and (3) how Nordic countries must remain trust-based societies. By 
presenting this “forward looking” view, the policy document seems 
to emphasise the importance of trust in society, and possible pitfalls 
with AI in society, clearly underscoring how a technology like AI can 

53 Eurobarometer (2018).
54 Ministry of Economic Affairs and Employment of Finland (2017), p. 103.
55 Ibid., p. 36.



116 TO CONTENTS

H
U
M
A
N
-
C
E
N
T
R
E
D
 A
I
 I
N
 T
H
E
 E
U

H
U
M
A
N
-
C
E
N
T
R
E
D
 A
I
 I
N
 T
H
E
 E
U

5.
 A
I
 P
O
L
I
C
y
 I
N
 T
H
E
 N
O
R
D
I
C
S

erode trust between people (social trust) and in one’s society (institu-
tional trust). Finland, like the Norwegian policy document, highlights 
the value of public AI education – mentioning the “Elements of AI” 
Internet-course in the context of “Versatile education programs.”56 The 
course should be seen as a framework for other nations to educate citi-
zens, as more than 100,000 Finns completed the course within months 
of its launch. 

2.3 Analysis of the Norwegian national AI policy 
An open government is responsive to innovative ways of thinking 
and demands from citizens and other stakeholders, and is accessi-
ble at all times, to all individuals.57 A pattern repeats itself here, simi-
lar to Sweden’s document, as there are no explicit mentions of open-
ness. However, there are direct mentions to democratising AI and its 
processes: “[AI] that is developed and used in Norway should be built 
on… democracy”.58 ‘Democracy’ is mentioned a total of five times in the 
document, including AI must foster a democratic society,59 and AI must 
have no adverse consequences for democracy.60 Even in the absence of 
openness, it is clear that democracy and openness of AI is a necessity 
for deploying AI in the Norwegian society and government. 

By explaining in four pages of the policy strategy what AI technolo-
gies entail, a message of clarity and transparency about AI technology 
and Norway’s proposed use of the technologies is presented. Indeed, 
the document details the policy document as “intended for the civil-
ian sector – both private and public”.61 Crucially, the policy document 
informs of the “black box” problem,62 and identifying “Lack of trans-
parency” as an issue that might be resolved in two ways: (1) not all sys-
tems are “black boxes” or in systems where explainability is important, 

56 Ibid., p. 75.
57 OECD (2019).
58 Norway’s Ministry of Local Government and Modernisation (2020). For an analysis entirely 

dedicated to the Norwegian AI strategy, see Frans af Malmborg’s chapter in this volume. 
59 Ibid., p. 59.
60 Ibid., p. 60.
61 Ibid., p. 8.
62 Ibid., p. 12.
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deep learning might be more appropriate,63 and that (2) explainable AI, 
or encouraging the explainability of black box algorithms, can analyse 
data’s significance for an outcome, or what significance other elements 
might have (resulting in clear logic behind the outcome).64

Trust is primarily discussed within five sections of the document, 
including “Data and data management”, “Regulations”, “Research and 
higher education”, “Industrial policy instruments”, and “Security”. 
Notably, the Norwegian policy is an outlier, as trust has its own 8-page 
chapter in the policy document, titled “Trustworthy AI”. The theme of 
‘trust’, mentioned 40 times, is seemingly important, and its inclusion 
and importance within AI frameworks is clear. 

When speaking of automated decision making in providing citizen ser-
vices, the document states:

More consistent implementation of obligations can lead to higher 
levels of compliance and to a perception among citizens that most 
people contribute their share, which in turn can help build trust.65 

In the chapter “Trustworthy AI”, the policy document states “research, 
development and use of artificial intelligence in Norway should pro-
mote responsible and trustworthy AI” and “supervisory authorities 
should oversee that AI systems in their areas of supervision are oper-
ated in accordance with the principles for responsible and trustworthy 
use of AI”.66 Trustworthy AI is a prominent theme in the document, 
and if implemented appropriately, might reinforce notions of social 
trust and trust in organisations and government: “The [Norwegian] 
Government wants to maintain and strengthen this [social and organ-
isational] trust at the same time as artificial intelligence is adopted in 
new and innovative ways”.67 

63 Ibid., p. 58.
64 Ibid.
65 Ibid., p. 27.
66 Ministry of Local Government and Modernisation (2020), p. 56.
67 Ibid.
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In several aspects of its national AI policy document, Norway is indeed 
a vanguard – for example, no other Nordic policy mentions data trusts 
or synthetic data. In terms of openness of data, Norway has provided 
clear, applicable examples of how sharing data is possible between dif-
ferent stakeholders within national policy for implementing AI. The 
policy document provides a foundation for any stakeholder to possess 
basic AI literacy and therefore process and rationalise the proposed 
strategies in the document. Norway should be commended here, as 
the other Nordic policy documents either (1) do not explain AI tech-
nologies, or (2) only provide a concise or highly technical overview of 
AI technologies. The explanation of trustworthy AI and how the gov-
ernment will approach implementing and supporting trustworthy AI is 
well reasoned and should be commended. Versus their southern neigh-
bour, Denmark, one might reflect Norway’s implementation of AI pol-
icy, through clear communication and how they will enforce trustwor-
thy AI, contrasts positively with Denmark’s mixed record on AI policy.68 
Norway’s policy document excels in explaining what trustworthy AI is, 
and how the government will approach implementing and supporting 
trustworthy AI. Norway’s stance towards public AI education is posi-
tive, asserting the government will make the Norwegian-Finnish devel-
oped online course, “Elements of AI”, available in the Norwegian lan-
guage from 2020.

2.4 Analysis of the Swedish national AI policy
As stated by the OECD, an open government is responsive to inno-
vative ways of thinking and demands from citizens and is accessible 
at all times, to all individuals.69 However, how does one establish pol-
icies building on this principle when openness is not explicitly stated 
in Sweden’s national AI strategy document? Overlooking this exclu-
sion, the policy document does have statements that indirectly relate 
to openness. For example, the challenges associated with AI (i.e., 
discrimination, loss of trust, financial damage and lesser function-
ing democracy) are referenced, but solutions are not offered: “The 

68 Alfter (2019) & Byrne & Sommer (2019).
69 OECD (2019).
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countries that succeed in harnessing and realising the benefits of 
AI while managing the risks in a responsible manner will have a great 
competitive advantage internationally”.70 Potentially negative conse-
quences for democratic processes, and relatedly openness, are impor-
tant to address. Sweden importantly notes disinformation as a realistic 
threat to democracy, and openness of society: “AI may also lower the 
thresholds for attacks against democratic practices such as through 
disinformation”.71 

‘Transparency’ is referenced three times in the document: “there may 
be unintended or unforeseen consequences of using AI as a result of 
biased or manipulated data, lack of transparency, misuse or hostile 
use”,72 “a cross-cutting theme should be sustainable AI, meaning that AI 
applications should be ethical, safe, secure, reliable and transparent”73 
and on page 8, when referencing algorithms: “The use of AI algorithms 
must be transparent and comprehensible”.

In Sweden, openness and transparency are touted as vital public values,74 
and it is discouraging that there is no mention of openness, whatsoever. 
Transparency is the most frequented of the three cultural values, however 
it is not developed in-depth. The strategic policy is lacking in inclusion of 
the three cultural values, however, its most striking statement might be in 
relation to use of and managing data necessary for AI: “such frameworks 
must balance fundamental needs for privacy, ethics, trust and social pro-
tection with access to the data needed to realise the potential of AI”.75 

‘Trust’ is mentioned twice in the 12-page document: 

There may be unintended or unforeseen consequences of using AI as 
a result of biased or manipulated data, lack of transparency, misuse 

70 Sweden’s Ministry of Enterprise and Innovation (2018), p. 5. 
71 Ibid., p. 8. 
72 Ibid., p. 8. 
73 Ibid., p. 4.
74 Swedish Institute (2016).
75 Ministry of Enterprise and Innovation (2018), p. 10. 
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or hostile use. This may lead to discrimination, loss of trust, financial 
damage and consequences for the functioning of democracy.76 

And 

Appropriate frameworks of principles, norms, standards and rules 
are therefore important prerequisites if Sweden is to realise the 
benefits of AI in society. Such frameworks must balance fundamen-
tal needs for privacy, ethics, trust and social protection with access 
to the data needed to realise the potential of AI.77  

Notably, Sweden has experienced government debacles similar to 
Denmark’s Gladsaxes episode. For example, recent litigation cases 
have been launched against the Swedish municipality of Trelleborg, 
due to its potential overreach in attempts at automating civil ser-
vices. Already in 2017, the municipality had prided itself for piloting 
programmatic decision-making algorithms as a tool for its civil serv-
ants when handling social benefit applications.78 Moreover, the coun-
try has seen nationwide debates on the data management of its pub-
lic authorities in recent years, with a news story about potential data 
leaks due to mismanagement in its national authority for transport 
(Transportstyrelsen) in 2017, news about data leaks from healthcare 
provider 1177 breaking in 2019, and a national debate on public-ser-
vice data hosting in the wake of the U.S. American Cloud Services Act 
in 2019. 

To conclude the analysis of the Swedish policy document, it therefore 
seems appropriate to state how more competently written the Danish, 
Norwegian and Finnish policy documents are. In stark contrast to the 
Danish, Finnish and Norwegian report, the Swedish report lacks clear 
direction in how Swedish government organisations will ensure openness, 
transparency and trust in adopting AI throughout society. The document 

76 Ibid., p. 4. 
77 Ibid., p. 10. 
78 Lind & Wallentin (2020).
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is quite concise and does not set forward a strong set of policies and prin-
ciples for which Swedish society can compete on a global scale.

3. Analysis of the shared initiatives

The analysis oF the four Nordic national AI documents found three 
cultural values (openness, transparency and trust) are mentioned and 
upheld to various degrees, whether being explicitly mentioned, or pres-
ent through related themes (i.e., ethics, autonomy, privacy and democ-
racy) being examined. In summary, explicit or related themes of open-
ness, transparency and trust have clear impact on the national strategic 
AI policies for Denmark, Finland, Norway and Sweden.

Not surprising, the Nordic countries have identified sharing of data 
as a competitive advantage, cooperating through the Nordic Council 
of Ministers: 

A working group has been formed to identify datasets that can be 
exchanged between Nordic countries and create added value for 
Nordic enterprises – public and private alike – while still respect-
ing the ethical aspects and the trust and values particular to the 
Nordic countries.79

Building on the Nordic platform for data sharing (secTion 3.3.1), 
Norway’s policy document states:

Data can be regarded as a renewable resource. Sharing data with 
others does not mean that one is left with less data. In fact, the 
value of data can increase when shared because it can be com-
bined with other types of data that can offer new insights or be 
used by organisations with the expertise to use the data in new and 
innovative ways.80 

79 Nordic Council of Ministers (2020), p. 14.
80 Norway’s Ministry of Local Government and Modernisation (2020), p. 13.
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Might the Nordics utilise their data sharing platform as a new sustain-
able business model? The noted data sharing is sustainable in that (1) 
data can be “re-used”, and (2) the energy savings seen as result of not 
needing to generate new data. However, not all sustainable initiatives 
like data sharing are without concerns, according to Norway’s pol-
icy document: “The costs of making datasets genuinely reusable must 
be weighed against the benefit to research communities and socie-
ty”.81 However, data sharing or pooling has benefits for the Nordics, 
allowing a competitive advantage versus larger national or even pri-
vate companies with massive amounts of data. One example of data 
sharing in Norway includes daily production figures from all oil wells 
in the Norwegian sector, which is then published on the Norwegian 
Petroleum Directorate website.82 

In addition to data sharing, the use of synthetic data for ensuring pri-
vacy is important, as well. Synthetic data is a privacy-enhancing process 
for making realistic synthetic data with properties of the original data 
set, without many of the privacy issues related to real data.83 Norway’s 
policy document states:

Synthetic data can in many cases be an alternative to identifiable 
data or anonymised data. If synthetic datasets can be produced 
with the same features as the original dataset, they can be used to 
train algorithms or be used as test data. This means that even data-
sets which normally would be considered sensitive could be made 
openly accessible for use in research and innovation.84  

The use of data sharing and synthetic data opens many possibilities for 
enhancing privacy and sustainable data usage.

81 Ibid., p. 15.
82 Hass et al. (2017).
83 El Emam, Mosquera & Hoptroff (2020).
84 Norway’s Ministry of Local Government and Modernisation (2020), p. 17.
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4. Discussion and policy recommendations

4.1. Public AI education initiatives
While the Nordics are indeed capitalising on their shared values as a 
business advantage (i.e., sharing datasets cross-nationally within the 
Nordics), there is also an outward looking perspective of “How might we 
help others benefit from our shared experiences?”. One example is a global 
online course created by the Finnish higher education,85 and Norwegian 
industry educating citizens about the basics of AI.86 Requiring no pre-
vious knowledge of AI, the training course is an opportunity for citi-
zens around the world to learn what AI can and cannot do, aiming to 
educate as many as possible about AI.87 Incorporating this curriculum 
in primary education is highlighted in several of the documents, too. 
The sheer magnitude of the Nordics’ soft power can be viewed here, as 
this global AI education campaign might reinforce notions of Nordic 
openness, trust and transparency, in turn influencing positive attitudes 
towards conducting business in the Nordics. I believe adding “AI lit-
eracy” to media literacy and digital literacy initiatives is essential for 
ensuring technology comprehension for the mass society.

4.2. Each country is unique in how it 
applies shared cultural values

The influence of each Nordic country is clear in all respective policy 
documents; however, we should note each country does not just sim-
ply “copy and paste” in their policy document – each of the our Nordic 
nations analysed here has unique advantages, creating clear policy 
differences. For example, Norway humbly acknowledges difficulty in 
 competing globally: 

Although large countries such as the United States and China have 
resources with which neither Norway nor Europe can compete, there 
are areas where Norway and Europe have competitive advantages, 

85 Pekkarinen (2018).
86 Norwegian Ministry of Local Government and Modernisation (2020).
87 Ibid.
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such as certain industrial applications of AI and trustworthy AI that 
takes data protection and ethical considerations into account.88

Later, the document then recognises how these constraints can become 
a competitive advantage: 

As a small country, Norway does not have the capability to build 
knowledge and expertise to high international standards across 
the full spectrum of AI. Nevertheless, the quality and scope of our 
national expertise must be sufficient to exploit the technologies 
and innovations that emerge internationally. Another goal must be 
to leverage our position as a nation with a digitally advanced popu-
lation and business sector in order to take the lead in applying AI, 
not least in industry.89

Further, “Norway can take a leading position in applying artificial intel-
ligence, particularly in areas where we already are well positioned and 
have strong business and research communities, such as health, oil and 
gas, energy, the maritime and marine industries and the public sector.”90

Similarly, Denmark alludes to the same: 

There is a global race within research in artificial intelligence, 
in which countries such as the US and China are investing mas-
sively in research in the technology. Even though Denmark does 
not measure up to large nations in terms of scope of research, 
Denmark stands strong as a research nation with good research 
environments within artificial intelligence. And Denmark is pro-
portionally among the largest global investors in public research.91 
However, its position can be advantageous and indeed influential: 
“Enhanced research efforts will also help ensure that Denmark can 

88 Norway’s Ministry of Local Government and Modernisation (2020), p. 36.
89 Ibid., pp. 36-37.
90 Ibid., p. 47.
91 Denmark’s Ministry of Finance and Ministry of Industry, Business and Financial Affairs 

(2019), p. 44.
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influence the development of artificial intelligence according to 
Danish values”.92 

Comparable notions are found in the Swedish policy document,93 and 
the Finnish document: 

It is not realistic for us to compete… with actors like China or the 
US. Still, Finland’s limited resources and investments can be note-
worthy, when targeted to strategically selected areas.94

In short, recognising your weaknesses can allow you to emphasise your 
unique advantages.

4.3. National public policy should not 
lack clarity and depth

While some national policies are lacking in clarity and specificity (i.e. 
Sweden), there are documents lucidly illustrating how cultural values 
can result in value-laden technology policy. By setting clear expecta-
tions and recognising the impact that cultural values can have in imple-
menting technology policy, Denmark, Finland and Norway should 
be applauded for their efforts. Rather than minimising them, such as 
Sweden, they clearly state the value and necessity of applying open-
ness, transparency and trust in AI policy. A disservice is provided to 
citizens, industry and researchers when policy documents are haphaz-
ardly published. The purpose of these documents is to inform these 
stakeholders how a nation might address challenges of AI, what issues 
are faced in implementing AI across different sectors, and to set forth 
guidelines for how the public sector will embrace AI. The value of 
government policy documents is diluted when they lack clarity, spec-
ificity and depth – especially when addressing flourishing foci, such as 
AI, where stakeholders need clarity as to how the technology works, 
what changes might occur in society due to AI, and how cultural values 

92 Ibid.
93 Sweden’s Ministry of Enterprise and Innovation (2018), pp. 8-9.
94 Ministry of Economic Affairs and Employment of Finland (2017), p. 80.
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will be sustained in light of the technology. Clearly, Sweden missed an 
opportunity, while the governments of Denmark, Finland and Norway 
delivered what industry, citizens and researchers needed – reassurance 
that AI will not erode openness, transparency and trust, but rather AI 
will provide new, challenging opportunities to reinforce and build upon 
these societal values.

Given that Sweden’s economy is the largest among the Nordic nations,95 
the overall vagueness and brevity of the Swedish policy document is 
alarming. The guide’s self-described goal is to “be the world’s leader in 
harnessing the opportunity offered by digital transformation”.96 It also 
claims that, “by international standards, Sweden is in the vanguard”,97  
and argues that “Sweden can take the lead in ethical, safe, secure and 
sustainable use of AI by actively working on this issue nationally and 
promoting it internationally”.98 Unfortunately, the guide accomplishes 
little more than the making of vague references to the power of AI and 
grandiose claims of how it will change Swedish society. In stark con-
trast to the Danish, Finnish and Norwegian policies, the Swedish pol-
icy lacks clear direction in how Swedish government organisations 
will ensure openness, transparency and trust in adopting AI through-
out their society. Also absent are any strong policies and principles by 
which Swedish society can compete on a global scale. Nonetheless, it is 
useful to see how the values of openness, transparency and trust appear 
(or do not appear) in this document. 

95 Nordic Statistics Database (2020).
96 Sweden’s Ministry of Enterprise and Innovation (2018), p. 4.
97 Ibid.
98 Ibid., p. 8.
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5. Conclusion

While ai has already begun to be a hands-on challenge for many 
Nordic administrations, as is shown in the Danish Gladsaxe example 
and the Swedish Trelleborg example (above), the general takeaway of 
the national policy documents is that, in these, AI is largely discussed 
in both a very general and in a future tense. The policy documents can, 
as such, be read as representations of the conceptual world (general 
ways of thinking about AI in relation to society) that the documents 
are samples of. In other words, the policy documents might give 
insight into the deeper structure of how thoughts about AI in relation 
to society are constructed. 

My policy document review has found that while openness (a core soci-
etal value in the Nordics) is largely absent in the policy documents, the 
values of transparency and trust manifest explicitly or through related 
concepts. Regarding ambitious concepts such as interpersonal and 
institutional trust, recent examples have appeared in Nordic coun-
tries, as in the municipalities of Gladsaxe (Denmark) and Trelleborg 
(Sweden), that might actually serve to attenuate public trust in AI, as 
these municipalities were found to have employed AI-based systems 
for providing state services, where important decisions were made 
from potentially spurious or even privacy-encroaching data. Even more 
troubling would be those cases where data is potentially leaked, due 
to neglect or overly convoluted management systems, such as in the 
nationally well-known Transportstyrelsen and 1177 scandals in Sweden. 

Each Nordic country presents vastly different policy documents, with 
one being a clear example of “what not to do” (i.e. Sweden). The gov-
ernment policies of Denmark, Finland and Norway should be generally 
commended for tackling complex technical issues and informing how 
AI will potentially impact society – including how citizens will interact 
with government, and receive services from those very governments. 
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CHAPTER 6.

AI policy in the Netherlands

More focus on practice than 

principles when it comes 

to trustworthiness

Katja de Vries
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for Law, Science, Technology and Society (Brussels), 
and the Department of Sociology of Law (Lund).

Summary

The neTherlands is eager to jump on the European AI wagon and 
become a frontrunner in exporting the European brand of human-cen-
tered AI. In terms of AI readiness, the Netherlands is a frontrun-
ner in many respects, although the public funding for Research and 
Development (R&D) in AI has been criticised for having a rather 
shaky basis. In terms of AI that aligns with fundamental rights and val-
ues, the Netherlands has strong preconditions. Yet, cases like CAF-11 
and SyRI have also shown that these beneficial preconditions do not 
guarantee that the right balance is struck in practice. In its national 
AI strategy, the Netherlands does not follow the policy documents of 
the High-Level Expert Group on Artificial Intelligence (AI HLEG), 
with little mention of trustworthiness. The three central documents 
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constituting the national AI strategy (the Strategic Action Plan for 
Artificial Intelligence, SAPAI, published in October 2019, and two gov-
ernmental letters) are sceptical of abstract concepts and vague ethical 
guidelines, instead focusing on how guidelines can be operationalised 
pragmatically within the national Dutch context and given bite through 
practical tools, legislation and supervision. However, while pragmatism 
is sympathetic, the Dutch AI strategy might have benefited from some 
more overarching vision. Dealing with the national strategy in three 
separate documents brings along a strategy that is somewhat dispersed, 
and also gives the impression that the fundamental values and rights 
are purposefully kept outside the upbeat glossy SAPAI report. Given the 
recent CAF-11 and SyRI cases in the Netherlands, it is clear that the pub-
lic sector has had a difficult time in finding a middle ground between 
governmental efficiency and protection of fundamental rights.

1. Introduction and chapter structure

beFore diving inTo the question of how the Dutch AI strategy conceptu-
alises trustworthy AI (in section 4 and 5), I will give a general introduction 
about (2) the level of AI readiness in the Netherlands, and present (3) some 
recent cases from the Netherlands illustrating the struggle of the public sec-
tor to balance governmental efficiency and respect for fundamental rights 
in automated decision making. Given that the concept of trustworthy AI is 
not a disembodied notion, it is important to place it in this broader setting. 
As stated in the conclusions (6), the creation of trustworthy AI does not 
merely require a context-aware, practical operationalisation of the concept, 
but also requires financial, institutional and cultural support. 

2. The Netherlands –  
a frontrunner in AI readiness?

as has been widely noted, Europe is struggling to catch up in terms of 
AI with the US and China.1 Within Europe, however, The Netherlands 

1 Khari Johnson (2019).
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has a reputation of belonging to the forerunners in terms of AI read-
iness. Its “entrepreneurial culture, flat organizations and growth of 
innovative companies«,2 for which it was recently praised by the World 
Economic Forum (WEF), are beneficial for any economic activities, 
including those in the field of AI. One of the conditions that are par-
ticularly beneficial for AI readiness is the data connectivity, for which 
the Netherlands has been ranked as one of the leading countries in 
the world.3 In the Netherlands 2.6 percent of GDP is produced by the 
digital- and AI-based ICT sector, which is significantly higher that 
the European average of 1.66. This results in the Netherlands rank-
ing among the high achieving countries like the US (3.3 percent), 
Finland (3.0 percent), Sweden (2.8 percent) and China (2.2 percent). 
It should, however, be kept in mind that in absolute numbers the dig-
ital- and AI-based ICT sector of large countries like the US and China 
is much larger. In a recent ranking, looking at 172 countries in terms of 
Government AI Readiness,4 the Netherlands ranked 9th place, behind the 
US (1st place) but well before China (19th place). Also in terms of AI 
research the Netherlands is doing well, ranking 13th place in 2019 in the 
top 20 of leading countries.5 

Some aspects of AI readiness could be improved in the Netherlands. For 
example, although it scores above the European average, in human skills 
capital (the available workforce possessing AI skills), the Netherlands is 
behind European frontrunners such as Finland, Sweden and Germany.6 
Another improvement could be with regards to state investments and 
if they are sufficiently large, for example: France has pledged to spend 

2 NL Times (2019); See also the ranking of the Netherlands in the European innovation 
scoreboard 2020 as belonging the top 5 of most innovative countries within the EU, “where 
performance is above 125% of the EU average. The Innovation Leaders are Denmark, Finland, 
Luxembourg, the Netherlands, and Sweden”, European Commission (2020a), p. 13.

3 Tralac (2016). 
4 Oxford Insights and the International Research Development Centre (2020).
5 Chuvpilo (2019). It is noteworthy that the differences in publication indices are quite large 

though is this ranking: 1. United States — 1260.2; 2. China — 184.5; 3. United Kingdom — 
126.1; 4. France — 94.3; 5. Canada — 80.3; 6. Germany — 64.57. Switzerland — 59.3; 8. 
Japan — 49.4; 9. South Korea — 46.8; 10. Israel — 43.3; 11. Australia — 27.0; 12. India — 
17.1; 13. Netherlands — 15.3; 14. Singapore — 13.2; 15. Denmark — 12.2; 16. Italy — 11.5; 
17. Sweden — 11.3; 18. Russia — 10.6; 19. Finland — 9.6; 20. Austria — 7.4.

6 Oxford Insights and the International Research Development Centre (2020), p.40. 
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1.5 billion EUR of public funding on AI by 2022,7 and Germany injected 
500 million EUR in 2019 into AI and intends to have spent around 3 bil-
lion EUR on the implementation of their AI strategy by 2025. In July 
2019, in preparation for the October 2019 release of the Dutch Strategic 
Action Plan for AI (SAPAI, see below), the Confederation of Netherlands 
Industry and Employers (known as VNO-NCW) released a position 
paper8 where they suggest that the Netherlands would need to invest 2 
billion EUR9 in R&D on AI within private-public collaborations in the 
following 7 years. The rationale behind it is that approximately half 
of that amount would be raised by the private sector. The suggestion 
gained support in the government10 but not sufficiently11 to make any 
hard commitments in the national strategy: there the commitments 
are limited to much smaller amounts. During the period 2019-2025 the 
Dutch Government intends to spend an annual base amount of 45 mil-
lion EUR on AI.12 In 2019 this base amount was increased by another 
35 million EUR. In 2020 the Dutch government reserved another addi-
tional 23.5 million EUR for the period 2020-24. This results in a hypo-
thetical government investment of around 64 million per year, which 
translates to a yearly per capita investment in AI R&D of 3,70 EUR. This 
is close to the European average (3,93 EUR), meaning higher than in the 
US (2,85 EUR) but below countries like France (4,45 EUR), Germany 
(5,16 EUR) and Singapore (16,72 EUR). However, if extra investments 
were made, The Netherlands could end up in the league of the relatively 
big spenders on AI. 

What the final picture will be is not completely clear. The public fund-
ing for realising SAPAI is, to a substantial extent, a reshuffling of money 
(from existing innovation funding, etc.) and not allocation of new pub-
lic funds. This results in uncertainty concerning the extent to which the 

7 Rosemain & Rose (2018). 
8 Taskforce AI (2019).
9 NOS (2019). 
10 Nederlandse AI Coalitie (2020).  
11 van der Starre &. den Hollander (2019).  
12 Ministerie van Economische Zaken en Klimaat. (2019); A slightly shortened English version 

is also available, Ministry of Economic Affairs and Climate Policy (2019a). 
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planned State funding will be realised. Particularly after the large eco-
nomic strains following from the COVID-19 pandemic, there are wor-
ries that both public and private investments in AI in the Netherlands 
might become conservative.13 For example, in 2019, five Dutch multina-
tionals (Ahold Delhaize, ING, KLM, NS and Philips) joined  hands in 
the KickstartAI platform14 and committed to taking the lead in invest-
ing in AI: “boosting the AI ecosystem in the Netherlands by accelerating 
and promoting the development of AI technology and nurturing AI tal-
ent in the country”.15 However, COVID-19 led to unprecedented losses 
for transportation and airplane companies like NS (Dutch Railways) 
and KLM, putting into question the extent to which these commit-
ments can and will be realised. 

3. A history of questionable data 
use by the Dutch public sector

The neTherlands is generally known as a country governed by the 
rule of law and respect for fundamental rights.16 There is a general sen-
timent that these public values should also be upheld when algorithmic 
automated decision making (ADM), data analytics or AI-applications 
are involved, and that the Netherlands wants to be a forerunner in 
this respect too. One of many examples that can be named here is 
the Algorithm Register17 (currently still in beta phase) launched in 
September 2020 by the city of Amsterdam, that aims to give an “over-
view of the artificial intelligence systems and algorithms used by the 
City of Amsterdam.” While this pilot project is in itself laudable,18 and 
should not be judged harshly because of the early stage of its devel-
opment, a closer look at some of the described algorithms provides 
insight into the difficult balance the public sector has to strike between 

13 Deloitte (2020) & Deloitte AI Institute & Deloitte Center for Technology (2020).
14 Kickstart AI (2020).
15 Philips (2020). 
16 See, for example, World Justice Project (2020): The Netherlands ranked 7th out of 128 

countries with regards to respect for fundamental rights. The Netherlands is only preceded 
by four Scandinavian countries, Germany and Austria. 

17 Amsterdam Algoritmeregister Beta (2020). 
18 Johnson (2020).
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effective governance (which includes making fraud detection more 
effective) and protection of fundamental rights of individual citizens. 
One of the algorithms that is described is “an algorithm that supports 
the employees of the department of Surveillance & Enforcement in 
their investigation of the reports made concerning possible illegal holi-
day rentals”. The information provided about the algorithm states that 
it “helps prioritize the reports so that the limited enforcement capacity 
can be used efficiently and effectively. By analysing the data of related 
housing fraud cases of the past 5 years, it calculates the probability of an 
illegal holiday rental situation on the reported address”.19 The informa-
tion is extremely concise, making it impossible for anyone to be able to 
rig the system based on it. Is the information empowering for citizens? 
While it is unlikely that the information does much in terms of provid-
ing actionable transparency about the workings of the algorithm, it does 
provide transparency about the existence of the algorithm, which is good 
from a rule of law perspective (foreseeability) as well as from a govern-
ance perspective: it could have a deterrent effect for anyone considering 
renting out illegally. Two recent cases with regard to automated decision 
making (ADM) in the Dutch public sector have shown that the outcome 
of this balancing act between fundamental rights protection and govern-
mental efficiency can easily lean too much into the direction of the lat-
ter, and that this might result in unjust and societally negative outcomes. 

The first scandal, known as the CAF-1120 case, concerned the Dutch tax 
office, where the CAF-antifraud team, colloquially known as the “cow-
boy team”,21 used an algorithm to detect fraud regarding child ben-
efits which, in combination with harsh legislation,22 led to financial 
tragedy and injustice for many of the affected families.23 The scandal 
started in 2014, with origins going back as far as 2005, and is currently 
(autumn 2020) still an ongoing debate regarding the compensation to 

19 City of Amsterdam Algorithm Register Beta (2020). 
20 CAF is an acronym for Combiteam Aanpak Facilitators (Combiteam Handling Facilitators), 

an anti-fraud team working within the Dutch Tax office. See also Belastingdienst (2020).
21 Klein (2019). 
22 Ministerie van Financiën (2020).  
23 DutchNews (2020). 
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the potentially twenty thousand victims.24 The algorithm in the CAF-11 
case turned out to be both discriminatory (a double nationality alleg-
edly being one of the factors contributing to being flagged as fraudu-
lent)25 and overly “efficient” (too many false positives). Its application 
created extensive human suffering: poor families that were misclassi-
fied as fraudulent ended up in a spiral of financial misery as they were 
forced to pay thousands, or even tens of thousands of euros, to the tax 
office. The CAF-11 case also had a political impact: in December 2019 
Menno Snel, the State Secretary for Finance, resigned after receiving a 
parliamentary motion of no confidence for his handling of the CAF-11 
case; and in May 2020, the Ministry of Finance pressed charges against 
five of its own high positioned civil servants - breaking with a hallowed 
tradition that merely politicians take the fall and bureaucrats are left 
untouched. In early 2020 a second scandal about the anti-fraud team 
was discovered: for almost 20 years the Tax Office had used a secret 
blacklist of citizens (in 2014 baptised the Fraude Signalerings Voorziening 
or FSV)26 which were profiled as having a high likelihood of committing 
fraud. In 2019 this list contained around 180,000 people. After this sec-
ond scandal the CAF-anti-fraud team was shut down. 

The second case that throws an interesting light on the struggle of 
the Dutch public sector with ADM is the SyRI case. SyRI (System Risk 
Indication) was a legislation27 that allowed the government to use a risk 
assessment tool “to detect various forms of fraud, including social ben-
efits, allowances, and taxes fraud”.28 Between 2008 and 2014 the risk 
tool emerged as a government practice that lacked a legal basis. In 2015 

24 Rijksoverheid (2020). 
25 Klein (2019). 
26 Kleinnijenhuis (2020). 
27 SUWI Act (2013). Section 65 SUWI Act (Wet structuur uitvoeringsorganisaties 

werk en inkomen) and Chapter 5a SUWI Decree (Besluit van 20 december 2001 tot 
vaststelling van een algemene maatregel van bestuur ter uitvoering van de Wet structuur 
uitvoeringsorganisatie werk en inkomen, en in verband daarmee van enige andere 
socialezekerheidswetten) together are known as the “SyRI legislation”. The SUWI Act was 
changed (2013) to give a legal basis to SyRI. This change was further elaborated in a change 
(2014) within the SUWI Decree.

28 SUWI Decree (2014). 
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a legal basis was created.29 In an important ruling from February 2020,30 
The Hague District Court ruled that the SyRI legislation did not comply 
with Article 8 of the European Convention on Human Rights (ECHR), 
which protects the right to respect for private and family life, home and 
correspondence, because the SyRI legislation is “insufficiently transpar-
ent and verifiable”.31 This is particularly problematic for a tool like SyRI, 
which carries the risk that “discriminatory effects – unintentional or oth-
erwise” (§ 6.91) will occur. The Court also concluded that SyRI “contains 
insufficient safeguards to protect the right to respect for private life.” (§ 
6.95) The Court thus ruled that SyRI is unlawful, and has “no binding 
effect” (§ 6.112). In the meanwhile, the Dutch Government has proposed 
a new Act, Wet gegevensverwerking door samenwerkingsverbanden (WGS, 
Data Processing Partnership Act) which would provide a legal basis for 
public-private cooperation applying “to the processing of data, specifi-
cally when this processing is used for surveillance or investigation pur-
poses, for example to prevent crimes, or to detect welfare fraud”. 32 The 
law has an even wider scope than the SyRI legislation, with which it bears 
a significant resemblance, as pointed out in the critical report (published 
29 April 2020) on this proposed Act from the Council of State.33 

Currently CAF-11 and SyRI have become token cases in a movement of 
civil concern in the Netherlands for regulating the use of algorithms in 
decision making, particularly in the public sector.34

29 See above: section 65 SUWI Act and chapter 5a SUWI Decree.
30 de Rechtspraak (2020b). 
31 Ibid, para. 6.86. 
32 van Til (2020). 
33 Raad van State (2020).
34 See for example, NRC (2020). 
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4. The Dutch AI Strategy

4.1. How to read policy documents against the grain
On December 7th 2018, the European Commission presented a 
Coordinated Plan on Artificial Intelligence in which Member States were 
encouraged “to develop their national AI strategy by mid-2019, build-
ing on the work done at the European level”.35 On October 8th 2019 the 
Dutch government sent three letters to the House of Representatives 
that were to serve as the basis for the national position with regard to AI:

 ɖ A letter from the Dutch State Secretary for Economic Affairs and 
Climate,36 accompanied by a glossy 64-page report entitled Strategic 
Action Plan for Artificial Intelligence (abbreviated as SAPAI).37  

 ɖ A letter from the Dutch Minister for Legal Protection on safeguards 
against risks associated with data analytics by the government.38

 ɖ A letter from the Dutch Minister of the Interior and Kingdom Relations on 
AI, public values and human rights.39 

These three letters are the core documents of the current Dutch strategy 
with regards to AI. The Dutch AI strategy is annually reviewed. The first 
review of the Dutch strategy was undertaken in the annual governmental 
progress report on digitisation, which includes a review of SAPAI (June 
2020).40 The annual review has not brought any changes to the strategy, 
and the three governmental letters from October 2019 continue the 
main point of reference: the Dutch government consistently refers to 
them as a point of departure for all other AI policy in the Netherlands.41 

35 European Commission (2018), see also chapter 1 in this volume.  
36 Ministry of Economic Affairs and Climate Policy (2019b). 
37 Government of the Netherlands (2019). 
38 Minister for Legal Protection (2019). 
39 Minister of the Interior and Kingdom Relations (2019). 
40 Ministerie van Economische Zaken en Klimaat (2020).
41 See, for example, the annex to Parliamentary Papers 2019-2020: Government assessment 

of White Paper on Artificial Intelligence (2020). In this document the Dutch government 
assesses the European Commission’s digital strategy for 2020-2025 (published on the 19 
February 2020) from the point of view of the Dutch AI strategy. The document also offers a 
good overview in English of the Dutch strategy.
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Staying true to the genre of policy writing, these three governmental 
letters are filled with good intentions, great promises and long sen-
tences. In order to give a critical assessment of these documents, it is 
pivotal to not merely look at their actual content, but also ask questions 
with regards to its creators (who wrote these texts? why these authors?), 
organisation (why three letters and not just one big report?), reception 
(what reactions did it generate and from whom?), context (are these 
texts explicitly, or implicitly, reacting to events from the societal and 
political context?) and effects (what impact?).   

In the remainder of this contribution I aim to give a concise overview of 
the Dutch strategy with regards to AI, focusing on how trustworthiness 
of AI is conceptualised. I will first present some of the salient character-
istics of the three governmental letters and the SAPAI report, using the 
aforementioned critical questions as a guideline. I juxtapose and com-
pare the Dutch approach with the European Commission’s approach 
on “trustworthy AI”.42 In the final part, I place the Dutch approach on 
trustworthy AI in the Dutch context discussed in the two opening sec-
tions of this chapter.

4.2. The three tracks of Dutch AI strategy – is 
there a dominant track in the multifaceted 
strategy to AI in the Netherlands?

AI affects almost every aspect of life, which unsurprisingly leads to 
uncertainty as to which state agency is responsible for it. This ambi-
guity is reflected in the fact that the three governmental letters are 
authored by different ministries (see above) and that the SAPAI report 
itself was a collaborative governmental effort. Included in the writing 
of the report, headed by the Ministry of Economic Affairs and Climate 
Policy (more specifically the digital economy division of the directo-
rate-general for enterprise and innovation), was the Ministry of Justice 
and Security, the Ministry of Education, Culture and Science, the 
Ministry of Social Affairs and Employment, and the Ministry of the 

42 See: High-Level Expert Group on AI (2019a); High Level Expert Group on AI (2019b) & 
European Commission (2020b).
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Interior and Kingdom Relations participated. On the same day as the 
three governmental letters were released, the Netherlands AI Coalition 
(NL AIC) was launched. This is a public-private partnership 

… in which the government, the business sector, educational and 
research institutions, as well as civil society organisations collabo-
rate to accelerate and connect AI developments and initiatives. The 
ambition is to position the Netherlands at the forefront of knowledge 
and application of AI for prosperity and well-being. We are continu-
ally doing so with due observance of both the Dutch and European 
standards and values. The NL AIC functions as the catalyst for AI 
applications in our country. One of the main goals is to have impact-
ful AI in at least ten economic and societal sectors within the coming 
three years. This is where the application of AI takes place and where 
we create our economic impact and tackle societal challenges.43 

 

to the right: Figure 1: From the SAPAI report.44

The Dutch clearly struggled with the question of how to organise the 
multiplicity of stakes, interests, perspectives and approaches to AI in 
one coherent AI strategy. The Dutch AI strategy proposed in the SAPAI 
report is organised in three tracks, summarised in Figure 1: Capitalising 
on societal and economic opportunities (track 1), Creating the right condi-
tions (track 2), and Strengthening the foundations (track 3). 

In the introduction to the SAPAI the three tracks are presented:

Track 1 is that we must capitalise on societal and economic oppor-
tunities. […] [Companies] will determine whether the Netherlands 
leads the way in AI or ends up following other countries in this area, 
and whether AI applications will really benefit the Dutch economy 
and Dutch society. Companies’ added value comes from their abil-
ity to respond both to societal challenges and market demand. As a 

43 NL AI Coalition (2020).
44 Ministry of Economic Affairs and Climate Policy (2019a), p. 6.
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STRATEGIC ACTION PLAN FOR ARTIFICIAL INTELLIGENCE
The Netherlands is able to capitalise on AI’s societal and economic 

opportunities, as well as to safeguard the public interests 
of AI, thus contributing to prosperity and well-being

AI research and innovation in the Netherlands 
are of high quality and are leading in Europe

Public values and human rights remain protected

The government makes optimal use of AI 
in the performance of public tasks

The Netherlands has more usable data for AI 
applications to improve AI developments

Markets are open and competitive, and 
offer good consumer protection

AI offers solutions for societal challenges

TRACK 1

Capitalising 
on societal 
and economic 
opportunities

TRACK 3

Strengthening 
the foundations

TRACK 2

Creating 
the right 
conditions

The Netherlands has excellent training 
opportunities for living with AI and 
more talent for working with AI

AI is applied in such a way that 
everyone can trust it

AI entrepreneurship is stimulated

The Netherlands is at the forefront of Europe 
in high-quality digital and intelligent 
connectivity for effective AI applications

The safety of citizens, businesses and 
government entities in the Netherlands 
remains protected at all times
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result, the government is developing this track in PPPs [public-pri-
vate partnerships], particularly with the Dutch AI Coalition, while 
calling on companies and organisations to join in these efforts. 

Track 2 intends to arrange the required prerequisites for a favour-
able AI climate in the economy and society at large. These prerequi-
sites include the right knowledge, skills and training: top-quality sci-
entific AI research as well as applied research that businesses and 
professionals can use. They also include usable data and high-qual-
ity and intelligent connectivity. In this context, we are investing in 
research programmes, increasing access to innovation funding for 
start-ups, investing in training, promoting data-sharing, and further 
developing digital connectivity with and for AI. 

Track 3 is about ‘Strengthening the foundations’. This track con-
cerns the protection of citizens’ fundamental rights as well as appro-
priate legal and ethical frameworks. As a result, people and compa-
nies will feel confident that AI will be used with care. It is important 
as well that markets remain open and competitive, and that national 
security is safeguarded in all AI developments. To this end, the nec-
essary legislation and regulations are already in force or in the mak-
ing. The government is also monitoring AI developments and making 
efforts to ensure the use of ethical guidelines (European and oth-
erwise) for AI applications by companies and public organisations.45

The Dutch report takes pride in its balanced, three track approach, in 
which economic and societal initiatives, research, technological infra-
structure, ethical and legal foundations intertwine. However, although 
the authors of both the governmental letters and the SAPAI report 
would probably deny this, there are several reasons to suspect that the 
numbering of the tracks also reveals something of an ordering in terms 
of importance: that the entrepreneurial (notably in the form of pri-
vate-public collaborations, PPCs) track, dominates over the others. A 

45 Ministry of Economic Affairs and Climate Policy (2019a), p.7.
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first indication can be found in the fact that the Ministry of Economic 
Affairs is the author of the letter presenting the SAPAI report. 

A second indication can be found in the reception of the SAPAI report: 
two reactions dominate. Firstly, from an entrepreneurial and commer-
cial perspective, there are mainly supportive reactions for the govern-
mental support for AI. Secondly, from a research perspective, there 
is a fear that the big promises from the report will not be represented 
in increased financial support for research in AI. This is both because 
much of the funding is likely to come from private actors in PPPs, and 
because State funding of AI research may not materialise or be used as 
expected. Shortly after the publication of the SAPAI report, the scien-
tific director of the Dutch AI innovation centre ICAI46 complained in 
one of the main Dutch newspapers that it is difficult to keep or attract 
top researchers when state investments into AI are significantly higher 
in neighbouring countries like France and Germany.47   

The third track of the SAPAI report (detailed in Figure 2) hardly gener-
ated any response from civil society or academia.48 This brings me to the 
third indicator for the subordinated role of research and fundamental 
values in comparison to the capitalisation of AI opportunities: the textual 
organisation and presentation of the Dutch strategy. Why not one report, 
but three letters? One can argue that this simply is a governmental divi-
sion of labour. However, the SAPAI report itself is already a collabora-
tive writing effort. So why not integrate the letters on safeguards against 
risks associated with data analytics by the government and AI, public values 
and human rights into track 3 of the report? Is it merely because track 3 
in the report would take up a disproportionately large part of the report? 
Or might it be because the glossy format and upbeat tone of the SAPAI 
report would be destroyed by too many critical reflections? The govern-
mental letter on Legal Protection on safeguards against risks associated 

46 Innovation Center for Artificial Intelligence (2020). 
47 Bronzwaer (2019a).
48 See for an exception, this (mainly critical) analysis of SAPAI: van den Hoven van Genderen 

(2019).
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with data analytics by the government gives a positive twist to it,49 by stat-
ing that this separate treatment is done exactly because the role of funda-
mental values in AI deserves special and extended attention: 

SAPAI deals in track 3 shortly with the effect of AI on public values. 
Because of the complexity and potential significance of the effects 
of AI on public values and human rights, the government has cho-
sen to devote additional attention to policy in this respect in its gov-
ernmental letter on AI, public values and human rights. The same 
goes for the current letter, that deals more specifically with poten-
tial safeguards against the risks following from the use of algo-
rithms and data analytics by the government. (author’s translation)

Track 3 in the SAPAI report includes a long list of ongoing and new 
actions to stimulate aspects of trustworthy AI, but does not provide any 
innovative conceptual considerations. In this regard the SAPAI report 
simply refers to the ‘Ethics Guidelines for Trustworthy AI’ of the High-
Level Expert Group on Artificial Intelligence (AI HLEG). In an informa-
tional chart (see figure 2) the report lists actions that would increase 
trust in AI in the Netherlands, which amount to (1) Dutch companies 
and public organisations participating in the pilot phase of the AI 
HLEG’S ethics guidelines and (2) research into responsible develop-
ment, use and supervision of algorithms. 

With regard to the first action, the SAPAI report states that, with the AI 
HLEG’s ethics guidelines in place, “it is now up to the market to decide 
how to implement and apply these guidelines”.50 Concrete actions to sup-
port this include: an investigation of the Ministry of Economic Affairs and 
Climate Policy into the use and risk management of algorithms in dif-
ferent sectors, contributions of the NEN Standards Committee to good 
practices and standards for AI, experimentation by the Ministry of the 
Interior and Kingdom Relations with instruments such as the AI Impact 
Assessment and quality marks in governmental use of algorithms, and 

49 Minister for Legal Protection (2019). 
50 Ministry of Economic Affairs and Climate Policy (2019a), p.43.
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collaboration between supervisory authorities to see if there are persis-
tent blind spots in the supervisory landscape with regard to AI.

With regard to the second action, the report says that the Dutch govern-
ment is “encouraging”51  such research – a wording vague enough to avoid 
any real commitment. Later in the report this governmental “research 
encouragement” is further elaborated through two specific actions: (1) a call 
of the Dutch Organisation for Scientific Research worth 2.3 million EUR, on 
explainable, socially aware and responsible AI (closing date November 5th 
2019), (2) research calls for public-private partnerships into the responsible 
use of AI and the transparency and explainability of algorithms. 
 

on the next page: Figure 2. From the SAPAI report.52

While the actions in themselves are laudable, they do not stand out as 
building on an abundance of vision or financial commitments. 

In summary, the first track (capitalising on social and economic opportuni-
ties) of the three tracks of Dutch AI strategy seems to be the one domi-
nating the other two despite the fact that the report does not explicitly 
talk of such hierarchy.  This aligns with a reaction of the Director of the 
Foundation for Digital Infrastructure in the Netherlands to the SAPAI 
report,53  who considered it to be representative of Dutch economic pol-
icy in general: “The market will fix it, and if it doesn’t turn out to be per-
fect, you will have to subsidize a bit”.54 

I now turn to the two governmental letters (Legal Protection on safe-
guards against risks associated with data analytics by the government and on 
AI, public values and human rights) that elaborate on the “strengthening 
the foundations”-track. Do these letters give further indications as to 
how the Dutch AI strategy elaborates the notion of trustworthy AI?

51 Ibid.
52 Ministry of Economic Affairs and Climate Policy (2019a), p. 40.
53 Stichting Digitale Infrastructuur Nederland (2020).
54 Translation mine (KdV). Bronzwaer (2019b).
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TRACK 3
Strengthening the foundations

From the SAPAI report.

PUBLIC VALUES 
AND HUMAN RIGHTS 
PROTECTED

Actions include:
Research into the 
- legal aspects of 

decision-making 
algorithms;

- risks of facial recog-
nition technology;

- European certification 
of AI applications 
in the administra-
tion of justice.

Establishing a transpar-
ency lab for government 
organisations.

PUBLIC VALUES 
AND HUMAN RIGHTS 

PROTECTEDT

COMPETITIVE 
MARKETS

Actions include:
The government advo-
cates that a European 
regulator should be 
able to impose ex-ante 
obligations on large 
digital platforms with 
a gatekeeper function 
of which consumers 
and businesses are 
heavily dependent.

The Netherlands 
 Authority for Consum-
ers and Markets (ACM) 
develops expertise on 
new technologies as 
well as business models 
and their effects on 
competition analysis.

CONSUMER 
PROTECTION

Actions include
The Netherlands has 
accepted the Directive 
on better enforcement 
and modernisation of 
EU consumer law.

INTELLECTUAL 
PROPERTY

Actions include:
Implementation of 
the new European 
Copyright Directive 
amongst others 
pertaining to text and 
data mining activities.

OPEN, COMPETITIVE 
MARKETS AND 

CONSUMER PROTECTION

LEGAL AND ETHICAL 
FRAMEWORKS

Actions include:
Stimulating the partic-
ipation of Dutch com-
panies as well as public 
organisations in the 
pilot phase of the ethical 
guidelines for AI from 
the High Level Expert 
Group of the European 
Commission.

RESEARCH INTO 
RESPONSIBLE AI 
DEVELOPMENT AND 
APPLICATION

Actions include:
Netherlands Research 
Organisation NWO’s call 
for research on explain-
able, socially conscious 
and responsible AI

AUDITABLE

Actions include:
The government invests 
in research into the 
responsible use of AI 
as well as the transpar-
ency/explainability of 
algorithms (VWData 
programme).

EFFECTIVE 
SUPERVISION

Actions include:
Research into the super-
vision of algorithms.

TRUST

SECURITY

Actions include:
Research into the 
impact of the usage of 
AI on national security.

Research into the use 
of new technologies – 
including AI – for cyber 
resilience.

SECURITY
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5. Two governmental letters that give 
more substance to trustworthy AI?

While The discussion of track 3 in the SAPAI report is rather shallow, 
the discussion gets substantially more thorough in the governmental 
letters written by the Minister for Legal Protection on safeguards against 
risks associated with data analytics by the government,55 and by the Minister 
of the Interior and Kingdom Relations on AI, public values and human 
rights.56 Unfortunately these letters are only available in Dutch, which 
makes them inaccessible for large parts of the international community.  
It is therefore important to discuss their content in some more detail. 

I begin by discussing the letter on safeguards in the use of data analyt-
ics by the government. This 13-page letter builds on other policy docu-
ments (mainly from 2018) and on a report published in March 2018 by 
the University of Utrecht.57 The CAF-11 and SyRI cases, which were ongo-
ing whilst this governmental letter was being written, are not mentioned 
anywhere. The AI HLEG’s Guidelines for Trustworthy AI58  are mentioned 
in three footnotes but are not elaborated upon in the main text. The let-
ter only mentions the notion of trust (vertrouwen) twice, and does not 
make use the concept of trustworthy AI as developed by AI HLEG (which 
bases it in seven key requirements: human agency and oversight; techni-
cal robustness and safety; privacy and data governance; transparency; diver-
sity, non-discrimination and fairness; environmental and societal well-being; 
accountability). Instead the governmental letter proposes a set of its own 
guidelines, developed in collaboration with experts from administrative 
agencies. These guidelines aim to increase the understanding, trans-
parency and quality of data analytics used by public bodies; those are 
added to the letter as a 17-page annex.59  The eight areas covered by these 

55 Minister for Legal Protection (2019). 
56 Minister of the Interior and Kingdom Relations (2019). 
57 Vetzo, Gerards and Nehmelman (2018).
58 High-Level Expert Group on AI (2019). The AI HLEG ‘s guidelines also formed the basis for 

their Assessment List for Trustworthy Artificial Intelligence (2020) following a pilot study 
with over 350 stakeholders, see Chapter 1 in this volume. 

59 Ministerie van Justitie en Veiligheid (2020). 
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guidelines are: (1) Awareness of risks (stigmatisation, bias, hacks, etc.), 
(2) Explainability (in principle public bodies should not use algorithms 
that are too complex to explain), (3) Data recognition (the parameters or 
training data on which a model is based, should be described and pos-
sible discriminatory effects explored) (4) Auditability (the models and 
algorithms that are used for ADM resulting in specific consequences 
for individual citizens need to be verifiable in case of damages; their 
use needs to be documented),  (5) Accountability (public authorities are 
responsible for decisions made by algorithms, even if these are third-
party algorithms or if they cannot be explained in detail), (6) Validation 
(regular testing to see if a model achieves the desired result without 
creating additional damage), (7) Verifiability, (data analytics need to be 
verifiable - potentially in court), (8) Provision of information to the public 
(information needs to be concise and transparent; variables and thresh-
old values can be communicated as long as this does not bring along the 
possibility for gaming the system; transparency is more important for 
ADM that has an high impact/big implications for citizens; transparency 
is not a holy grail – it can be more important that an independent audi-
tor and the public body itself understand the workings of an algorithm 
than that an individual citizen understands it).

While there is a clear thematic overlap with the AI HLEG’s seven key 
requirements for trustworthy AI , the list of eight domains requiring 
safeguards appear to be locally grown. It is important to note here that 
the letter makes an explicit distinction between ethical guidelines and 
legal regulations for AI used by private companies and those used by 
public bodies. Regulating the former on a national level seems of little 
use, given the fact that companies often have activities that transcend 
national borders. However, with regard to public bodies the govern-
ment would like to create national regulation or legislation to give the 
necessary safeguards more legitimacy. The Dutch government consid-
ers that the scope of the General Data Protection Regulation (2016/269) 
and Data Protection Directive 2016/680 for Police and Criminal Justice 
Authorities is not extensive enough to provide safeguards with regards 
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to all the risks involved in the use of AI applications. The govern-
ment proposes that complementary regulation or legislation might be 
needed in the following areas: (1) transparency, and (2) quality con-
trol. A final focus point is accountability and supervision. The govern-
ment intends to look at whether there are gaps that are not covered by 
any supervisory authorities. 

To summarise, this governmental letter is based mostly on national 
expertise and stresses the need for creating (national) legislation and 
supervision to give safeguards with regards to the use of data analytics 
by the government. In the Dutch AI strategy’s annual review,60 the gov-
ernment reports that in 2020 the guidelines are evaluated in terms of 
effectiveness and feasibility. Furthermore, the question about whether 
national legislation will be needed will depend on the legislative pro-
posals that will follow from the White Paper on Artificial Intelligence 
(19 February 2020) in which the European Commission published its 
digital strategy for 2020-2025. The effectiveness of existing supervisory 
mechanisms was also considered sufficient. However, the government 
has suggested exploring to what degree algorithm impact assessments 
could be developed and integrated in already existing data protection 
impact assessments.

The second governmental letter concerns AI, public values and human 
rights and is written by the Minister of the Interior and Kingdom 
Relations.61 In this letter there is no mention of trustworthy AI. Even 
the word ‘trust’ is completely absent. Instead the letter stresses the 
importance of human rights in relation to innovation within the field 
of AI. The government proposes a human-centered approach to AI 
that aligns with the European focus on this notion. However, the gov-
ernment also underlines that the current human-centered AI concepts 
are very abstract and general, and will need substantial concretisa-
tion to have an impact on the development of AI technology. The let-
ter expresses the hope that human-centred AI, like other value driven 

60 Ministerie van Economische Zaken en Klimaat (2020).
61 Minister of the Interior and Kingdom Relations (2019). 
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technologies such as wind and solar power, could become an essential 
export product, and that the Netherlands could become a frontrunner in 
this field. In the annual review of the Dutch AI strategy the government 
reports that it launched a Toolbox Ethical Innovation to support (pub-
lic) organisations.62 It also aims to create a human rights impact assess-
ment for AI. In late 2020, the government plans to create a hackathon to 
create solutions that can combat bias and discrimination in ADM. 

6. Conclusions – strengths and weaknesses 
of trustworthy AI in SAPAI

The neTherlands has been eager to be seen as the vanguard of 
European AI, especially when it comes to making sure that AI is 
human-centred. Simultaneously, the national AI strategy does not 
closely follow the policy documents of the AI HLEG, especially insofar 
as the concept of trustworthy AI does not play a significant role. Among 
the strengths of the Dutch AI strategy there are significant financial 
commitments to AI, and collaborations between the public and private 
sectors. Similarly, their pragmatic approach and swift promulgation of 
legislation and supervision appear promising.

The development of the AI strategy, however, has been done by three 
separate ministries. While one might think that this implies cross-min-
isterial support for AI, the effect is that there is no overarching vision, 
the strategy is fragmented, and fundamental values and rights are pur-
posefully kept outside the upbeat glossy SAPAI report. Other areas for 
concern lie in the Netherlands’ recent history of using biased and inac-
curate algorithmic tools, as in the CAF-11 and SyRI cases. It therefore 
appears that the Dutch public sector has had a difficult time in striking 
the right balance between governmental efficiency and protection of 
fundamental rights. It is to be hoped that the current strategy will help 
prevent such cases in the future, and that the focus on human-centred 
AI will go beyond the creation of a brand and export product. 

62 Ministerie van Economische Zaken en Klimaat (2020).
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CHAPTER 7.

AI policy in Italy

Comprehensive focus on core 

infrastructural robustness 

and humanistic values

Francesco Cappelletti
Research Fellow at European Liberal Forum; 
member of Fondazione Luigi Einaudi. 

Summary

The inTroducTion oF an Italian policy for artificial intelligence 
(AI) has emerged in the broader context of the country’s general 
digitisation strategy, and in the following chapter I also take into 
account the policy’s shared elements with the larger pan-Euro-
pean discussion. Presenting a comparative study, I primarily rely on 
documents that have been published by Italian Ministers and pub-
lic institutions, noting that there is a general coherence with those 
published by the European Commission. The Italian Ministry for 
Technological Innovation and Digitalisation (MID), in the “Piano 
Nazionale Innovazione 2025”, explicitly places the Italian AI strat-
egy in the broader context of digitalisation of the whole country. The 
document clearly depicts an idea of “artificial intelligence [that aims 
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to be] socially, culturally and democratically sustainable”, at the heart 
of the digitalisation process. The main document guiding the Italian 
approach to AI, the Italian Strategy for Artificial Intelligence, published 
by the Ministry for Economic Development (MISE) in July 2020, takes 
into consideration many aspects related to the positive approach 
of this new technology “with a clear anthropocentric imprint and 
oriented towards sustainable development”. There is, therefore, a 
clear discursive match with the principles listed in the European 
Commission’s High-Level Expert Group’s documents concerning the 
Ethics Guidelines and principles for a “trustworthy AI”. Additional sim-
ilarities can be identified with the Commission’s later recommenda-
tions. Finally, it should be taken into account that the Italian AI strat-
egy aims at a project involving different institutions and ministries. 
The digitalisation process in Italy is thought to purposefully re-inno-
vate the whole public administration preparing the country for the 
emergence of new technologies. Research and partnerships between 
actors (both public and private), involved in these developments, will 
play a fundamental role in creating an integrated ecosystem for the 
advancement of the skills required to build the new digital infrastruc-
ture. Therefore, other important legislative and policy documents are 
taken into consideration in the same way as those just mentioned.

1. Introduction

This chapTer aims to provide a general perspective on the main devel-
opments and ongoing projects concerning AI policy in Italy. My analy-
sis is intended to highlight the most recent developments, presented by 
the Ministry of Economic Development (MISE), regarding the official 
AI strategy for Italy,1  and the related digitalisation plan for the public 
administration, proposed by the Ministry of Technological Innovation 
and Digitalisation (MID), which tends to act as a link for all the various 

1 MISE (2020), the 82 proposals for an AI strategy contained into this document were drafted 
in 2019, to be submitted for consultation and approved in February 2020, and published, 
with further updates, in July 2020.
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actors involved in this ambitious project.2 In the same way, the most 
recent regulatory developments will be examined to understand how 
government policies are currently designed and implemented.

Some factors are crucial to understand the general state-of-the-art 
Italian digitalisation and AI policy. First, the European Index on Digital 
Society (DESI), shows a general lack of digitalisation in Italy com-
pared to many other European countries – especially in terms of net-
work access, business digitisation and connectivity; factors where Italy 
stands below the European average.3 Second, the internal composition 
of the productive structure of the country is very dependent on small 
and medium-sized enterprises (SMEs) – constituting around 90 per-
cent of total productivity.4 Although the available data will have to be 
reassessed in the light of the sudden digitisation experienced by Italian 
SMEs during the 2020 pandemic, indicators related to online trade and 
use of digital marketing tools place Italian SMEs at the bottom of the 
list of European countries. Third, what is relevant to any discussion on 
AI is the use of “big data.” Also in this case, a sense of backwardness 
emerges from the comparative data, when considering the current uses 
of such technologies in Italy.5

2 MID (2020a, 2020b).
3 DESI (2020) is a composite index that summarises relevant indicators on Europe’s digital 

performance and tracks the evolution of EU Member States.
4 In theory, Italian companies that contribute with a turnover of less than 50 million EUR per 

year. However, it should be remembered that small Italian companies are part of complex 
value chains that go beyond the domestic market. (Info Data, 2019).

5 While the data market in Italy is relatively small compared to the potential of the domestic 
product, and only 12 percent of Italian companies have commenced projects that include 
the use of AI, it should be remembered what has been said above about the composition of 
the Italian productive network, in which small companies make up a large part of the total. 
It is therefore not correct to speak of lack of investment in data as a sign of backwardness, 
since many of the country’s strategic companies (both in the technological sector and 
in manufacturing – robotics, automotive, automation) are at the forefront in terms of 
technological advancement.
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2. The digitalisation process in Italy

beFore inTroducing The discussion on Artificial Intelligence, it is 
useful to briefly describe the current situation in Italy, regarding recent 
regulatory developments affecting new technologies and digitalisation 
processes. One of the key elements of Italy’s digital development is its 
Public Administration sector, intending to offer citizens full access to 
digital services. Coordination is provided by the Agency for Digital Italy 
(AGID).6 Specifically, the AGID operates through the structuring of 
three-year plans, approved by the government, which has as its general 
objective the digitisation of key national infrastructure. The most recent 
plan, the third of its kind ratified by the Prime Minister in 2020,7 with the 
aim of “developing a digital society [...] for citizens and businesses,” and 
promoting “sustainable digitalisation”, contributing to the diffusion of 
new technologies “in the productive Italian network”.8 Also, AGID will 
oversee the management of Digital Identity for Citizens and simplified 
payment systems for public administration. It should be noted that in 
2018 the agency issued a White Paper on the topic of “AI at the service 
of the Citizen”, containing some guidelines included in the most recent 
strategy.9 In particular, in the White Paper, it was recommended to iden-
tify the minimum safety measures for the implementation of this tech-
nology, as well as to evaluate the usability of data from different adminis-
trations, until the development of the necessary skills.10 

While Italy seems to be catching up with the rest of the European 
countries in terms of new technology development, only recently the 
government has developed a solid internal structure to address the 

6 The Agenzia per l’Italia Digitale (AGID) is the governmental agency that coordinates the 
implementation of the Italian Digital Agenda and promotes the spread of the use of ICT 
technologies by promoting innovation and the economic, social and cultural growth of 
the country (www.agid.gov.it). The AGID is dependent on the Ministry for Technological 
Innovation and Digitalisation.

7 The Italian Prime Minister and the Minister for Technological Innovation and Digitalisation 
(2020).

8 MID (2020b).
9 AGID (2018).
10 Ibid., pp. 75–77.

http://www.agid.gov.it
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issue of digitalisation, specifically through the creation of dedicated 
agencies. One of them, the Department for Digital Transformation,11 is 
the main actor to support the role of the Prime Minister and to imple-
ment the actions necessary to realise the agenda points of the three-
year AGID plan.

However, the digitalisation process in Italy is not limited to a sin-
gle action. There are several initiatives aimed at digitising markets 
and involving businesses and citizens. The most ambitious, pro-
moted through the MID, and addressing all fields of technological 
development, is called “Italia 2025.”12 The Department for Digital 
Transformation has created a development plan within the project that 
puts into practice the digitalisation proposals already outlined in pre-
vious years and supported by the European institutions. The platforms 
under construction inside this project aim at a 360° digitalisation for 
both the public administration and for individuals, to manage all availa-
ble services digitally.

In this framework, a crucial point for the creation of a highly digitised 
country is the creation of a tailored and robust infrastructure. For 
this purpose, a Public Connectivity System (SPC)13 is outlined, which 
aims at interoperability of infrastructures involving both the Public 
Administration, and other (private) actors in favour of the implemen-
tation of the system as a whole. This interoperability is at the heart of 
AGID’s three-year IT plan. The AGID is responsible for governance and 

11 This institution, within the MID, was established by the Decree of the Prime Minister 
(DPCM of 19 June 2019) and made effective by the Secretary General of the Presidency 
of the Council of Ministers (Decree of 24 July 2019). For more information, see https://
innovazione.gov.it/it/chi-siamo/dipartimento/.

12 MID (2020a).
13 The Sistema Pubblico di Connettività (SPC) defines the preferred ways in which public 

administrations’ information systems must be interoperable with each other. The company 
that manages the entire system is CONSIP, of which the Ministry of Economy and Finance is 
the sole shareholder. CONSIP has entrusted the management of the service through a public 
procurement contract to a temporary joint venture (composed by Fastweb S.p.A., Sistemi 
Informativi S.r.l. and Finmeccanica S.p.A.) which, since 2016, is in charge of the provision of 
interconnection, interoperability and governance services under the aegis of the AGID (and 
the MID for extension). Further information on AGID website: https://www.agid.gov.it/it/
infrastrutture/sistema-pubblico-connettivita.

https://innovazione.gov.it/it/chi-siamo/dipartimento/
https://innovazione.gov.it/it/chi-siamo/dipartimento/
https://www.agid.gov.it/it/infrastrutture/sistema-pubblico-connettivita
https://www.agid.gov.it/it/infrastrutture/sistema-pubblico-connettivita


163 TO CONTENTS

H
U
M
A
N
-
C
E
N
T
R
E
D
 A
I
 I
N
 T
H
E
 E
U

H
U
M
A
N
-
C
E
N
T
R
E
D
 A
I
 I
N
 T
H
E
 E
U

7.
 A
I
 P
O
L
I
C
y
 I
N
 I
TA

Ly

oversees critical aspects of the system (software versioning, traceability 
of requests, adequacy of the service, coordinated API documentation).14 
At the core lies the assumption that administrations and stakeholders 
ought to adhere to established international and European standards.15 

These innovation plans follow recent regulatory developments at both 
European and international level. It emerges clearly from the official 
statements that the country’s technological development must retain 
the “sustainability” of projects and make them “ethical,” in line with 
the United Nations’ Sustainable Development Goals (SDGs).16

2.1. An ad hoc structure for Italy’s digitalisation and AI
Like any other new technology, the development of AI requires new leg-
islation. This concept seems to be even more relevant considering the 
improvement of AI. There is a general challenge for the development, 
implementation, and uses of technology  to be implemented through 
ethical standards that are aligned with the values of the society in which 
we live.17 The European Commission’s recommendations seem to 
remain vague regarding the implementation of domestic regulations for 
the introduction of AI.18 Hence, the Italian strategy for AI anticipates 
some possible solutions, in line with a shared approach at the interna-
tional level, while still retaining the objective advantages in terms of 
the shared reliability of these new technologies. Legislation, neverthe-
less, cannot be reduced to mere mathematics,19 it must follow a specific 
logic: The regulator should fully understand in advance the possible 
consequences and impacts of a new sort of technology, especially when 
– as in the case of AI – it affects daily life in ways never seen before. A 
thriving legislative system can only be achieved through strategic plan-
ning of AI policies, taking into account medium and long-term effects. 

14 The new interoperability framework is adopted by the agency, as outlined in AGID (2020). 
15 Especially taking into account the ISA² - European Interoperability Framework (on the basis 

of COM 134/2017), see European Commission (2017).
16 MID (2020a), p. 3. 
17 IEEE (2019).
18 Although some key points in the Commission’s guidelines refer to issues covered by current 

legislation, see Larsson (2020). 
19 Hagendorff (2020).
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The focus must therefore be on innovation, which must be favoured 
from a regulatory point of view.

Innovation, in the pursuit of creative solutions, is seen as an essential 
part of the process of development of an AI that must be “sustainable” 
and at the same time “understandable” by the citizen.20 The MISE docu-
ments explicitly refer to the use of technology that is Human-Centered. 
This is particularly relevant in relation to the European Commission’s 
High-Level Group of Experts (AI HLEG)21 and aligns the Italian strategy 
with the EU recommendations. This leads to some aspects being con-
sidered, primarily concerning the awareness and education of the citi-
zens, and also with the aim of being prepared to make conscious deci-
sions through democratic processes.

One of the central remaining points of the national strategy is the issue 
of governance. The MISE document states how it will be necessary to 
think of an institutional structure to supervise the process and imple-
mentation of digital policies, especially regarding AI. The concepts 
listed above can be found both in the Italian strategy for AI and in the 
European guidelines. The rationale is to allow the regulator to have a 
constant evaluation, not only of the actual implementation of the nec-
essary legal improvements but also of the assessment of the impact and 
possible risks. The supervisor of these processes should also take into 
account the partnership between public and private sectors, involving 
research on and experimentation in the decision processes, involving 
both large and small businesses with the aim of better directing both 
policies and investments in future projects within the sector.

In general terms, the need for innovation mentioned above requires 
resources, decisions and political direction, but above all a certain 
capacity to speed up decision-making processes. Still speaking in very 
general terms, we can identify factors that could disadvantage the 
process of new technologies in relation to legislative power, the first 

20 Ibid. MISE (2020), p. 7.
21 See European Commission (2018b, 2019, 2020), AI HLEG (2019a, 2019b, 2020a, 2020b).
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concerning the political cycle, the second the readiness to respond to 
needs, the third linked to the speed of technology development. The 
political cycle, whose agenda may change unexpectedly, can take on 
unforeseen configurations, with a change in political direction, which 
could lead to the interruption of long-term projects. Moreover, for 
the legislator, it will be essential to respond adequately to requests 
from the world of research and industry. To this end, the Italian strat-
egy foresees a system of constant dialogue with the parties involved 
in AI processes. Finally, the speed of technology development is cer-
tainly not comparable to that of the approval of a decree in the legisla-
tive chambers. This partly explains the need, elaborated in the Italian 
Strategy, for the creation of a body under the Council of Ministers, i.e. 
making the institutions at the centre of the (ministerial) functions 
resilient, modelling the agenda in accordance with requests or feed-
back from the sector of interest.

An example of smart governance is a recent decree introducing “urgent” 
measures for digital innovation, which could prove essential for all 
digitisation processes. The new features contained in the Law Decree 
76/2020 approved by the Italian Parliament not only simplify the meth-
ods of presenting new projects having “[...] emerging technologies and 
initiatives with high technological value [...]”, but also open doors to 
what is called “authorised experimentation” in the field of innovative 
research. This involves companies, universities and research centres, 
research bodies and start-ups.22 The decree that brings these simplifi-
cations is unique in that it enables the digital sector to be divided from 
other sectors that use public procurement, and thus makes the entire 
process smoother as part of a long-term strategy – which potentially 
means being more attractive for investments within the sector.23

22 The President of the Republic of Italy (2020).
23 The decree was approved just after the so-called phase 2 of the COVID-19 lockdown in Italy, 

which had at the time led to a general negative drop in GDP. In this sense, the “urgency” 
of the amendment must be understood as an attempt to face the crisis by encouraging 
digitalisation processes in order to boost the related market, fostering the introduction of 
new technologies in the whole productive sector.
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We can thus understand ad hoc not only as a call for a greater degree of 
regulatory experimentation, but as an admission that regulation is his-
torically contingent. It is clear that in the broader context of digitisa-
tion, future legislators will need to take into account historically unique 
issues, but which may become cornerstones for introducing this tech-
nology into the country with corrective effects on issues that have been 
bureaucratically difficult to deal with up until then. AI may in this sense 
become the key to a future smart government, which will help the regula-
tory steps be in line with the prerogatives agreed at European level, but 
which, at the same time, will allow the country to enhance its areas of 
excellence – first and foremost, its ethos of made in Italy.

3. Artificial Intelligence in Italy

as already described, the strategy for the introduction of AI in Italy 
follows the recent developments carried out by the MISE. The strategy 
emerges through a series of proposals and pragmatic, flexible points 
– therefore in progress – which aims at bringing AI into the country 
following a gradual path. The MISE policy document identifies an AI 
ecosystem in Italy based on three pillars, i) research and technologi-
cal transfer, ii) production and iii) adoption. Research is understood as 
wide-ranging and includes the entire university sector and public and 
private research centres. Production means both software development 
and components, as well as infrastructure and services. The usage (or 
adoption) is referring to the part of the users of the technology. This 
includes both public administration (in the broader project of digitali-
sation of the country) and industry and manufacturing.24

Some main strategic parameters can be identified by comparing the dif-
ferent digitisation projects and the strategy for AI. The key points of the 
strategy as a whole are:

24 MISE (2020), p. 28-30.
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 ɖ Encouraging high-level research by attracting talent and enhancing excel-
lence through the development of digital innovation hubs, fostering col-
laboration between universities and industry;25

 ɖ Support innovative policies for SMEs and start-ups with high technolog-
ical value and to favour the national industry of AI, also supporting the 
decentralisation of projects (in regions, provinces, municipalities), gen-
erating a growing mass of intellectual resources;

 ɖ Strengthen the use of artificial intelligence-based technologies in sectors 
of excellence (robotics, automotive, industrial automation) by promot-
ing the conditions to attract foreign investment;

 ɖ Promote the development of embedded AI solutions, advanced cloud 
and data storage systems, use of internet-of-things (IoT) devices 
through the growth of the relevant industry sector

All the strategic recommendations for the implementation of an AI 
ecosystem must follow mandatory guidelines in terms of ethics and sus-
tainability. In the same way, technology must be seen to have a positive 
impact on society, aiming at improving the quality of human life (with 
particular reference to local and territorial challenges). Specific consid-
eration within the Italian strategy for AI is given to accessibility and social 
inclusion. Notably, it is proposed to focus research for people with disa-
bilities, implementing AI-based IoT technologies, tools and devices for 
the inclusion of these people, with particular reference to local and ter-
ritorial policies. Another interesting possibility of application could be 
the use of technology for the inclusion of refugees and asylum seekers 
in society, through intensification in the use of database platforms for 
an increasingly optimised management of hospitality – and integration.26

3.1. Further implementation for Italy
The planning documents for AI in Italy identify this technology not as 
a separate element in the field of new technologies, but as an ecosystem of 

25 Italy has centres of excellence in the technological field such as the National Laboratory of 
Artificial Intelligence and Intelligent Systems (AIIS, which operates within the Consorzio 
Interuniversitario Nazionale per l’Informatica; CINI), and infrastructures such as CINECA, 
GARR and specialised laboratories such as INFN.

26 MISE (2020), part 6.2.



168 TO CONTENTS

H
U
M
A
N
-
C
E
N
T
R
E
D
 A
I
 I
N
 T
H
E
 E
U

H
U
M
A
N
-
C
E
N
T
R
E
D
 A
I
 I
N
 T
H
E
 E
U

7.
 A
I
 P
O
L
I
C
y
 I
N
 I
TA

Ly

technologies in which AI is implemented. Given the existence of this vision, 
the implementation of the Italian AI strategy will be dependent on an 
inter-ministerial governance body (“cabina di regia”) with the Presidency 
of the Council of Ministers as its final point of reference.27 Behind this logic 
lies an understanding of AI as theoretically variegated, touching on different 
areas (from robotics to industry to cybersecurity) in which technology is 
used and is therefore not the only factor. Consequently, since it is developed 
in different areas, there is a need for inter-ministerial control, to oversee the 
whole process of the digital transformation of the country.

As a further development of this vision, the strategy for AI in Italy fore-
sees the creation of an Italian Institute for Artificial Intelligence (I3A).28 
This new structure will become a reference point for the development 
of AI in Italy as part of the strategy itself. The programmatic points of 
this structure are listed in the design:29

 ɖ developing top-quality research;
 ɖ attracting funding from industry and the European community;
 ɖ creating a network for excellence by collaborating with existing  

realities in Italy;
 ɖ developing a technology transfer system

The MISE’s strategic plan defines the I3A as responsibilities on the appli-
cation of AI in robotics and industry, healthcare, sustainability/energy, 
agri-food, transport, aerospace and defence, public administration, and 
culture / digital humanities.30

3.2. Cutting-edge technology and AI
As mentioned above, a Public Connectivity System will be at the basis 
of the country’s digitalisation processes and will foster a continuous 

27 MISE (2020), pp. 78-80.
28 Although the establishment of such a structure is “desirable” according to the MISE 

Strategy, the creation of this structure is currently being defined, and its operational 
headquarter will probably be in Turin.

29 MISE (2020), pp. 80-81.
30 MISE (2020), p. 37.
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exchange of know-how within the institutions. A fundamental ele-
ment in the development of AI is the capacity for high performance 
of the computing grid. One of the tasks for the I3A project will be to 
ensure the creation of a computing architecture at the domestic level. 
This should be done through close collaboration with European com-
puting infrastructures.31 The optimal strategy for Italy, in its techno-
logical modernisation, seems to be based on a mixed system of High-
Performance Computing (HPC) and edge technology. Since machine 
learning – the core technology of AI – requires the processing of large 
amounts of data, a strategic distribution of computing processes (as in 
the case of so-called “edge computing”) could lead not only to greater 
precision but could also ensure greater energy efficiency to the system. 
Certainly “the computing capacity must be commensurate with the 
ambitions [of the strategy]”.32

The cutting edge of technology finds a European dimension in the 
Euro HPC Joint Undertaking initiative33 which aims to create a series 
of highly efficient and advanced technology computing infrastructures. 
The project, carried out jointly by the European Commission, several 
countries and private actors, involves the creation of supercomputers 
using so-called exascale technology34 in Bulgaria, Czech Republic, Italy, 
Luxembourg, Portugal, Slovenia and Spain.35

The Italian supercomputing infrastructure will be provided by CINECA,36 
a consortium including the Ministry of Education, about 70 universities, 

31 Specifically, reference is made to EOSC, Euro HPC and the project of a European 
infrastructure of supercomputing systems (European Data Infrastructure), see European 
Commission (2018a).

32 MISE (2020).
33 MISE (2020), p. 83.
34 Exascale supercomputers represent a significant milestone for computer engineering. 

Specifically, reference is made to computers capable of generating calculation operations 
up to 1 exa-FLOPS, corresponding to a quintillion (1018) of floating-point operations per 
second, Gagliardi et al. (2019).

35 The European Joint Undertaking on High-Performance Computing.
36 CINECA is a partner in several pan-European high-performance computing projects. 

https://ec.europa.eu/research/openscience/index.cfm?pg=open-science-cloud
https://ec.europa.eu/digital-single-market/en/eurohpc-joint-undertaking
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INFN, and SISSA.37 Leonardo (as it will be named), will be constructed 
in Bologna by Atos in collaboration with Nvidia and will be part of the 
European HPC network. It will be used within the Joint HPC initiative 
for pharmaceutical research, space exploration and weather modelling. 
It is also important to stress that part of this immense computing capa-
bility (which places it among the most powerful supercomputers in the 
world) will also be available to Italian companies and research. CINECA 
is committed to promoting the country’s digitalisation processes and 
the transmission of HPC technologies also to the broader industry.38 In a 
similar way, this provides institutional support for implementation of AI 
technology within the SMEs.39

The technological impact of high-performance computing initiatives 
can prove to be fundamental to stimulate the use of AI within the 
Italian productive sector, potentially leading to a spill-over effect, in 
which a competitive race towards equitable AI implementations could 
occur. It is not to be ruled out that, over a few years, a possible spread 
of this technology to the SME sector will also occur (which, as we have 
seen, represent the majority of the total number of Italian companies), 
allowing for better design and production of services, as well as a signif-
icant enlargement within the European market.

3.3. Shared and reliable projects:  
AI between technology and ethics

The ethical question with regards to AI is a cornerstone of the whole 
discussion, both at European and national level. There are many con-
cerns, especially on behalf of the end-user, about the possible spin-
offs of this technology. A lack of clarity is indeed perceived regarding 
the use of data, and therefore privacy – especially when it comes to the 

37 The project for the Leonardo system was presented by CINECA in agreement with the 
Italian Ministry of Education, University and Research, the National Institute of Nuclear 
Physics (INFN), and the International School of Advanced Studies (SISSA). 

38 Collaboration projects will involve most advanced Italian companies, such as Eni and Bi-Rex, 
Ferrari, Piaggio Aero, Fiat, BMW Oracle, Luna Rossa, Bonfiglioli Riduttori, see Ballocchi 
(2020).

39 The FF4EuroHPC project, of which CINECA is a partner, is co-financed by Joint HPC and the 
European Commission.
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automation of intelligent systems. This is due to the presence of a mar-
ket that tends to be monopolistic in which a few large technology com-
panies, using ubiquitous technologies dealing with massive amounts of 
data, control the privacy of the users (so-called data hoarding).

To ensure reliable implementation of AI, the MISE Strategic Plan – both 
in its first version in 2019 and in the updated 2020 version – proves to 
be consistent with the principles for a trustworthy AI, as identified by 
the AI HLEG.40 The MISE Strategy defines the concept of trustworthy 
AI in parallel with some of the fundamental ethical principles in the 
field, and could therefore be said to be implemented by the strategy.41 
Moreover, the group of experts of the Italian Ministry of Economic 
Development stresses that the EU’s targets for trustworthy AI are to be 
aimed for, but should not be seen as necessary conditions to enter the 
European AI market at the moment.42 The applicability of these princi-
ples, therefore, although desirable, is only part of the complex system of 
guarantees necessary to implement this technology in Italy.

This does not mean that the AI HLEG’s considerations do not under-
pin the strategy. In the AI HLEG’s Policy and Investment recommen-
dations document,43 there are some points in common with the Italian 
strategy. Simultaneously, the Ministry of Economic Development 
tries to pursue a broader vision, taking into account the different 
needs within the Italian productive sector. In general, the focus is on 
creation of product certifications that are in line with European rec-
ommendations – by various means – but, as described below, aiming 
to shape the whole production chain, sharing responsibility between 
all actors involved.

40 Ibid. MISE (2020), art. 2.2.1.
41 The strategy does not examine the ethical issue in detail from a single perspective, and takes 

into account the key principles from various statements, including the “Asilomar Principles 
on AI”, the IEEE document on “Ethically Aligned Design”, and the EGE Group’s “Statement 
on AI, Robotics and Autonomous Systems”.

42 MISE (2020), p. 23.
43 AI HLEG (2019b).
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The MISE strategy explains that, at present, the discussion about AI’s 
reliability at national level focuses on the ethics of this technological tool 
throughout the whole process of development, conception and imple-
mentation of the system (ethics by design). This is, however, described as 
“reductive”, as the safety and robustness requirements of the technology 
must also be taken into account, as indicated by the Commission’s AI 
HLEG.44 Therefore, the discussion must concern the technical engineer-
ing areas, committing the actors to submit to minimum requirements 
in terms of ethical compliance, legal standards and technical require-
ments. A suggested solution could be to create an impact assessment and 
empowerment tool involving all actors in the AI technology development 
chain.45 This would ensure accountability of all actors engaged as they are 
called to provide an assessment throughout the entire life cycle of the 
system (not only ex-ante), including also operators and users.46

Furthermore, the recommendations contained in the MISE strat-
egy offer a detailed imprint that tends to align national and European 
standards and, at the same time, gives some propositions on how Italy 
can play a central role in future ethical discussions regarding AI.47

The main poinTs
 ɖ Adopting the Trustworthy AI Impact Assessment is a necessary step 

because it allows actors to contribute to risk analysis, according to the 
type of technology implemented (and the risk generated);48

 ɖ Strengthen the tools for B2B contracts that can promote risk-sharing 
along the supply chains;

 ɖ Make private certifications in line with the principles for a trustworthy AI;
 ɖ Protect consumers (advanced dispute resolution mechanisms, guaran-

tee privacy, detect misleading advertising);

44 MISE (2020), p. 54.
45 This idea takes shape within the strategy from a possible implementation of the Data 

Protection Impact Assessment (DPIA) and the privacy impact assessment of the GDPR, 
which could be adapted to AI policy, see MISE (2020), part 5.1.

46 The evaluation grid referred to is the ALTAI, created by the AI HLEG, which includes 
commitments in terms of quality, updating and variety of the data used, see AI HLEG (2020a).

47 MISE (2020), pp. 93–94.
48 AI HLEG (2020a).
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 ɖ Keeping the data used for machine learning and training within the Italian/
European territory;

 ɖ Comply with any legislative shortage

A fundamental role, therefore, will be performed by the public sector, 
which will have to promote this technological development, but at the 
same time guarantee the reliability of the entire ecosystem –especially 
the institutional one– providing the necessary conditions, including 
legislative ones, to ensure safety from the service provider, the service 
developer to the consumer. The first step, as mentioned above, could be 
the creation of the strategic coordination body (“cabina di regia”) men-
tioned above to oversee the quality of regulations and research. With a 
medium- and long-term objective in mind, this body should also be able 
to contribute to the monitoring of Italy’s commitments at the European 
level, while ensuring the sustainable development of the technology.

Another factor to consider in order to conclude this section is that of 
the consumers, more specifically: the end-users and the degree with 
which the strategy intends to develop the awareness regarding the use 
of AI-based applications. 

First, as for the discussion on digitalisation processes and strategic 
experimentation, the current state-of-the-art domestic law must be 
taken into account. Within the European regulation, specific rules 
or directives on civil liability related to the use of machinery or appli-
cations using artificial intelligence are not identifiable.49 An article 
in the Italian Civil Code concerns dangerous activities that refers to 
non-contractual activities (article 2050 of the Italian Civil Code does 
not exclude from the list of hazardous activities the use of systems that 
relate to human beings but does not specify anything about the use of 
AI and robotics),50 although there are no direct references to the use of 

49 The European Parliament has proposed a compulsory insurance scheme:  
European Parliament (2017).

50 Reference is made to »dangerous activities«, therefore an intrinsically a risk-bearing activity. 
This clarifies that those who carry out this type of activity must be considered – in general 
terms – more exposed and therefore (also in the case of AI) responsible.
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AI at present. On the other hand, as far as contractual practices are con-
cerned, there are different internal regulations, but the strategy recom-
mends action at European level for new directives in this area.51

Second, within the recommendations of the MISE for the protection of 
consumers and users, we can identify i) the introduction of obligations 
to share specific datasets, ii) the protection against damage resulting 
from automated decisions, iii) the protection of the individual from 
misleading advertising or covert online techniques. The necessary reg-
ulations should, therefore, be implemented.52 The MISE strategy also 
lists projects to raise public awareness of AI. This idea, which takes 
into account other successful initiatives internationally, will depend 
very much on the degree of interaction that users have with the digital 
world. Finally, making the digitalisation process inclusive is the basis of 
the MID Italia 2025 strategy, which means also creating new skills and 
reskilling not only for workers but also for users of digital services.53 

Finally, the need to adopt a technology should be followed by a process 
to educate citizens, favouring computational thinking, which ultimately 
leads to the technology being used to enable the individual to fulfil him- 
or herself in society and his or her tasks. This particular aspect sees 
Italy in a backward position, especially regarding the issue of education. 
Therefore, the strategy takes into account the need for concrete action 
to create awareness both in educational processes promoting initiatives 
in this direction.54

3.3.1. AI and the role of Big Data

Although the strategy stipulates that the state must cover a fundamen-
tal role, favouring digital and technological processes with adequate 
legislative responsiveness, it is the Italy 2025 strategy (of AGID and 
MID) that clarifies the role that this technology could have for the state 

51 MISE (2020), p. 58.
52 MISE (2020), pp. 46-48.
53 MID (2020a).
54 MISE (2020), pp. 90-91.
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in detail. Although this is a project in its starting phase, it is clear that 
the intention is to use “big data” wisely, which hopefully leads to “guid-
ing public decision-makers towards conscious choices”,55 in the repet-
itive processes of public administration, with particular reference to 
the world of justice. Given the slowness of legal proceedings for which 
Italian jurisprudence is famous, it is plausible that an implementation 
– any implementation – in these administrative processes can improve 
the state of affairs.

One of the main obstacles in absolute terms to this progress concerns 
the data economy in Italy. As recent studies have shown, most advanced 
Italian companies need skills (in terms of personnel) within the com-
pany. While training (both in-house and university) could be the solu-
tion, at the same time companies are reluctant to deal with the data 
market and data sharing for security reasons.56 It is plausible that the 
choices, not only strategic but also political, that have been described 
so far can promote the further development of this market, and those 
Italian companies will benefit from the opportunities offered by the 
data economy. This should also be seen in the broader context of the 
possible advantage that the widespread use of HPC technologies could 
have in the production structure.57

3.3.2. The Italian RenAIssance

The Italian strategy speaks of a real renaissance for the economy that 
could be made possible through the use of AI. This so-called RenAIssance, 
proposed by the government, foresees a data-driven innovation, in 
which the institutions and the national government have a pivotal 
role to play. As was already discussed, the possibilities of offering bet-
ter decision-making processes, through evidence-based policymaking, 
can lead to smarter regulation. One more step can be acknowledged in 
the MISE strategic plan, not only related to new regulatory actions for 

55 MID (2020a), p. 18.
56 A study AI of applications to the Italian market is given by the AI Observatory of the 

Polytechnic of Milan,Osservatori.net (2019).
57 See section “Cutting-edge technology and AI” in this document.

http://Osservatori.net
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technologies and industrialisation but in general looking at the medium 
and long term, to address rationalised policies aimed at achieving abso-
lute benefits. The introduction of these decision-making methodolo-
gies could pass through controlled environments (regulatory sandboxes) 
and would allow operators from different sectors such as universities, 
experts and companies to interact. This makes it possible to verify 
ex-ante the sustainability and applicability of a new regulatory project.

Moreover, further facets of the strategy can be traced in the document 
of the MID, Italy 2025, where it is proposed that an agency is to be cre-
ated, “Alliance for sustainable Artificial Intelligence”,58 which is thought 
to act as a supervisor on an ethical-legal set of rules, providing feedback 
on the ethical sustainability of technological implementations. Although 
this project departs from the MISE strategic programme, it is essential 
to stress the multidisciplinary nature of the subject.

4. Conclusions

The programmes For the digitisation of the country and the strat-
egy for the implementation of AI in Italy can be defined as comprehen-
sive.  Although many technical issues have not been addressed in this 
short chapter, in general, the Italian strategy for AI appears to be based on 
solid foundations. It notes how many implementations are still needed.

One of the key remits of the policy is its focus on the implementation 
of AI for optimising management of administrative practices – and 
therefore also public administration – and to provide, also, specific 
responses to local needs, both regional and provincial. This last point 
seems fundamental when we consider the economic disparity between 
the Italian north and south and the particular characteristics of the var-
ious regions. The success of these decentralised projects will depend on 
the quality of the future infrastructure, which must take into account 
the geographical particularities of some areas.

58 MID (2020a), p. 25.
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From a market point of view, it is clear that Italy and its productive 
apparatus will benefit from a strategic application of AI in the produc-
tive sectors and industry, also boosting the growth of know-how, and 
high-level research within universities and research centres.

The sensitive issues related to the use of this technology are also 
addressed comprehensively, with particular reference to the problem of 
reliability and inclusiveness. Also, as regards to sustainability, it is defined 
as a broad concept. It will depend on the degree of development of the 
relevant technologies within AI in general and the subsequent digital eco-
system, but always taking into account the European reference standards.

Comparing the Italian strategy with what is described in the European 
Commission’s documents, a clear alignment with the basic principles of 
the European recommendations can be identified. At the same time, as 
already described, an attempt is made to structure the approach to AI 
according to the specific needs of the country. Finally, there is an evident 
readiness on the part of Italian institutions to “be promoters” of this 
development,59 through the sharing of best practices and participation in 
the European debate. The documents of the AI HLEG have been there-
fore clearly inspiring in outlining the Italian strategy, especially concern-
ing the issue of the trustworthiness of technology and the anthropocentric 
approach it must have.

A singular feature of the Italian strategy is that it is firmly based on its 
political direction and commitment. At the same time, a strong focus 
is given to the “listening policy,” especially for having feedback from 
the production sector. The balance between the political agenda of the 
future (how much future governments will want to follow this path) 
and the effectiveness of the productive sector of the country to be inci-
sive on the forthcoming legislative steps, will determine the success of a 
real smart policy concerning the national AI implementation. 

59 Both in MISE (2020) and in MID (2020a).
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CHAPTER 8.

AI policy in the Czech Republic

Strong business focus, welcoming 

towards foreign investment

Anas zaza
Anas zaza is an External Analyst with the Institute of Politics 
and Society in the Czech Republic and completing studies 
in International Relations at Anglo-American University 
in Prague. He is also an Analyst and Contract Specialist 
with Runecast Solutions and an independent researcher.

Summary

as ai sysTems continue to impact society and citizens, national AI 
strategies are attempting to capture economic prosperity and remain 
competitive in the 21st century. In the world of AI, keywords such as 
algorithms, automation and big data are increasingly becoming com-
monplace. They are primarily driven by an AI resurgence in the private 
sector that has seeped into all aspects of society.

This chapter analyses the Czech Republic’s National Artificial 
Intelligence Strategy (NAIS), published in May 2019,  and how or to what 
extent the strategy is influenced by the European Union’s approach on 
“trustworthy AI”. This notion is emanating from the appointment of 
the High-Level Expert Group on AI (AI HLEG) and its key publications, 
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primarily the Ethics Guidelines for Trustworthy AI. Specifically, the seven 
key requirements for the realisation of trustworthy AI, found in the 
Ethics guidelines, as well as other documents including similar notions, 
from the OECD AI Policy Observatory1 and European Commission’s AI 
Watch2, are here part of the analytical foundation. 

As concluded in this chapter, the NAIS – being published in the month 
after the Ethics guidelines – has not explicitly linked the seven key 
requirements, but can be seen in light of the preceding European AI 
strategy (April 2018) that is echoed in the Communication from April 
2019. The Communication puts forward a human-centric approach to 
AI, whereby “AI is not an end in itself, but a tool that has to serve peo-
ple with the ultimate aim of increasing human well-being”.3 The NAIS 
encompasses nearly all aspects indirectly with the aim of improving 
the country’s economic growth and competitiveness in AI by creating 
favourable policy conditions. 

The NAIS provides a list of tools and tasks and the main coordinating 
role is assigned to the  Ministry of Industry and Trade with the aim 
that the strategy is to be continually reviewed, on a yearly basis, with 
reports on the fulfilment of objectives and proposals to revise objec-
tives and instruments. 

As the strategy takes shape, an AI Committee has been established to 
supervise its implementation. The strategy is compatible with previ-
ous industry policy documents such as  Industry 4.0 (Průmysl 4.0), a 
national initiative that aimed at maintaining and enhancing the com-
petitiveness of the Czech Republic in the wake of the so-called Fourth 
Industrial Revolution.4 More importantly, the NAIS is explicitly refer-
ring to the official EU strategies, while significant salience is also given 
to the national Innovation Strategy of the Czech Republic 2019–2030, as the 

1 OECD (2020). 
2 AI Watch (2020). 
3 European Commission (2019).
4 Digital Transformation Monitor (2017).
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stated intent is to complement and expand upon it, alongside the simi-
larly important government strategy Digital Economy and Society. 

1. Analysis

advances in The application of artificial intelligence (AI) systems 
have gained momentum in the past decade, bringing forth national ini-
tiatives and strategies to capture competitive advantages of economic 
growth and beneficial societal impacts. Member States were “encour-
aged to develop their national AI strategy by mid-2019, building on the 
work done at the European level”, as called for in the Coordinated Plan 
on Artificial Intelligence from December 2018. 

The European Strategy on Artificial Intelligence is led by the AI HLEG 
– composed of appointed experts by the European Commission – to 
present recommendations on future-related policy developments and 
on ethical, legal and societal issues related to AI, including socio-eco-
nomic challenges.5 The Ethics Guidelines for Trustworthy AI were 
published by the AI HLEG in April 2019, along with 33 proposed Policy 
and Investment recommendations for Trustworthy AI. These docu-
ments were addressed to EU institutions and Member States and were 
published in June 2019; additional emphasis on building an “ecosys-
tem of trust” appeared in the Commission’s White Paper on Artificial 
Intelligence published in February 2020.

Although the Czech Republic’s NAIS was released in May 2019,6 only a 
month after The Ethics Guidelines, the NAIS draws reference to guide-
lines and publications that align with the pan-European approach and is 
inspired by similar foreign strategic documents. 

The NAIS was created in collaboration with a diverse team of experts 
from academia, as well as the private sector. Among them are repre-
sentatives of ministries, institutions and experts from the Academy of 

5 AI HLEG (2019). 
6 European Commission (2020).
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Sciences of the Czech Republic.7 The stated goal is for the government, 
public and private sectors to coordinate closely as AI systems improve, 
while meeting the objectives of the Government Innovative Strategy 
2019-2030 and the Digital Czech Republic programme.8 

The AI Committee that is assigned through the NAIS is intended to 
be a subcommittee of the Steering Committee of the Digital Czech 
Republic strategy, chaired by the Deputy Minister of Industry and Trade 
for Digitisation and Innovation, with interim reports to be submitted 
yearly to the Steering Committee and to the government, to inform 
about progress of strategy implementation. For some of the seven dif-
ferent strands of AI policy that the report outlines (see below), other 
government departments are recruited to act as coordinating members: 
the Ministry of Education, Youth and Sports; the Ministry of Labour 
and Social Affairs; the Office of the Government of the Czech Republic. 
It is through this newly established AI Committee that the responsible 
ministers (the Deputy Prime Minister and the Minister of Industry and 
Trade) are implementing and coordinating the strategy as a whole. The 
operational management of the AI Committee will be continuously 
ensured by its Executive Committee.9 

1.1. Composition of the NAIS
The NAIS is divided into seven chapters, and its key areas are Research 
and Development (R&D), financing, industry, human capital, educa-
tion, regulation, and international cooperation. For each chapter, the 
NAIS stipulates a responsible Ministry as Coordinator, a baseline pro-
viding the current state, the policy initiatives that will be developed, 
the cooperating entities, tools and methodology, and the key objectives 
that are targeted at short-term (until 2021), medium-term (until 2027) 
and long-term (until 2035).10 

7 NAIS (2019).
8 Government of the Czech Republic (2019).
9 European Commission (2020).
10 European Commission (2020).
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The NAIS also presents results from an empirical mapping of the industrial 
landscape, intended to ground the report in actual data and knowledge from 
practice. Hence, the annex includes results from a survey that was con-
ducted among organisations and companies engaged in AI activities, in both 
academia and the private sector. This survey was led by the Confederation 
of Industry of the Czech Republic, who are responsible for making the ini-
tial evaluations of the corporate AI environment. “The members of the 
Confederation of Industry of the Czech Republic, all other member associa-
tions and organisations and the general public were approached for the pur-
pose of mapping – in total thousands of entities were approached, of which 
50 companies decided to become involved at this stage.”11 This quantitative 
mapping gives indicative data on the applications and development areas of 
AI, methods used in AI, the sectors of integration of AI, and the distribution 
across various industries in the Czech Republic. The “application develop-
ment areas of AI” that were most often mentioned were “information and 
communication activities” and “business process support,” and the sectors 
that were most often mentioned were corporate AI and software develop-
ment. 44 percent of participants highlighted the importance of education 
and retraining of workers, which the NAIS also covers in its fourth chap-
ter, which addresses human capital and the education system and lifelong 
learning, and also its fifth chapter, which addresses the impacts of AI on the 
labour market and social systems.

1.2. Focus areas of the NAIS
One of the primary focuses stated in the report is supporting R&D in 
AI, where the transnational ambition to build European Centres of 
Excellence in AI research, Test Centres, and Digital Innovation Hubs 
are given clear prominence in the report.12 The prospective establish-
ment of a European Centre of Excellence in AI, based on a consortium 
of academic research institutes, is outlined to be based in the capital 
(Prague) and to reach throughout the Czech Republic. This is concord-
ant with the AI HLEG’s recommendations on Policy and Investment 
Recommendations which highlights the aim of ensuring world class 

11 NAIS (2019), p. 43.
12 NAIS (2019).
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research capabilities in AI within the EU. The NAIS plans integrated 
systems of transfer of academic know-how into the EU well into 2035, 
with the goal of making the Czech Republic an attractive AI research 
destination that would be connected with other centres throughout 
the EU further expanding academic research on an international stage. 
This is fulfilled by deepening cooperation with global AI centres, as 
well as maintaining top research and experts in the Czech Republic. 

The keywords of the report seem to be competitiveness, R&D, digital 
infrastructure, skills and training, and commercially viable innovation. 
The main objective appears to be the concentration of excellent R&D in 
AI, in particular by supporting the creation of the European Centre of 
Excellence, Test Centre and Digital Innovation Hubs. The report thus 
outlines seven strands that are co-constitutive of such an agenda:

 ɖ Conditions for attracting top foreign talent (1)
 ɖ Funding for research, the development of start-ups, SMEs (2)
 ɖ Provision of digital infrastructure (3)
 ɖ Education and lifelong learning; both technical and humanities- oriented (4)
 ɖ Adaptable social welfare system (5)
 ɖ Legislation; ensuring the protection of fundamental rights and security as 

well as legal certainty for investors (6)
 ɖ International cooperation and involvement, especially at the EU level (7)

For each of these seven strands, the report outlines a set of tools, part-
ners, and short-, medium-, and long-term objectives. 

In the listed strategic documents, the publications and guidelines 
of the AI HLEG are not present, but reference to communications 
from the European Commission on “Coordinated Plan on Artificial 
Intelligence in Europe”,13 “Artificial Intelligence for Europe”,14  and “A 
Digital Single Market Strategy for Europe”.15

13 European Commission (2018a).
14 European Commission (2018b).
15 European Commission (2015).
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The NAIS is well-structured and clear objectives are laid out through 
the seven vertically divided chapters. The overall aim of the strategy is 
to improve the country’s economic growth and competitiveness in AI 
by creating favourable policy conditions, “all while maintaining a high 
level of protection of fundamental and other rights and in the line with 
the European approach of human-centric AI.”16

1.3. Law and ethics
The Ethics Guidelines by the AI HLEG states that AI systems need to 
be human-centric on the basis of a “commitment to their use in the 
service of humanity and the common good” towards a Trustworthy 
AI.17 The guidelines in creating Trustworthy AI include three compo-
nents of lawful, ethical and robust systems all intended to ensure a 
Trustworthy AI framework. 

Among many of the NAIS’s short-term objectives, up until 2021, is the 
establishment of an Expert Platform and Forum (modelled on the 
“Observatory and Forum” set up by the EU Commission) in coopera-
tion with the Institute of State and Law of the Academy of Sciences of the 
Czech Republic, for the continuous monitoring of legal and ethical rules at 
both a national and international level, adhering to the human centric AI. 

The NAIS has taken measures in assuring national and internal laws as 
well as ethical guidelines, when it comes to either creating legislation, 
ensuring lawful development and implementation of AI systems, or by 
removing legal barriers to AI development, including public law, also 
cited public procurement. 

Consequently, the report’s sixth strand, Legal and societal aspects of AI, 
ethical rules, consumer protection and security issues, provides a path-
way and a commitment to following European Union Law. What is 
requested is clear legislation, ensuring the protection of fundamental 
rights and security as well as legal certainty for investors and citizens 

16 NAIS (2019).
17 AI HLEG (2019).
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alike, as well as means to safeguard a democratic development. What 
is sought is therefore “the creation of an administrative and legisla-
tive framework for AI that avoids any form of discrimination or disad-
vantage, with a strong emphasis on rights and privacy”.18 In the stated 
measures to address the impacts of the AI on the labour market and the 
social system (the fifth strand, seen to be coordinated by the Ministry of 
Labour and Social Affairs), potential threats are identified, include:

[Deepening] problems in socially excluded regions, temporarily 
increasing structural and frictional unemployment, or [...] various 
forms of inequality and discrimination. The effects of automation 
are likely to be different for different population groups, with the 
middle class being among the most affected groups. The impacts 
can thus be not only purely economic, but also social and political.19

1.4. AI, data and digitisation
Although unclear as to the adherence to the Trustworthy AI guide-
lines, the NAIS implements a European approach, and aims to fulfil the 
strategy of Digital Czech Republic. At a national level, this includes a 
myriad of major government strategies for digitalisation and innova-
tion, most comprehensively outlined in the Innovation Strategy of the 
Czech Republic 2019-2030. The Digital Czech Republic international 
conference is held annually, since 2015, and brings together speakers 
across diverse panels geared towards discussion and debate around 
policy programmes such as AI Citizens Safety, the future of jobs, the 
future of education, data rights and digitalisation amongst a few other 
areas and topics. 

The four ethical principles forming a foundation for Trustworthy AI, 
such as the respect for human autonomy, prevention of harm, fairness 
and explicability are taken into consideration in the implementation 
of the NAIS. However, these four objectives are not stated explicitly, 
meaning that there is more room for further expansion of the AI HLEG 

18 NAIS (2019), p.8.
19 Ibid., p.30.
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guidelines. Areas such as Privacy and Data Governance (addressing the 
opportunities for individuals to trust the data processing, ensuring ade-
quate civic control over data, and that data not be used to harm or dis-
criminate against) could be further expanded in future iterations of the 
AI policy of the Czech Republic. 

1.5. Timeline
The NAIS lists both medium-term (timeframe 2027) and long-term 
(timeframe 2035) objectives. The medium term objectives propose 
plans on implementing AI development and usage tools in accord-
ance with ethical and legal rules (including Ethical Guidelines for 
Artificial Intelligence Development and Use) and human centric AI.20 
Additionally, the sixth strand of the NAIS explicitly states that the  
most important influence is that of the European Union legal frame-
work, through which strategic goals in the field of AI (including the 
creation of Ethical Guidelines for the Development and Use of AI) are 
already under way. Also in this legal framing of AI, the NAIS makes 
particular reference to »innovation-friendly« aspects of regulation. 
Other international organisations, notably the OECD, the WTO, the 
UN and the Council of Europe, are noted to have significant activity in 
this field as well. 

While the NAIS appears to lack concrete arguments regarding things 
like civic  accountability of AI Systems, as per The Ethics Guidelines, 
the strategy stipulates the need for “clear and timely AI regulation to 
ensure legal certainty for citizens, entrepreneurs and investors”.21  
Moreover, the NAIS touches upon the support of certified methodology 
of implementation and specialised courses, including the proposal of a 
certified methodology for system audits in co-operation of the public 
and private sectors.22 

20 NAIS (2019).
21 NAIS (2019), p.36.
22 NAIS (2019).
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2. Conclusion

The nais is part of the implementation of the Innovation Strategy of 
the Czech Republic 2019-2030 and lays out the foundation for build-
ing a comprehensive ecosystem intended to answer to the stated aims 
within the EU to create European Centres of Excellence. In this frame-
work, the design, creation, implementation and successful promotion 
– coupled with favourably investing opportunities and innovative man-
agement – of Digital Innovation Hubs (DIH) provide one of the links 
between the public and digitalisation. Highlighted in the executive 
summary of the NAIS:

It is the cooperation of all the entities involved that is crucial for 
the real fulfillment of the National AI Strategy and successful han-
dling of fundamental changes for the Czech economy and society. 
Ensuring equal opportunities and the economic development for 
the entire society within Europe and internationally.23 

However, when analysed in line with the EU Commission approach 
on “trustworthy AI”, the NAIS has not explicitly linked the seven 
key requirements with the AI HLEG delivered Ethics Guidelines on 
Artificial Intelligence, putting forward a human-centric approach to AI, 
whereby “AI is not an end in itself, but a tool that has to serve people 
with the ultimate aim of increasing human well-being”.24 

3. Recommendations

WiTh The anTicipaTed yearly reports on the fulfilment of the strat-
egy of the NAIS objectives, which is to be submitted to the Steering 
Committee of the Digital Czech Republic Strategy and the Government 
of the Czech Republic, proposals are likely to be presented by the com-
mittee so as to revise objectives and instruments continually.

23 Ibid.
24 European Commission (2019).



190 TO CONTENTS

H
U
M
A
N
-
C
E
N
T
R
E
D
 A
I
 I
N
 T
H
E
 E
U

H
U
M
A
N
-
C
E
N
T
R
E
D
 A
I
 I
N
 T
H
E
 E
U

8.
 A
I
 P
O
L
I
C
y
 I
N
 T
H
E
 C
z
E
C
H
 R
E
P
U
B
L
I
C

A worthy expansion of such an endeavour would be to emphasise human 
agency and oversight, which helps ensure that AI systems do not under-
mine human autonomy or cause other adverse effects. Depending on 
the specific AI-based system and its application area, the appropriate 
degrees of control measures, including the adaptability, accuracy and 
explainability of AI-based systems, should be explained further in a 
series of supporting documents.

The NAIS could further elaborate also on the technical robustness and 
safety of AI systems, as regards their intended reliability. AI systems 
ought to be secure enough to be resilient against both overt attacks and 
more subtle attempts to manipulate data or algorithms themselves, and 
ensure fall-back plans in case of problems. The decisions delivered by 
such systems are to be accurate, or at least correctly reflect their level of 
accuracy, and their outcomes should be reproducible.

The traceability of AI systems should be ensured, as it is important to log 
and document both the decisions made by the systems, as well as the 
entire process that yielded the decisions. In addition, future iterations 
of the NAIS could provide more thorough explanations of the degree 
to which AI systems are thought to influence and shape organisational 
decision-making processes.

In a ranking presented by Oxford Insights and the International 
Research Development Centre (IDRC), drawing upon 33 indicators, the 
Czech Republic scored 61.5 (out of 100) in the Government AI Readiness 
Index 2020, ranking 32/172 internationally and 4/20 in regional rank.25 
Ambitiously, the Czech Republic aims to be “the model country for the 
whole of Europe in automation before the Czech Republic’s presidency 
of the EU Council in 2022,” as highlighted in prime minister Andrej 
Babiš’s “Vision – Czech Republic, the country of robots,” in the opening 
pages of the strategy,26 and the intent seems to be that the objectives and 
timelines set forth in the NAIS will be accommodating to this.

25 Oxford Insights (2020).
26 NAIS (2019), p.4.
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Importantly, the value from the linking of the NAIS, in its current form 
(released in May 2019), to the AI HLEG and other publications past 
this date, would help accommodating objectives for future review and 
amendment of the Czech strategy, helping to ensure that the Czech 
Republic follows guidelines set forth at the European level as high-
lighted in the sixth chapter of the NAIS. 
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Human-Centred AI in the EU

The European approach to artificial intelligence (AI) points to 
ethical considerations, human control and trustworthiness as its 
core tenets. But how clearly is this approach reflected in the Member 
States’ strategies?

This anthology analyses to what extent the notions of ethical and 
trustworthy AI, presented by the High-Level Expert Group on Artificial 
Intelligence and the European Commission, have influenced AI 
strategies in Portugal, The Netherlands, Italy, the Czech Republic, 
Poland, Norway as well as the Nordics overall. 

It is clear that the EU-level policies have had an impact on the national 
level strategies, although sometimes only to the extent that they were 
published before the national documents. For instance, while some 
countries, such as Norway and Portugal, have explicitly incorporated 
aspects from the Ethics Guidelines, others, such as the Nordics, 
already tended to include questions of trust and transparency, or on 
ethics as in the case of Poland. 

The EU has emphasised AI trustworthiness as both an ethical imperative 
and competitive advantage. However, implementation is still at the 
starting line: much depends on alignment between this diverse group of 
nations, with different priorities, within the single market.
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