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Abstract—This paper presents a robust phase-based position-
ing framework using a massive MIMO system. The phase-based
distance estimates of MPCs together with other parameters are
tracked with an EKF, the state dimension of which varies with
the birth-death processes of paths. The RIMAX and the modeling
of dense multipath component in the framework further enhance
the quality of parameter tracking by providing an accurate initial
state and the underlying noise covariance. The tracked MPCs
are fed into a time-of-arrival self-calibration positioning algo-
rithm for simultaneous trajectory and environment estimation.
Throughout the positioning process, no prior knowledge of the
surrounding environment and base station position is needed. The
performance is evaluated with the measurement of a 2D complex
movement, which was performed in a sports hall with an antenna
array with 128 ports as base station using a standard cellular
bandwidth of 40 MHz. The positioning result shows that the mean
deviation of the estimated user equipment trajectory from the
ground truth is 13 cm. In summary, the proposed framework is
a promising high-resolution radio-based positioning solution for
current and next generation cellular systems.

I. INTRODUCTION

High precision positioning information is a fundamental
component of autonomous systems and location-aware appli-
cations in mobile devices. To pursue better user experience,
these new services and systems keep bringing new challenges
to the positioning systems regarding the accuracy, reliability,
etc. The Global Positioning System (GPS) works well out-
doors, but the accuracy and robustness degrade severely in sce-
narios like urban canyons and indoor environments due to poor
propagation conditions between satellites and user equipment
(UE). In contrast, cellular and wireless networks generally
have good coverage in those GPS harsh environments. As a
substitute or supplement to GPS, much effort has been put
into the research of radio-based positioning techniques.

Accurate radio-based positioning commonly relies on geo-
metrical information (distance, delay and angle) of multipath
components (MPCs) from the radio channel. The estimation
quality of these channel parameters in turn determines the po-
sitioning performance. In recent years, positioning with ultra-
wideband (UWB) signal has drawn special interest because of
the excellent accuracy [1]. The fine delay resolution due to
the large bandwidth used makes it possible to resolve MPCs
and track the distance changes in centimeter level. However,
UWB positioning can only be applied in limited scenarios
considering it is a low-power and short-range technique. These

shortcomings naturally lead us to the question: is it possible to
deliver comparable positioning accuracy by utilizing limited
bandwidth in both indoor and outdoor scenarios? We try to
solve the puzzle from a channel modelling perspective. The
wireless propagation channel is commonly characterized as
a sum of specular-like paths and non-resolvable components.
Considering that cellular systems are typically operating with
a carrier frequency at a few GHz with a bandwidth of
20-40 MHz, the delay resolution is in a scale of 7.5-15 m.
However, we notice that the corresponding wavelengths are
in the order of centimeters and one wavelength corresponds
to a 2π phase shift. For each MPC, the delay and phase
are two parameters which vary simultaneously with the wave
propagating. If the spatial sampling rate of the radio channel
is sufficiently high, i.e., taking a few snapshots within one
wavelength movement, it is possible to track the distance
change in centimeter level by measuring the phase shift be-
tween two consecutive snapshots. With limited bandwidth, the
coherence in the delay domain is a challenge for successfully
detecting and tracking many MPCs simultaneously. However,
the large-scale antenna array could provide additional distinc-
tion between MPCs in the spatial domain. The feasibility of
the phase-based positioning has been preliminarily proved in
[2]. In that work, the phase and delay are assumed to be
independent parameters, which are estimated separately and
only the phase is used for the movement tracking. Because
phase and delay affect each other with wave propagating,
and phase estimates are usually discontinuous in complex
environments, there are risks of causing errors or losing tracks.

Motivated by the above analysis, we present a robust phase-
based positioning framework in this paper. As a proof-of-
concept study, the focus of this work is on demonstrating
the possibility of high-resolution radio-based positioning given
limited bandwidth and with no prior environment knowledge,
rather than on reducing system complexity to implement real-
time positioning. Based on some well-established algorithms,
e.g,. the Extended Kalman Filter (EKF) [3] and the iterative
maximum-likelihood estimation algorithm (RIMAX) [4], the
MPC parameters are extracted from the channel measurement
data. A time-of-arrival (TOA) self-calibration positioning al-
gorithm, which is a structure-of-motion approach and widely
used in image processing, is finally applied for simultaneous
UE trajectory and environment estimation. The main contri-
butions are978-1-5386-3531-5/17/$31.00 c© 2017 IEEE



• The unique mapping between the phase shift and the
distance change in our dynamic model leads to a simpler
kinematic model by involving less parameters, and the
robustness of the system is also improved.

• The performance is evaluated with real measurements of
a complex movement. The results prove that the proposed
framework provides outstanding MPC tracking and posi-
tioning performance even with limited bandwidth.

The paper is structured as follows. In Section II, dynamic
propagation channel modeling is discussed. Section III in-
troduces the estimation of path parameters with the EKF.
Section IV describes details of the measurement campaign.
The MPC tracking results are presented in Section V. Section
VI introduces the TOA positioning algorithm and positioning
result is presented. Finally, Section VII concludes the paper.

II. DYNAMIC PROPAGATION CHANNEL MODELING

An observation of the propagation channel, the impulse
response hk could be decomposed into three non-overlapping
components: specular components hsp, dense multipath com-
ponent (DMC) hdmc and measurement noise hn, yielding

hk = hsp + hdmc + hn. (1)

Positioning relies on the geometrical information from hsp,
which is characterized as a superposition of MPCs. The other
two components constitute measurement impairments for our
purpose.

A. Channel Model

In the proposed framework, the double-directional radio
channel model [5] is employed to extract the spatial and
temporal information of the MPCs from the measured channel
transfer function H ∈ CNs×Nf×NTx×NRx , given as

H(f) =

L∑
l=1

γle
−j2πf

dl
c GRx(ϕRx,l, θRx,l)GTx(ϕTx,l, θTx,l)

T,

(2)

where Ns, Nf , NTx and NRx refer to the number of channel
snapshots, frequency sample points, transmit and receive an-
tenna elements. GTx ∈ CNTx×NaNe and GRx ∈ CNRx×NaNe

describe the far-field antenna response of all antenna array
ports at the transmit and receive sides, with respect to the az-
imuth and elevation angles of departure (AODs) (ϕTx,l, θTx,l)
and angles of arrival (AOAs) (ϕRx,l, θRx,l) of the lth path.
Na and Ne represent the number of azimuth and elevation
angular samples. L is the number of propagation paths. The
complex path weight is parametrized as γl = αle

jφl where
αl and φl represent the vectors of magnitude and phase,
respectively. Instead of using delay, we directly interpret the
phase shift as a distance measure, i.e., phase-based distance
dl. The time-variant structural vectors associated with the
propagation environment geometry and the path weights are
defined as

µ = [dT ϕT
Tx θT

Tx ϕT
Rx θT

Rx], (3)

α = [αT
HH αT

HV αT
VH αT

VV], (4)

φ = [φT
HH φT

HV φT
VH φT

VV], (5)

where {HH,HV,VH,VV} represent four polarimetric transmis-
sions, e.g., HV means horizontal-to-vertical transmission.

B. Dynamic Model

A discrete white noise acceleration model is used to describe
the changes of propagation parameters [6], with the assump-
tion that the motion and underlying noise process of different
parameters are uncorrelated. The discrete-time state transition
equation is expressed as

xk = Fxk−1 + vk, (6)

where vk is state noise following zero mean normal distribu-
tion with the variance matrix Q. The state transition matrix F
is formulated as

F =


I5 I5 0 0
0 I5 0 0
0 0 I4 0
0 0 0 I4

 . (7)

The state vector at snapshot k is

xk = [µT ∆µT αT φT], (8)

where the vector ∆µ contains the velocities of the structural
parameters in µ. Here, we intentionally decouple the phase
evolution from the MPC tracking to preserve the unique
mapping between the phase shift and the distance dl. The
evolution of the state vector from one snapshot to the next
is modelled as

µk = µk−1 +∆µk−1 + vµk

∆µk = ∆µk−1 + v∆µk

αi,k = αi,k−1 + vαk

φi,k = φi,k−1 + vφk
, (9)

where v[ · ] denotes the state noise vector. The selection and
tuning of process noise variance are very important especially
for the narrowband case, because the orthogonality is not
tightly held between close-by MPCs. Small variance may lead
to smooth but slow tracking, and some small movements might
be missed. Large variance enables quick response to non-
smooth movements like sharp turns, but with high risk of
phase slip. Hence, a trade-off is needed. Here, we follow the
guideline that the value of v∆µk

should be in the same order as
the maximum acceleration magnitude [6]. The complex path
weight is assumed to be slowly varying and to account for
larger changes in the propagation processes, e.g., reflection,
scattering, etc. Reinitializations of γl are sometimes needed
in the tracking process [3].

III. PROPAGATION PATH PARAMETERS ESTIMATION

As shown in the proposed framework (Fig. 1), the MPC
parameters are estimated with an EKF. We realize that an
accurate initial state estimation is a prerequisite for the fast
convergence and accurate tracking in the EKF. In this work,
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Fig. 1. Proposed positioning framework.

the RIMAX algorithm is applied to the first snapshot for
the initial estimates of MPC parameters and noise covariance
[4]. Besides, the state dimension adjustment is performed
alongside the EKF iteration.

A. Initialization with RIMAX
Firstly, MPC detection is performed with a successive

path cancellation framework, where the maximum-likelihood
(ML)-based 3D-grid approach is used. Each detected path
is further optimized locally. This detection framework uses
oversampling to enhance delay and angle resolution, therefore
closely located MPCs could be detected.

After subtracting the specular-like components, the residual
is considered as the colored noise process with a covariance
matrix R, which consists of the measurement noise following
a Gaussian distribution N (0, σ2I), and the DMC. The DMC
is modelled stochastically and the covariance matrix has a
shifted Kronecker structure, which is computationally efficient
especially when a large antenna array is used [7]. The full
noise covariance matrix is given by

R = RR ⊗RT ⊗Rf + σ2I, (10)

where Rf ∈ CNf×Nf is the covariance matrix in the fre-
quency domain with Toeplitz structure. We observed that the
power delay profile of the residual shows a spatially white
characteristic at the base station (BS) side, therefore the
covariance matrices RT ∈ CNTx×NTx and RR ∈ CNRx×NRx ,
which describe the angular distributions at the transmit and
receive sides respectively, are assumed as identity matrices in
this implementation.

The structural vectors of MPCs and the parameter set
of DMC are optimized alternatingly with the Levenberg-
Marquardt algorithm and the ML-Gauss-Newton algorithm,
respectively. The details can be found in [4].

B. Extended Kalman Filter
The path parameters are tracked with an EKF [3]. Due to

the non-linear channel model used, we firstly linearize the data
model hsp(x) by taking the first-order partial derivatives over
the state vector, which gives the Jacobian matrix as

D(x) =
∂hsp(x)

∂xT . (11)

The first-order and the second-order partial derivative of the
log-likelihood function, i.e., the score function q and the
Fisher information matrix J, are also needed in the iteration.
These are computed as

q(h|x,R) = 2 · <
{
DH(x)R−1(h− hsp(x))

}
, (12)

J(x,R) = 2 · <
{
DH(x)R−1D(x)

}
. (13)

The procedure of the EKF is summarized as

x̂(k|k−1) = Fx̂(k−1|k−1), (14)

P(k|k−1) = FP(k−1|k−1)F
T +Q, (15)

P(k|k) = (P−1
(k|k−1) + J)−1, (16)

∆x̂(k) = P(k|k)q, (17)

x̂(k|k) = x̂(k|k−1) +∆x̂(k), (18)

where P(k|k−1) and P(k|k) are the filter error covariances
denoting the prediction and update uncertainties of the state
vector, respectively.

C. State Dimension Adjustment

In channel sounding, the number of co-existing propagation
paths varies over time. The detection and elimination (death-
birth) of paths are assumed to be statistically independent and
performed alongside the EKF iteration with two separate steps.
The first step is to remove unreliable paths by evaluating the
relative variance of each path [4], defined as

varr =

Np∑
p=1

varγp

| γp |2
< εr, (19)

where γp is the magnitude of the estimated path weight of
polarization p ∈ {HH,HV,VH,VV} and varγp

is the estimation
error variance extracted from the filtering error covariance
matrix. Intuitively, varr should be smaller than 0 dB, which
indicates that the certainty of the magnitude estimation should
be larger than its uncertainty. A reliability check is performed
every 30 snapshots and only paths with varr smaller than the
threshold εr are preserved in the state for further tracking.
Hence, the MPC lifetime is here defined as the time duration
that the relative variance of a MPC is below a given threshold,
which is geometry-independent in this sense. The next step is
to detect new paths. We limit the number of newly initialized
MPCs in each snapshot to control the model complexity and
reduce the interference between coherent paths [4].

IV. MEASUREMENT CAMPAIGN

This framework is designed for the multiple-input multiple-
output (MIMO) case where angular information is available
from both sides. However, UEs with single or few antennas
are more common in practice and the lack of AODs makes the
path estimation and tracking a harder problem. To test the per-
formance of the proposed framework in a real but controlled
environment, a measurement campaign was performed in a
large sports hall with the RUSK LUND channel sounder. Fig. 2
shows an overview of the measurement area. A cylindrical
antenna array with 128 ports (Fig. 3a) is used as BS at the
Rx side, the center of which is 1.42 m above the ground. A
conical monopole omnidirectional antenna (Fig. 3b) is used to
represent a UE at the Tx side. The distance between UE and
BS is around 17 m and line-of-sight (LOS) conditions apply.
The transfer functions were recorded at a center frequency



Fig. 2. Overview of the measurement area in the sports hall, Medicon Village,
Lund, Sweden. Room dimension is around 20 m × 36 m × 7.5 m.

Tx

Optical CMM system

(a) (b)

Fig. 3. (a) The cylindrical antenna array at the Rx side; (b) The conical
monopole omnidirectional antenna at the Tx side and the optical CMM system.

around 2.7 GHz and with a signal bandwidth of 40 MHz. To
avoid large variation of path parameters, especially the phase
slip between two consecutive snapshots, the spatial sampling
rate of the wireless channel was sufficiently high. In total, 6000
channel snapshots were collected in 19.7 s. The Tx was placed
on a tripod and manually moved to write the “Lund” letters
in a 2 m3 space. Meanwhile, an optical coordinate measuring
machine (CMM) system (Fig. 3b) was used to capture the UE
motion with accuracy down to millimeter, which acts as the
ground truth for performance analysis.

V. MPC TRACKING RESULTS AND ANALYSIS

This section focuses on the performance of MPC tracking
results. Fig. 4 shows the tracked propagation distances of
MPCs from the EKF implementation. It could be observed
that the LOS component with the distance around 17 m is
tracked steadily since the beginning. About 2 m apart from
the LOS is the ground reflection path which is tracked shortly
in the end. Besides, many other MPCs with long lifetimes
could also be observed in the range of 20-70 m propagation
distance. For better evaluation of the tracking performance,
we zoom into the LOS component and compare the distance
estimates with the ground truth. The black dashed line denotes
the distance estimates from EKF. The red solid line in Fig. 5 is
the true propagation distance of the LOS component which is
calculated based on the 3D coordinates from the optical system
and the coordinates of the BS. The two curves are manually
time synchronized for better comparison. As shown from the

Fig. 4. The tracked absolute propagation distances of MPCs. The color
indicates the power in dB scale.
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Fig. 5. Performance evaluation of the tracked LOS component.

comparison, the EKF could catch all the movements of the
UE, even some fine ones and sharp turns. The estimates have
a good match with the ground truth most of the time, besides
some deviations observed after 16 s. The biggest deviation
from the ground truth is about 8 cm. The MPCs located in
the same delay bin as the LOS component are correlated and
they show degraded quality of tracking.

We further analyzed the angular-power distribution of the
tracked MPCs. The MPCs are plotted in a 3D coordinate sys-
tem based on the estimates of distances and azimuth/elevation
AOAs without considering the interaction order. The top view
(Fig. 6a) shows that the tracked MPCs are distributed over
the entire azimuth domain and paths are intensively detected
in the similar direction as the LOS component. From the
vertical distribution (Fig. 6b), a few paths are observed from
the ground or at similar height as the BS, but most of the
paths are from the complex ceiling structure of the room, e.g.,
the metal beams of the ceiling in Fig. 2. Those complex room
structures would bring additional uncertainties to the distance
estimates. Moreover, the similar behaviour of the long-tracked
MPCs in the angular domain may become a challenge for
3D positioning, for which the MPCs with sparse angles are
preferred. However, it is interesting to see the performance in
the real but non-ideal case.

Ghost components around some high-power MPCs are
observed during the tracking. They usually have similar angles
and propagation distances as the dominant MPCs close by
and experience very short lifetimes. These components are
mainly generated due to power compensation in the estimation



Fig. 6. 3D plot of the tracked MPCs. Black dashed line denotes the room
geometry and the hexagram represents the location of BS. The top-view plot
(a) shows how tracked MPCs distributed in the azimuth plane. The side-view
plot (b) shows the vertical distribution.

procedure and do not have actual physical meaning, therefore
they are not considered in the following positioning step.

VI. POSITIONING ALGORITHM AND RESULTS

As seen in Fig. 4 and Fig. 5, most of the MPCs can only
be observed during fractions of the measurement duration
and the estimation quality is not consistent during the whole
tracking process for an individual MPC, i.e., there are outliers
in the data for which the errors are substantial. Therefore, the
question here is how to optimize the positioning performance
in the presence of missing data and outliers, which is a highly
non-convex problem.

A. Mathematical Formulation of Geometrical Problem

A few assumptions are firstly given for modeling the geo-
metrical problem. The tracked MPCs from EKF are numbered
with i = 1, 2, . . . ,m, where i = 1 represents the LOS
component. These paths are assumed to originate from n UE
positions Txj ∈ R3, j = 1, . . . , n. The BS is stationary at
position Rx1 ∈ R3. To formulate the measured distances,
we assume that the tracked MPCs are reflected from planar
surfaces and mirror the BS, i.e., each MPC can be considered
as being received at a mirrored BS position Rxi. The distance
estimates are only given for a set I of (i, j) combinations due
to missing data. As it will be shown, the errors of outliers
in the distance estimates are substantial. However, for a large
amount of distance estimates the errors are fairly small (in the
order of a few centimeters). The measured distances are then

dij = ‖Rxi −Txj‖2 + εij ,∀(i, j) ∈ I, (20)

where εij ∈ N(0, σ2
inl) for (i, j) ∈ Iinl and εij are drawn from

an unknown distribution for (i, j) ∈ Ioutl. This distribution
has a significantly larger variance. One useful approach is to
minimize the negative log likelihood. To simplify the problem,
we assume that the negative log likelihood for the outliers is a
constant, i.e., each outlier gives the same penalty. In this way
the problem becomes an optimization problem.

Problem 1: (Time-of-Arrival Self-Calibration) Given ab-
solute distance estimates dij∀(i, j) ∈ I , find the inlier set
Iinl ⊂ I , the UE positions Txj ∈ R3 and the mirrored BS

positions Rxi ∈ R3 that solves the following optimization
problem

min
Iinl,Rxi,Txj

∑
(i,j)∈Iinl

(dij − ‖Rxi −Txj‖2)
2 +

∑
(i,j)∈Ioutl

C,

(21)

where Ioutl = I \Iinl. This is a highly non-linear, non-convex
optimization problem. The problem changes character if both
Txj and Rxj span 3D, or either one of them or both are
restricted to a plane or a line as shown in [8]. The problem
is ill-defined if there is too little data. For planar problems
we require m ≥ 3, n ≥ 3, [9]. For 3D problems more data is
needed, typically m ≥ 4, n ≥ 6, [10]. Algorithms for solving
Problem 1 using hypothesize and test paradigm are presented
in [11].

B. Estimation of the Distance Estimates Error Distribution
and Mirrored BS Positions

The modified version of Problem 1 where say the transmitter
positions Txj are known, is a substantially better conditioned
problem. In this case, we can solve for

min
Iinl,Rxi

∑
i|(i,j)∈Iinl

(dij − ‖Rxi −Txj‖2)
2 +

∑
i|(i,j)∈Ioutl

C

(22)

independently for each mirrored BS position Rxi. This can be
done by using Random Sample Consensus (RANSAC) [12].

The resulting residuals dij − ‖Rxi −Txj‖2 can be used
to empirically assess properties of the error distribution. We
selected those paths that were longer than 500 snapshots from
the tracked m = 282 MPCs, which gave a set of 50 MPCs.
For each of them, we estimated the mirrored BS position
using RANSAC (to obtain Iinl) followed by the non-linear
optimization of (22) (to obtain Rxi). In total these 50 tracked
MPCs gave us 103 480 distance samples, i.e., approximately
2000 each. Of these 77 490 were considered to be inliers.
This gives us an estimated inlier ratio of 75%. The standard
deviation of the inlier residuals is 4.6 cm.

Using the ground truth UE positions Txj , we robustly
initialized the LOS component receiver position, i.e., Rx1

as well as all the mirrored BS positions of MPCs. This
was followed by non-linear refinement. The reconstructed BS
position Rx1 along with some examples of the mirrored BS
positions are shown in Fig. 7. It could be observed that the
estimated BS position is located close to the true position, and
the mirrored BS positions look plausible.

C. Estimation of UE Positions

We now target the full version of Problem 1, where the UE
positions, the BS position and all the mirrored BS positions are
unknown. To make this highly complex estimation problem
tractable, two assumptions are made here. Firstly, Txj are
assumed to be constrained in a plane, because the UE was
moved approximately in a plane in the measurement. Secondly,
we assume that we know which distance estimates are inliers.
This problem is then proceeded by splitting the whole dataset
in a number of smaller segments in time, which results in



−60 −50 −40 −30 −20 −10 0 10 20

−30

−20

−10

0

10

20

[m]

[m
]

Ground truth UE positions
Ground truth BS position
Estimated BS position
Estimated mirrored BS positions
Room geometry

Fig. 7. Robust estimation of BS position and mirrored BS positions using
the ground truth UE positions.
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117 segments of length 100 snapshots with 50 snapshots
overlap between adjacent segments. For each segment, we
robustly initialized both Rxj and Txj using minimal solvers
and RANSAC [8] based only on the distance estimates from
the EKF. This is followed by non-linear optimization. The
different solutions from the 117 segments were then registered
into a common coordinate system using the overlap between
segments. The estimated UE positions (in red) is shown in
Fig. 8. Also shown (in dashed grey) is the ground truth. The
two trajectories have been rigidly registered to each other.
It could be observed that the estimated trajectory shows a
clear “Lund”-word pattern, with all the fine movements details
caught. However, the overall shape is stretched along the
diagonal direction, which results in a larger deviation from
the ground truth especially in the beginning and the end. The
largest deviation of the estimated UE position from the ground
truth happens at the sharp turn of “L”, which is 26 cm, and
the overall mean deviation is 13 cm. The main reason of the
stretch problem is that many MPCs are tracked in a similar
direction as the LOS component, as shown in Fig. 6. The
similar behaviour of MPCs in the angular domain will cause
the estimated UE positions to be scaled or projected.

VII. SUMMARY AND CONCLUSION

In this paper, we introduced and showed a proof-of-concept
for a robust phase-based positioning framework using mas-
sive MIMO. MPC parameters, e.g., phase-based distance and
angle, are estimated and tracked with an EKF. A TOA self-
calibration positioning algorithm is then used for trajectory
estimation. The positioning results of a 2D complex movement
measurement show that the proposed positioning framework
could achieve outstanding positioning performance even with
standard cellular bandwidths. Besides, no prior knowledge of
the surroundings is needed, so the framework could be easily
applied in different environments given that there are enough
many scatterers present. To sum up, phase-based positioning
using massive MIMO is a promising high-resolution position-
ing solution for current and next generation cellular systems.
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