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ABSTRACT: Histatin 5 (Hst5) is a naturally occurring
antimicrobial peptide that acts as the first line of defense
against oral candidiasis. It has been shown that conjugation of
the active Hst5 fragment, Hst54−15, and the polyamine
spermidine (Spd) improves the candidacidal effect. Knowledge
about the structure of these conjugates is, however, very
limited. Thus, the aim of this study was to characterize the
structural properties of the Hst54−15−Spd conjugates by
performing atomistic molecular dynamics simulations in
combination with small-angle X-ray scattering. It was shown
that the Hst54−15−Spd conjugates adopt extended and slightly rigid random coil conformations without any secondary structure
in aqueous solution. It is hypothesized that the increased fungal killing potential of Hst54−15−Spd, in comparison with the Spd−
Hst54−15 conjugate, is due to the more extended conformations of the former, which cause the bonded Spd molecule to be more
accessible for recognition by polyamine transporters in the cell.

■ INTRODUCTION

Invasive fungal infections are known problems for critically ill
patients, and the occurrence of these type of infections has been
increasing over the years.1 The most frequently isolated yeast
species causing such infections are the Candida spp., mainly
Candida albicans, but other non-albicans species have also been
identified as the cause of fungal infections.1−3 Many effective
antifungal agents are available for the treatment of invasive
candidiasis, such as polyenes, azoles, and echinocandins.1,4

However, despite the access to these drugs, failures in treatment
of invasive candidiasis due to drug-resistant Candida species still
occur.1,4,5 There are also other problems related to the drugs,
such as frequent side effects, inconvenient drug administration,
and unfavorable interactions with other drugs.1,4 Thus, the need
to develop new therapeutic agents is imperative.5

Naturally occurring antimicrobial peptides have been
proposed as possible therapeutic agents against fungal
infections.5,6 One example of such a peptide is histatin 5
(Hst5), which is a histidine-rich intrinsically disordered protein
that can be found in human parotid and submandibular−
sublingual saliva.7−9 Hst5 has various properties that contribute
to oral health, and one of the most important is its antifungal
action. Because of its effectiveness against fungal infections,
especially against the blastospore and the germinated form of C.
albicans,10 several studies have focused on investigating the
possibility of using enhanced Hst5 variants in therapeutic
contexts.5,11−13

A study by Rothstein et al.12 showed that the candidacidal
activity of the 12 amino acidHst5 fragment Hst54−15 is equivalent
to that of the full-length protein. Later, Kumar et al.13 observed
that Hst5 utilizes polyamine transporters for intracellular uptake
and transport in fungal cells. It was also shown that Hst5 operates
like an analogue of the polyamine spermidine (Spd), which uses
the same means of transportation into fungal cells. Tati et al.5

suggested that the uptake and activity of Hst5 into fungal cells
might be increased by conjugation with Spd. Two different
Hst54−15−Spd conjugates were studied, consisting of the active
Hst54−15 fragment with a Spd molecule conjugated either to the
N-terminus (NSpd) or C-terminus (CSpd) of the fragment. It
was observed that the conjugates have a greater candidacidal
effect against C. albicans and C. glabrata and are more resistant to
protease degradation compared with the unaltered full-length
Hst5.5

Although their fungal killing potential has been established,
very little is known about the structure of the Hst54−15−Spd
conjugates. In fact, until now no direct measurements or
simulations have been carried out in order to assess it. Thus, the
aim of this study was to characterize the Hst54−15−Spd
conjugates by comparing the results of atomistic molecular
dynamics (MD) simulations with small-angle X-ray scattering
(SAXS) data.
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■ MATERIALS AND METHODS

Chemicals. The Hst54−15−Spd conjugate (CSpd) and the
Hst54−15 fragment were obtained from Genemed Synthesis Inc.
(San Antonio, TX, USA) as white to off-white powders with
97.46% and 96.18% purity, respectively. The counterion was
trifluoroacetate (TFA). A 20 mM Tris (Saveen Werner AB,
>99.9% purity, CAS Registry no. 72-2-25) buffer was prepared in
Milli-Q water and acidified to pH 7 with HCl. The ionic strength
of the buffer solution was adjusted with NaCl (Scharlau, >99.5%
purity, CAS Registry no. 7647-14-5). The buffer was filtered
through a 0.2 μm hydrophilic polypropylene membrane (Pall
Corporation) before any peptide was added. After the peptide
was dissolved, a concentration cell (Vivaspin 20, 2 kDa molecular
weight cutoff (MWCO), product no. VS02H92, Sartorius Stedim
Biotech GmbH, Göttingen, Germany) was used to remove low-
molecular-weight impurities. The samples were rinsed with
buffer corresponding to at least 10 times the sample volume by
centrifugations at 3000 rpm and 18 °C. The samples were also
dialyzed (Slide-A-Lyzer MINI, 2 kDa MWCO, product no.
69580, Thermo Scientific, United States) for 12 h to ensure exact
background for the SAXS measurements. The studied peptide
concentrations ranged from 0.8 to 5.12 mg mL−1 in order to
overlap the overall physiological protein concentration range in
saliva (1−3.5 mg mL−1). The ionic strength of the samples was
set to 140 mM to exclude any electrostatic repulsion effects and
to facilitate comparison with simulations, where the protein does
not interact with its periodic images.
Small-Angle X-ray Scattering Measurements. SAXS

measurements were performed using beamline BM29 at the
European Synchrotron Radiation Facility (ESRF) in Grenoble,
France. The incident-beam wavelength was 0.99 Å. The distance
between the sample and the PILATUS 1 M detector was 2867
mm, giving a scattering vector range of 0.036−4.95 nm−1. The
scattering vector is defined as q = 4π sin θ/λ, where 2θ is the
scattering angle. For each sample and pure solvent, several
successive 1 s frames (typically 10−25) were recorded and
analyzed. Special attention was paid to radiation damage by
comparing the successive frames prior to further processing of
the data. The background (pure solvent) was subtracted from the
corresponding sample solutions. All measurements were
performed at 20 °C. I(0) was converted to an absolute scale by
measuring the scattering of water. Before SAXS measurements,
the samples were further centrifuged with an ultracentrifuge
(TLA55 rotor) at 13 000 rpm for at least 30 min in order to
remove unspecific aggregates. Protein concentrations were
measured after preparation and again immediately before the
SAXS measurements using a Nanodrop spectrophotometer (ε =
1490 M−1 cm−1, λ = 280 nm).
The scattering of a macromolecule in solution depends on the

contrast (“scattering power” relative to the solvent), given by the
square of the difference between the scattering length densities of
the solute and solution. The scattering length density differences
(determined from the electron densities) of Hst54−15 and Spd are
3.099 × 1010 and 0.564 × 1010 cm−2 respectively, in pure water.
Furthermore, the scattering length density differences were
calculated with MULCh14 to be 3.013 × 1010 cm−2 for Hst54−15
and 1.030× 1010 cm−2 for Spd in 20mMTris and 140 mMNaCl.
From these numbers we assume that the SAXS spectra give
information about the peptide part of the conjugate only, and not
the bonded Spd. The above values could, for example, be
compared with the scattering length density difference for a 10-
monomer poly(ethylene glycol) molecule (i.e., ∼1.5 × 1010

cm−2), which is known to give very low contrast. Experimental
SAXS spectra of the Hst54−15 fragment and the conjugate were
thus compared (see Figure 1). The origin of the small deviation

between the scattering curves in the high-q region is most
probably due to the background subtraction. For both Hst54−15
and the Hst54−15−Spd conjugate, the apparent molecular mass,
determined from I(q = 0), was found to be within a 10%
deviation from the molecular mass calculated from the amino
acid sequence.

Circular Dichroism. Hst5 (60 μm) and Hst54−15−Spd
conjugates (60 μM) were dissolved in 95% trifluoroethanol
(TFE) (Sigma-Aldrich, St. Louis, MO, USA) and analyzed in a
fluorimeter cell (Starna Cells, Inc., Atascadero, CA, USA) with a
1 cm path length at 25 °C. Far-UV spectra (190−280 nm) were
collected with a circular dichroism (CD) spectrophotometer
(model 815, Jasco, Easton, MD, USA) and a thermostatic water
bath. The data were processed using Jasco software and analyzed
using Prism 5.0.

Nano LC−MS/MS. Mass spectrometry was employed to
ensure the purity of the Hst54−15−Spd samples. The experiments
were performed with an EasyLC nanoflowHPLC interfaced with
a nanoEasy spray ion source (Proxeon Biosystems, Odense,
Denmark) connected to a Fusion Orbitrap mass spectrometer
(Thermo Fisher Scientific). The sample was loaded on a 2 cm
PepMap column (75 μm inner diameter packed with 3 μm resin),
and the chromatographic separation was performed at 35 °Con a
25 cm (75 μm inner diameter) EASY-Spray column packed with
2 μm of resin (Proxeon Biosystems). The nanoHPLC was
operated at 300 nL/min with a gradient of 5−22% solvent B
(0.1% (v/v) formic acid in acetonitrile) in solvent A (0.1% (v/v)
formic acid in water) over 20 min, 22−32% over 2 min, and then
an increase to 98% B over 2 min. An MS scan (m/z 350−1500)
was recorded in the Orbitrap mass analyzer, which was set at a
resolution of 60 000 at m/z 400, 1 × 10 automatic gain control
target, and a maximum ion injection time of 500 ms. The mass
spectrometric conditions were as follows: spray voltage, 1.9 kV;
no sheath or auxiliary gas flow; S-lens, 60%; ion transfer tube
temperature, 275 °C. The molecular mass was determined to be
1862.084 Da (theoretical weight 1863.0 Da), and very few ions

Figure 1. Comparison of the scattering intensities of the Hst54−15
peptide and the Hst54−15−Spd conjugate. The concentrations were 1.50
and 1.29 mg/mL for conjugate and peptide sample, respectively.
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were detected apart from the conjugate, indicating a purity of
>98% (Figures 2 and 3).

■ COMPUTATIONAL SECTION
Models. Hst54−15 (Ala1−Lys−Arg−His4−His−Gly−Tyr−

Lys8−Arg−Lys−Phe−His12) and its Spd conjugates (see Table
1) were built with PyMOL.15 The initial structures were assumed
to be linear to avoid subsequent biasing of the conformational
sampling. All four possible isomers were built and simulated. The
nomenclature (as shown in the first column of Table 1) is XSpdY,
where X is either N or C, depending on whether it is an N- or C-

terminal conjugate, and Y is either S or L (which stand for short
side and long side, respectively), depending on the extremity by
which Spd is bonded.

Charge Parametrization. Spd and succinic acid geometry
optimizations (HF/6-31G*) were performed using the Gaussian
09 program.16 The same program, method, and basis set were
also used to derive the electrostatic potentials from which the
restrained electrostatic potential (RESP) charges (AmberTools
14 suite17) were calculated. A two-stage RESP fit was executed
for each model shown in Table 2. In the first step, the charges of
all noncapping atoms were allowed to vary. The charges of the
capping residues, i.e., acetyl (ACE) or methylamine (NME),
were taken from Cornell et al.18 Hydrogen charge symmetry was
enforced for Spd amine groups with more than one hydrogen. In
the second step, only the charges of methylene bridge groups
were allowed to vary. Charge symmetry was enforced for the
respective hydrogen atom charges. All of the other charges were
fixed to the output of the first step. The final charges (presented
in Table S1) were then used to build the new residue topology
entries in the AMBER ff99SB-ILDN force field.19 The remaining
bonded and nonbonded parameters were taken from the
aforementioned force field, using the appropriate “atom type”
for each atom in the models presented in Table 2.

Molecular Dynamics Simulations. All of the molecular
dynamics simulations were performed with the GROMACS
package (version 4.6.7)20−23 using the AMBER ff99SB-ILDN
force field19 and the TIP4P-D water model24 in the isobaric−
isothermal ensemble. All of the simulation boxes were
constructed as rhombic dodecahedrons with periodic boundary
conditions and a minimum distance of 1 nm between the solute
and the box. All of the systems were neutralized with Cl− ions
(five for Hst54−15, six for the different N-terminal Hst54−15−Spd
conjugates, and eight for their C-terminal counterparts).
Simulations with an additional 140 mM NaCl were also
performed for the Hst54−15 fragment and the CSpdS conjugate
in order to mimic experimental conditions and to ensure that the
addition of salt to the simulations had no effect on the estimation
of the structural properties studied in this work (see Figure S3
and Table S2). The equations of motion were numerically
integrated using the Verlet leapfrog algorithm with a time step of
2 fs. The nonbonded interactions were treated with a Verlet list
cutoff scheme in order to make use of the program’s native GPU
acceleration. The short-range interactions were calculated using a
nonbonded pair list with a single cutoff of 1 nm, updated every
100 fs. Long-range dispersion corrections were applied to the
system’s energy and pressure. Particle mesh Ewald25 was used to
handle the long-range electrostatic interactions with cubic
interpolation and a grid spacing of 0.16 nm. The solvent and
solute were separately coupled to temperature baths at 300 K
with the velocity rescaling thermostat26 and a relaxation time of
0.1 ps. A Parrinello−Rahman pressure coupling27 was used at 1
bar with a relaxation time of 2 ps and an isothermal
compressibility of 4.5 × 10−5 bar−1. All of the bond lengths
were constrained using the LINCS algorithm.28

The minimization procedure was performed using the
steepest-descent algorithm29 without setting amaximumnumber
of steps in order to achieve convergence within the available
machine precision. Initiations were performed in a two-step
scheme of 500 ps and 1 ns using position restraints of 1000 kJ
mol−1 nm−2 on all protein heavy atoms. The first step was
performed under the canonical ensemble to stabilize the
temperature, and the second step was performed under the
isobaric−isothermal ensemble.

Figure 2. Mass determination of Hst54−15−Spd using a MALDI
Orbitrap instrument. The y axis displays the relative intensity and the x
axis the mass range.

Figure 3. Mass determination of Hst54−15−Spd using a MALDI
Orbitrap instrument. The inset shows the high-resolution separation (as
shown in Figure 2), which enables the accurate mass determination of
the different isotopes. The monoisotopic peak is indicated by the arrow.
The y axis displays the relative intensity and the x axis the mass range.
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Each conjugate system was simulated for a total of 5 μs (five
replicates of 1 μs each). The protein fragment alone (i.e.,
Hst54−15) was simulated for twice as long (10 replicates of 1 μs
each) because of slower convergence. Coordinates and energies
were saved every 10 ps. Residue charges were set to be
representative of those at pH 7, with histidines being modeled in
the deprotonated form.
The MD trajectories were used in their entirety for all of the

analyses because of the inherent difficulty in defining initial
equilibration times for such highly dynamic systems.
Analyses. As noticed before by our group when we studied

Hst5, the simulation time needed to equilibrate properties such
as the radius of gyration (Rg) and the end-to-end distance (Ree)
around their average values is extremely short,30,31 so short in fact
that it is negligible given the very long simulation times of the
replicates of each system (see Figure S1). Figure S2 shows the

individual distributions of the radius of gyration and end-to-end
distance per replicate for each simulated system. It is clearly
visible that satisfactory convergence was achieved for all of the
conjugates. However, some replicates of the system consisting of
the protein fragment alone appeared to be “stuck” in metastable,
compact conformations at times. Hence the doubled number of
simulations performed for this system.
Information about all of the other analyses performed in this

paper can be found in the previous studies by Henriques et al.30

and Henriques and Skepö.31

Figures. All of the graphs were created using GNUPLOT.32

Protein snapshot figures were rendered using the PyMOL ray
tracer. Two-dimensional chemical structure representations were
drawn with Maestro.33

Table 1. Hst54−15−Spd Conjugate Models

Table 2. Models Used for the Charge Derivation of Spd and Succinic Acid
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■ RESULTS AND DISCUSSION

General Introduction. Figure 1a in the paper by Tati et al.5

shows the killing percentage as a function of the peptide
concentration forC. albicans. It is shown that the conjugates have
a higher killing efficiency than Hst5, with a difference of almost a

factor of 2 at the highest evaluated peptide concentration. Only at
lower concentrations is there a deviance between the N- and C-
terminal conjugates, where the latter have the higher fungicidal
activity.
Figure 4 in this paper shows a schematic picture of the primary

structures of the peptides with respect to both length and charge.

Figure 4. Schematic picture of the charge distributions for Hst5 (top row) and the conjugates with Spd attached either to the C-terminus (middle row)
or the N-terminus (bottom row). The color code for the charges (in units of e) is as follows: blue, +1; pink, −1; gray, 0; green, +2. The total net charges
are +5, +8, and +6, respectively. SPD stands for spermidine, and SAC stands for succinic acid.

Figure 5. Figure sets depicting (left to right) the form factor, the Kratky plot, and P(r) determined by SAXS measurements and simulations. The upper
row (a−c) shows a comparison between the experimental data for Hst5 and the Hst54−15−Spd conjugate. The middle row (d−f) compares the
experimental conjugate results to the simulated results for the N- and C-terminal conjugates. The bottom row (g−i) compares the experimental
conjugate results to the simulated results for the Hst54−15 part of the conjugates only. All of the Hst5 data used in this figure can be found in previous
studies by Cragnell et al.7
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As can be seen, Hst5 has a longer sequence and contains two
negatively charged residues (excluding the C-terminal carboxyl
group), whereas the conjugates contain solely positively charged
and neutral amino acids. Hence, the average charges per amino
acid are 0.21e for Hst5 and 0.27e and 0.40e for the N- and C-
terminal conjugates respectively, i.e., the conjugates have a higher
charge than the native peptide.
As explained in the Computational Section, Spd can be

attached at either the N- or the C-terminus, and at each end there
are two alternatives, either short or long (see Table 1). Since it is
not possible to elucidate whether the molecular structures of the
conjugates from the supplier are long or short, comparisons of
simulation results with experiments are done using a mixture of
the two. In the second part of this paper, a computational analysis
of the conjugates will be performed, where the individual
molecular structures will be taken into consideration.
Histatin 5 versus the Conjugates. To be able to compare

the SAXS measurements with the molecular dynamics
simulations, samples with a low peptide concentration and an
ionic strength of 140 mMwere used. Under these conditions, the
peptide conformations and locations are uncorrelated, and the
solution scattering effectively gives the form factor. Four CSpd
concentrations were measured to ensure concentration
independence of the radius of gyration and the scattering
function (see Figure S4). A CSpd concentration of 2.4 mg mL−1

was used as the form factor to give the appropriate signal-to-noise
ratio. The Guinier approximation, restricted to qRg < 0.8, and the
pair distance distribution function P(r) (GNOM34) gave
consistent values of I(q = 0) (0.00193 and 0.00196 cm−1,
respectively) and Rg (0.92 ± 0.05 and 0.94 ± 0.009 nm,
respectively). The apparent molecular mass, which provides an
indication of monodispersity, was determined from the specific
volume of CSpd (vp = 0.694−0.715 cm3 g−1; obtained using
Sednterp35) and I(q = 0) to be within the range 1.747−2.066
kDa. This is in good agreement with the molecular mass
calculated from the amino acid sequence (1.863 kDa), indicating
that CSpd is indeed monomeric.
Figure 5 shows comparisons of the form factors, Kratky plots,

and distance distribution functions, P(r), for the experimental
data for Hst5 and CSpd (upper panel), the experimental CSpd
data and the simulated CSpd and NSpd results (middle panel),
and the experimental CSpd data and the simulated results for the
Hst54−15 fragments in NSpd and CSpd (bottom panel). The
Hst5 form factor used in this figure can be found in the previous
study by Cragnell et al.7 The last two panels show results for both
SAXS and molecular dynamics simulations, whereas the first is
for experiments solely. First of all, it is clearly shown that the
simulations and the experiments are in reasonable agreement for
the Hst54−15 fragment part of NSpd and CSpd with the SAXS
scattering of the conjugate (bottom panel), i.e., the applied force

Figure 6. (a, c, d) Stacked secondary structure histograms for the simulated Hst5 and the peptide part of the conjugates. All of the histograms sum up to
100%, but the coil percentages are not shown for visual simplicity. The shaded areas indicate the conjoint amino acid sequence that can be found in all the
peptides of this study. (b) CD spectra for Hst5 and the two conjugates in trifluoroethanol.
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fields, the water models, and the parametrization of Spd are
reliable and give accurate results. The assumption stated in
Materials and Methods that the SAXS curve gives information
mainly about the peptide part of the conjugate also seems to be
valid. Taking the whole conjugate (with the Spd part included)
into account when calculating the scattering function and P(r)
gives rise to too-large average dimensions. From the distance
distribution functions it can be seen that, as expected, Hst5 is
more extended than the fragments (Dmax = 5 nm vs 3 nm)
independent of whether Spd is attached to the N-terminus or the
C-terminus. The Kratky plot indicates that Hst5 attains a random
coil conformation, which is expected since Hst5 has been shown
to behave as such.36,37 On the other hand, as a result of their small

size in combination with the higher charge density, the fragments
become slightly stiffer. Hence, from a conformational point of
view, the conjugates display similar trends, differing from that of
Hst5, as shown in Figure 5 (upper panel). The radius of gyration
of the conjugates obtained from SAXS is approximately 0.94 nm
(as obtained using the pair distance distribution function P(r)34),
whereas the average radius of gyration obtained from the
simulations ranges from 0.97 to 1.01 nm.
Figure 6 shows the secondary structure predictions obtained

from the molecular dynamics simulations as well as the CD
spectra for Hst5 and the conjugates. It should be noted that the
CD measurements were performed in TFE. From the
experimental point of view, it is well-known that Hst5 does not

Table 3. Averages and Standard Deviations of the Radius of Gyration (Rg), the End-to-End Distance (Ree), and the Persistence
Length (Lp) for Each Simulated System; The Upper Values in Each Row Represent the Complete Conjugate, Whereas the Lower
Values Represent the Fragment Part of the Conjugate Only

Hst54−15 NSpdS NSpdL CSpdS CSpdL

⟨Rg⟩ ± σ (nm)a 0.97 ± 0.11
1.23 ± 0.17 1.25 ± 0.17 1.22 ± 0.12 1.20 ± 0.14
0.97 ± 0.11 0.97 ± 0.12 1.01 ± 0.09 1.00 ± 0.10

⟨Rg
b⟩ ± σb 0.76 ± 0.09

0.64 ± 0.09 0.64 ± 0.08 0.70 ± 0.07 0.69 ± 0.08
0.71 ± 0.08 0.71 ± 0.08 0.75 ± 0.07 0.74 ± 0.08

⟨Ree⟩ ± σ (nm) 2.49 ± 0.65
3.36 ± 1.01 3.47 ± 0.97 3.69 ± 0.79 3.62 ± 0.83
2.40 ± 0.69 2.47 ± 0.64 2.72 ± 0.51 2.67 ± 0.54

⟨Ree
c⟩ ± σc 0.64 ± 0.17

0.50 ± 0.15 0.51 ± 0.14 0.59 ± 0.13 0.58 ± 0.13
0.60 ± 0.17 0.62 ± 0.16 0.69 ± 0.13 0.68 ± 0.14

⟨Lp⟩ ± σ (bonds) 7.05 ± 3.91
5.68 ± 2.87 5.72 ± 2.94 7.18 ± 3.71 7.15 ± 3.79
7.02 ± 3.84 7.01 ± 3.91 7.99 ± 3.99 7.93 ± 4.09

aExperimental conjugate Rg = 0.94 ± 0.009 nm (the latter is the error and not the standard deviation). bNormalized by the maximum radius of
gyration. cNormalized by the approximate contour length.

Figure 7.Density estimates of the radius of gyration (upper row) and the end-to-end distance (lower row) for all of the simulated conjugates. The blue
lines show the distributions for the complete conjugates, whereas the red lines show the distributions for the peptide part of the conjugates only
(excluding the triple-glycine linkers). The result for each conjugate is compared to that for the simulated Hst54−15 fragment, which is shown in black.
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possess any secondary structure in aqueous solutions, which has
been shown both using NMR and CD.36,37 This is in line with the
MD predictions given in Figure 6a, although from a secondary
structure analysis at the atomistic level it becomes clear that some
part of the amino acid sequence possesses helical content, which
can be attributed to the sequence of His-Ser-His at positions 19−
21. Despite this, the amino acid sequence consists mainly of turns
and bends. On the other hand, when Hst5 is dissolved in an
organic solvent such as TFE, its secondary structure content is
increased, adopting an α-helical structure, as shown in the CD
spectra. The apparent bands at 208 and 222 nm are indicative of
an α-helical structure. This is in line with previous studies of Hst5
in TFE.36,38 In regard to the conjugates, which lack the His-Ser-
His sequence, MD simulations indicate only turns and bends for
CSpd. The α-helical content for NSpd is negligible. In TFE, the
conjugates still do not form any secondary structure, as shown by
the absence of spectral features in the respective CD spectra
(Figure 6b). Thus, the conjugates are completely disordered in
both water and TFE, and it is plausible that the His-Ser-His
sequence contributes to forming the α-helical structure. The
helix-forming sequence in Hst5 is also a part of a Zn-binding
motif (HEXXH motif).39 A loss of this α-helical secondary
structure upon binding of Fe and Zn has been reported.40

Computational Analysis of the Conjugates. Table 3
presents the simple and normalized average values of the radius
of gyration (Rg), the end-to-end distance (Ree), and the
persistence length (Lp) for each simulated system. Two different
sets of numbers are reported for the different conjugates. This is
the case because we are interested in studying the conjugates
both in part (i.e., the Hst54−15 fragment) and as a unit (i.e.,
including Spd). Figure 7 displays the distributions from which
these values were computed, and Figure 8 depicts the

representative structure of each simulated system. From an
analysis of the differences between the conjugate isomers (i.e.,
short vs long), it is noticeable that each pair of isomers shows
very consistent results regardless of the end by which the Spd
molecule is attached. Despite its asymmetry, attaching Spd at
either end shifts the position of the central secondary amine by
only one bond (recall Table 1).
From an experimental point of view, it is more interesting to

analyze the differences depending on whether Spd is attached to
the N- or C-terminus of the peptide. The N-terminal versions of
the Hst54−15−Spd conjugate (NSpd) contain a short succinic
acid linker (needed for covalent bonding of Spd and the GGG
linker), which necessarily increases their maximum extension and
degrees of freedom. Despite their longer contour length, the N-
terminal conjugates appear to adopt more compact conforma-

tions than their C-terminal counterparts, as is visible from the
normalized average radii of gyration and end-to-end distances
presented in Table 3. These findings are also reflected by their
average persistence lengths, which are significantly shorter than
those for the C-terminal variants, indicating that the former are
more flexible. One possible explanation for these observations is
that the CSpd conjugates have a higher linear charge density (cf.,
net charge of +8e vs +6e) and shorter contour length, which
necessarily results in increased intramolecular electrostatic
repulsion in comparison with the NSpd counterparts.
One could hypothesize that there might be a correlation

between the results from the microbiological studies performed
by Tati et al.5 and the less flexible and more elongated average
structure of the CSpd conjugates, since CSpd has experimentally
been shown to have slightly superior killing activity compared
with its N-terminal counterpart. It seems plausible that a more
elongated and rigid structure should better expose Spd to the
solvent, facilitating its recognition by the polyamine transporters.
As expected, the system consisting of the Hst54−15 fragment

alone presents a smaller radius of gyration and end-to-end
distance than the different conjugates. However, when
normalized, these values clearly indicate that for its size, this
system adopts more expanded conformations than its conjugate
counterparts. Interestingly, this peptide is also significantly more
extended than its parent protein, Hst5, for which the normalized
⟨Rg⟩ and ⟨Ree⟩ are 0.56 ± 0.09 and 0.35 ± 0.14 nm, respectively,
under the same simulation conditions, force field, and water
model.31 The latter is likely due to the stronger intramolecular
electrostatic repulsion arising from the higher net charge per
residue of the peptide compared with full-length Hst5.
When the focus is on the fragment part only, the most

pronounced differences between the simulations of the different
conjugates and Hst54−15 alone become almost negligible, as if the
fragment portion of the conjugates is oblivious to the other
constituents that make up the whole conjugate molecule,
behaving just as it would by itself in solution. This is particularly
well illustrated by the significant overlap between the black and
red curves in Figure 7, and one interesting question is whether
conjugation with Spd affects the conformational space of
Hst54−15 at all. For that purpose, a principal component analysis
(PCA) of the peptide backbone for all five systems was
performed, as devised by Campos and Baptista.41 In general,
we found that the first two principal components (PCs)
comprise the majority of the variance in each system.
Furthermore, visual inspection and root-mean-square calcula-
tions (not shown) prove that corresponding minima in the free
energy landscapes enclose closely related conformations and that
different minima relate to distinct conformational classes, whose
dissimilarity increases with their distance in the landscape. This
finding validates the analysis in itself and shows that higher
dimensionality (i.e., a higher number of PCs) is not necessary for
this specific purpose. Figure 9 shows that all of the systems
sample very similar low-energy conformational regions, which
means that on average, regardless of whether there is conjugation
with Spd or not, the 12 amino acid active Hst5 segment adopts
similar conformations. Hence, conjugation with Spd does not
noticeably affect the conformational space of Hst54−15. This is
also visible from the aligned representative structures in Figure
10. It should be noted, though, that while most of the sampled
conformations occupy the upper right quadrant of each plot,
some simulations venture all the way down to the lower left
quadrant, on which compact, β-hairpin-like structures are
aggregated (see Figure 11).

Figure 8. Aligned representative structures of the simulated systems.
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The computational results illustrated in Figures 7−10 are in
good agreement with the experimental SAXS results (see Figure
1), as neither computations nor experiments show any significant
conformational change in the Hst54−15 fragment when it is
conjugated to Spd compared to the fragment alone.

■ CONCLUSION
The first part of this work investigated the conformational and
structural properties of the Hst54−15−Spd conjugates in
comparison to Hst5. Reasonable agreement between exper-
imental and simulated SAXS results were shown, suggesting that
the applied force field, water model, and Spd parametrization
used for the simulations are reliable. It is known from both SAXS

measurements and simulations that Hst5 adopts a random coil
conformation in aqueous solution.7,30,31 The Hst54−15 fragment
part of the conjugates was shown to behave similarly to Hst5,
displaying slightly more rigid conformations, which is reasonable
in view of the combination of shorter contour lengths and higher
charge density. The remaining simulated SAXS curves were more
or less identical for the two conjugates. When the secondary
structure as obtained from the simulations was studied, it was
observed that the conjugates do not possess any significant
secondary structure in aqueous solution. This is in line with the
previous results reported for Hst5, although for the latter there
are some indications of helical content for the His-Ser-His (19−
21) sequence. The CD spectra, however, showed that the

Figure 9. Free energy landscapes for the Hst54−15 part of each simulated system using the first two principal components. Contour lines are drawn for
energies between 0 and 5RTwith 1RT increments. Triangles mark the centers of the lowest-energy minima, and dots represent other local minima. Plots
in the same row have axes of equal size.
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conjugates seemed to retain their lack of secondary structure in
the organic solvent. It is hypothesized that this might be due to
the absence of the His-Ser-His sequence in the conjugates.
In the second part of this work, the different types of

conjugates were compared on the basis of simulation results
solely. It was observed that despite having a longer contour
length, the NSpd conjugate still adopts a more compact
conformation compared with the CSpd conjugate. This effect
could arise for two reasons: (1) the intramolecular electrostatic
repulsion is higher for CSpd, as it has a higher charge density,
and/or (2) the succinic acid linker in NSpd gives rise to more
flexibility in the molecule, which might allow the Spd to fold back
toward the Hst54−15 fragment, hence reducing the radius of
gyration of the entire conjugate. The simulations also showed
that conjugation with Spd does not appear to affect the
conformational ensemble of the Hst54−15 fragment. This was
also observed in the SAXS measurements from a comparison of
the form factors, assuming that the Spd part did not contribute to
the scattering.
We previously observed that structural changes induced by

introduction of Spd improved fungicidal abilities of both Hst5
conjugates, which were attributable to resistance of the
conjugates to salivary proteases and to enhanced uptake into
fungal cells. We hypothesize that the Hst54−15−Spd conjugate
has better activity compared with the Spd−Hst54−15 conjugate

since it assumes a structure that better conceals residues that are
enzymatic cleavage sites and protects them from degradation
while exposing those residues involved in cell surface and C.
albicans Dur3 transporter binding. Indeed, although both
conjugates remain unstructured, these results show differences
in the rigidity and compactness of the two conjugates. The more
rigid random coil conformation of Hst54−15−Spd may result in
residues that are stabilized to allow better occlusion, trans-
location, or release of the substrate to the inner side of the Dur
transporter channel.
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Simulations of Intrinsically Disordered Proteins: Force Field Evaluation
and Comparison with Experiment. J. Chem. Theory Comput. 2015, 11,
3420−3431.
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time series of the radius of gyration and end-to-end distances (Figure S1) and respective

density estimates (per simulation replicate; Figure S2). The negligible effect of adding salt

to the simulations is illustrated in Figure S3, and the respective average values are shown in

Table S2. This supplement also contains additional experimental SAXS scattering intensities

at different conjugate concentrations (Figure S4) and a comparison between the Hst5 4−15

peptide and the Hst5 4−15-Spd conjugate (Figure S5).
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Simulation data

Charges

Table S1: List of partial charges derived for succinic acid (Sac) and spermidine (Spd). The
latter is either bound by its “short” (S) or “long” (L) side. The respective AMBER force
field atom types are also shown.

Sac SpdS SpdL

1 C 0.486928 N3 -0.329914 N3 -0.336112
2 O -0.538039 H 0.333143 H 0.337842
3 CT 0.051854 H 0.333143 H 0.337842
4 HC -0.000371 H 0.333143 H 0.337842
5 HC -0.000371 CT 0.014709 CT 0.042055
6 CT 0.051854 HP 0.114991 HP 0.116958
7 HC -0.000371 HP 0.114991 HP 0.116958
8 HC -0.000371 CT -0.025159 CT -0.032479
9 C 0.486928 HC 0.057794 HC 0.056211
10 O -0.538039 HC 0.057794 HC 0.056211
11 CT -0.012624 CT -0.026214
12 HC 0.035554 HP 0.094414
13 HC 0.035554 HP 0.094414
14 CT -0.006382 N3 0.003440
15 HP 0.080819 H 0.246245
16 HP 0.080819 H 0.246245
17 N3 -0.040456 CT -0.046316
18 H 0.256968 HP 0.096520
19 H 0.256968 HP 0.096520
20 CT 0.026892 CT -0.009019
21 HP 0.087629 HC 0.032434
22 HP 0.087629 HC 0.032434
23 CT -0.003188 CT 0.023243
24 HC 0.025250 HC 0.033759
25 HC 0.025250 HC 0.033759
26 CT -0.133830 CT -0.124888
27 H1 0.097623 H1 0.092932
28 H1 0.097623 H1 0.092932
29 N -0.232103 N -0.286373
30 H 0.229369 H 0.240192
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Time series

(a) Hst5 4−15

Figure S1: Time evolution of the radius of gyration (Rg) and end-to-end distance
(Rend−to−end) for all five replicates of each simulated system. Horizontal lines represent
the average value ± standard deviation.

99



(b) NSpdS

(c) NSpdL

Figure S1: Time evolution of the radius of gyration (Rg) and end-to-end distance
(Rend−to−end) for all five replicates of each simulated system. Horizontal lines represent
the average value ± standard deviation.
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(d) CSpdS

(e) CSpdL

Figure S1: Time evolution of the radius of gyration (Rg) and end-to-end distance
(Rend−to−end) for all five replicates of each simulated system. Horizontal lines represent
the average value ± standard deviation.
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Individual distributions

Figure S2: Density estimates of the radius of gyration (Rg) and end-to-end distance
(Rend−to−end) for all replicates of each simulated system.
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Time series (140mM NaCl)

(a) Hst5 4−15

(b) CSpdS

Figure S3: Time evolution of the radius of gyration (Rg) and end-to-end distance
(Rend−to−end) for Hst5 4−15 and CSpdS simulated with 140mM NaCl. Horizontal lines repre-
sent the average value ± standard deviation.

103



Statistics (140mM NaCl)

Table S2: Average and standard deviation of the radius of gyration (Rg), end-to-end distance
(Ree) and persistence length (Lp), for Hst5 4−15 and CSpdS simulated with 140mM NaCl.

Hst5 4−15 CSpdS

< Rg > ± σ (nm) 0.96 ± 0.12 1.19 ± 0.13
< Ree > ± σ (nm) 2.40 ± 0.70 3.50 ± 0.86
< Lp > ± σ (bonds) 7.17 ± 3.75 6.93 ± 3.40
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Experimental data

SAXS

Figure S4: The scattering intensities of Hst5 4−15-Spd in 10mM Tris buffer and 140mM NaCl
at various peptide concentrations.
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Figure S5: The scattering intensities of the Hst5 4−15 peptide and the Hst5 4−15-Spd conju-
gate in log-log scale. The concentrations are 1.50 mg/mL and 1.29 mg/mL for conjugate
and peptide sample, respectively. The curves are flat at low q, indicating that the mea-
sured q-range is sufficient and that the samples are monodispersed without any apparent
intermolecular interactions.
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ABSTRACT: The temperature dependence of the conformational properties in simulations of the intrinsically disordered
model protein histatin 5 has been investigated using different combinations of force fields, water models, and atomistic and
coarse-grained methods. The results have been compared to experimental data obtained from NMR, SAXS, and CD
experiments to assess the accuracy and validity of the simulations. The results showed that neither simulations completely
agreed with the experimental data, nor did they agree with each other. It was however possible to conclude that the observed
conformational changes upon variations in temperature were not at all driven by electrostatic interactions. The final conclusion
was that none of the simulations that were investigated in this study was able to accurately capture the temperature induced
conformational changes of our model IDP.

1. INTRODUCTION

To understand the structural properties of intrinsically
disordered proteins (IDPs), it is also necessary to study the
possible conformational changes that could arise when the
proteins are subjected to changes in temperature. While
“‘regular’” globular proteins are generally unfolded upon
heating, IDPs have been reported to display the opposite
behavior, showing temperature-induced partial folding or
secondary structure formation instead.1,2 Several studies have
suggested that disordered proteins are in fact locally ordered,
possessing a well-defined polyproline II (PPII) backbone
structure, and that it is the destabilization of this structure that
causes the contraction of IDPs at higher temperatures.3−5

Using computer simulations accompanied by experiments is
a good way of studying conformational changes, as the
simulations can give more detailed information about the
system, while the experiments can validate the simulations as
well as give an overview and an overall appreciation of the
results. Several studies like this have been performed on IDPs,
and quite a few of them have obtained good accuracy when it
comes to comparing simulated and experimental results at
room temperature. The results are unfortunately not as
comparable when performing similar studies at other temper-
atures than room temperature. In the study by Wuttke et al.,2

Monte Carlo simulations were performed with the OPLS/
ABSINTH force field and implicit solvent, in which the force
field was modified to also consider the temperature-dependent
dielectric constant and solvation free energies. As a result of
this, the temperature-induced collapse of a selection of
disordered proteins was captured, which highlighted the
importance of solvation effects in simulations of IDPs using
implicit solvent. Temperature effects have however not been as
easily replicated in molecular dynamics simulations with
explicit solvent. In 2009, Nettels et al.6 showed that the
temperature dependence in protein simulations strongly
depends on the selected force field and water model. They
noticed that the AMBER ff03* force field7 in combination with
the TIP3P water model8 gave an increase in the radius of
gyration, Rg , with increased temperature, whereas a decrease in

the Rg was found when the same force field was used in

combination with the TIP4P-Ew water model,9 which again
stressed the importance of using an appropriate water model.
Using the protein force field OPLS-AA/L with TIP3P also
gave a slight collapse of the Rg with temperature.10 Similar
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results were observed several years later by Zerze et al.,11 when
protein simulations using the AMBER ff03ws force field12 and
the TIP4P/2005 water model13 managed to qualitatively
capture the temperature dependent collapse, although the Rg
was always smaller than what experiments showed.
The fact that different water models give different results has

been known for a long time. A small temperature dependence
study (in which only two temperatures were tested) was done
using the TIP4P water model8 by Martin Neumann in 1986.14

He showed that the dielectric constant decreases with
temperature as it should, although the actual values were
found to be too low. In 2004, Horn et al.9 showed that the
general tendency of decreasing dielectric constant with
increased temperature was similar to the experimental values
when using the TIP4P-Ew water model. The actual values were
again too low, even though they were found to be considerably
better than those obtained by using the TIP4P water model.
Soon after, Abascal and Vega13 determined that the dielectric
constant at 298 K had better agreement with experiments
when using the TIP4P-Ew water model compared to the
TIP4P/2005 water model. Several studies have reported the
dielectric constant of the TIP3P water model at room
temperature to be higher than the expected value.15−18

However, finding any studies in the literature concerning the
temperature dependence of the dielectric constant of the
TIP3P water model has been futile.
From the discussion above, it can be concluded that there

have been several different studies concerning temperature
dependence in simulations of proteins using different force
field and water model combinations. While several simulations
have shown to be sufficiently accurate at room temperature,
the results from different temperatures were more varied.
Thus, the question remains: Is it possible for the currently
available simulation methods to accurately mimic the experimental
temperature induced structural changes in IDPs?
In this case study, the temperature effects in simulations of

the intrinsically disordered model protein histatin 5 (Hst5)
have been investigated using both atomistic molecular
dynamics (MD) and coarse-grained Monte Carlo (CG MC)
simulations. Two of the currently available force fields
appropriate for studying IDPs were chosen for the MD
simulations: (i) AMBER ff99SB-ILDN19 and (ii)
CHARMM36m.20 The AMBER ff99SB-ILDN force field was
used in combination with the TIP4P-D water model,21 but also
the TIP3P water model,8 which is known for causing too
compact IDP structures when used in combination with this
particular force field. The CHARMM36m force field was used
in combination with the recommended TIP3P water model.
For the CG MC simulations, we chose to use the Molsim
simulation package (version 4.8.8).22 To validate the
simulation methods, the results were compared to data from
various experimental methods such as small-angle X-ray
scattering (SAXS), nuclear magnetic resonance spectroscopy
(NMR), and circular dichroism spectroscopy (CD). The
model protein, Hst5, is a small IDP that can normally be found
in saliva, where it acts as a defense against fungal infections
caused by, for example, C. albicans.23,24 Hst5 is comprised of
only 24 amino acid residues, of which almost 30% are
histidines. In addition, seven of the other amino acid residues
are positively charged, but only two are negatively charged.
From this amino acid distribution, the conformational
preference of Hst5 is predicted to be a polyampholytic coil
or a polyelectrolytic semiflexible rod or coil, depending on the

charge of the histidines.25 When the histidines are charged, the
protein obtains a more polyelectrolytic character. For the sake
of simplicity, all simulated histidines were assumed to be
neutral in this study. Illustrations of the atomistic and coarse-
grained models of Hst5 are depicted in Figure 1.

2. METHODS
2.1. Computational Models and Methods. The model

IDP, Hst5, has been simulated at different temperatures using
several different combinations of simulation models and
methods, see Tables 1 and 2. MC simulations were also

performed for two additional CG peptides of equal length as
Hst5 but with either (i) all residues being neutral or (ii) all
residues having a charge of +1, see Table 2. Although all of the
systems were included in the study, the main focus was on the
MD simulations and the MC(IW) simulations (IW = implicit
water).

2.1.1. Atomistic MD Simulations. Molecular dynamics
simulations were performed using the GROMACS package
(version 4.6.7),26−29 with the AMBER ff99SB-ILDN19 and the
CHARMM36m20 force fields, together with the TIP3P8 and
the TIP4P-D21 water models. The simulations were performed
for two different kinds of simulation systems: (1) pure water
and (2) Hst5. The water molecules were put in cubic boxes
with edges of 2.5, 4.0, 5.0, 6.5, and 8.0 nm. A rhombic

Figure 1. Illustration of the simulation models of Hst5. (a) The
coarse-grained model and (b) the atomistic model overlaid with a
cartoon representation to elucidate the backbone. The color scheme is
as follows: red spheres represent the negative residues, blue spheres
represent the positive residues, and the cyan spheres represent the
histidine residues. The coarse-grained model also includes the protein
termini as charged spheres.

Table 1. Abbreviations of the Different Combinations of
Force Fields and Water Models Used in the All-Atom MD
Simulations

abbreviation force field water model

MD(A3) AMBER ff99SB-ILDN19 TIP3P8

MD(A4) AMBER ff99SB-ILDN19 TIP4P-D21

MD(C3) CHARMM36m20 TIP3P8

Table 2. Abbreviations of the Different Combinations of
Chain Composition and Ionic Strength, I, Used in the CG
MC Simulations

abbreviation chain composition I (mM)

MC_HST_10 Hst5 10
MC_NEU_10 all neutral 10
MC_POS_10 all charged 10
MC(IW) Hst5 140
MC_NEU_140 all neutral 140
MC_POS_140 all charged 140
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dodecahedron was used as the simulation box for Hst5, with a
minimum distance of 1 nm between the solute and the box
edges. The protein systems were neutralized by the addition of
five chloride ions. Periodic boundary conditions were used in
all directions. The equations of motion were integrated using
the Verlet leapfrog algorithm30 with a time step of 2 ps.
Energies and coordinates were saved every 5 ps. A Verlet list
cutoff scheme was used for the nonbonded interactions, of
which the short-ranged interactions were calculated using a
pair list with a cutoff of 1 nm. Long-ranged dispersion
interactions were applied to the systems’ energy and pressure.
The long-ranged electrostatics were managed by using Particle
Mesh Ewald31 with cubic interpolation and a grid spacing of
0.16 nm. A velocity-rescaling thermostat32 and a Parrinello−
Rahman pressure coupling33 were used to keep the temper-
ature and the pressure constant throughout the simulations.
The simulations were performed using a pressure of 1 bar.
Selected temperatures in the interval of 280−323 K were used
for both the pure water simulations and the Hst5 simulations.
All bond lengths were constrained using the LINCS
algorithm.34 The initial Hst5 model was built as a linear
structure using PyMOL.35 Initiations were performed in two
steps: (1) 500 ps NVT simulations and (2) 1000 ps NPT
simulations to stabilize the temperature and the pressure of the
systems. The final production runs were simulated for 50 ns
each for the water simulations, and for 5 × 1 μs each for the
Hst5 simulations, with the exception of the MD(A4)
simulation at 293 K, which was run for a total of 7 μs. No
salt was used in any of these simulations since it has already
been established in our previous studies that the addition of
salt does not affect the structural properties of small peptides
such as Hst5.36,37

2.1.2. Coarse-Grained Simulation Model. A coarse-grained
model was used for the Monte Carlo simulations, in which
each amino acid residue and the N- and C-termini are
represented by hard spheres (monomers/beads) connected to
each other by harmonic bonds (see Figure 1). The bead radius
was set to 2 Å and the equilibrium bond length was set to 4.1
Å, with a force constant of 0.4 N/m. Each sphere was either
neutral or charged according to the amino acid sequence at pH
7. The interactions between the nonbonded beads were
simulated using a short-ranged attraction of 0.6 × 104 kJ Å6/
mol (corresponding to 0.6 kT), and an extended Debye−
Hückel potential using the inverse Debye screening length, κ,
and the dielectric constant, εr, of the solvent as input variables.
Further details of the simulation model are described in the
recent paper by Cragnell et al.38

2.1.3. Monte Carlo Simulations. The coarse-grained
Metropolis Monte Carlo simulations were performed using
an in-house extended version of the Molsim simulation
package (version 4.8.8)22 in the canonical ensemble (NVT).
The coarse-grained Hst5 peptide was simulated in a cubic box
with edges of 250 Å. Periodic boundary conditions were
applied in all directions. The solvent in the box was implicit
water with an ionic strength of 10 mM or 140 mM. The
investigated temperatures in the simulation box were in the
interval of 283−323 K. Each simulation was equilibrated for 10
× 2 ×105 steps, followed by 10 × 106 steps in the production
run. Four different simulation moves were used throughout the
simulations: (i) single bead translation, (ii) pivot rotation, (iii)
chain translation, and (iv) chain slithering. Results from the
MC(IW) simulations were used for the comparison with the
MD simulations and the experiments. This particular system

was chosen to facilitate the comparison with the experimental
results in particular, in which physiological ionic strength was
used.

2.1.4. Simulation Analyses. The average radius of gyration,
⟨ ⟩Rg in the MD simulations was obtained by using the
GROMACS tools g_polystat, and the dielectric constant was
computed using g_dipoles. Frames for representative struc-
tures were obtained by using g_cluster and illustrated by using
PyMOL.35 The minimum distance between the periodic
images of each MD simulation was calculated using g_mindist.
By monitoring that the minimum distance never approached
the cutoff distance of the nonbonded interactions in the
system, it was ensured that the simulated protein chain did not
interact with its periodic images. Theoretical SAXS intensities
from the MD simulations were obtained using CRYSOL
(version 2.8.2). The secondary structure was analyzed using
the DSSP program (version 2.2.1),39 with modifications
according to Chebrek et al.40 to include analysis of the PPII
structure. Probability density functions of the Rg, p R( )g , were
used to analyze and confirm the accuracy of the sampling in
the simulations (see the Supporting Information). Estimations
of the full width half-maximum, FWHM, of the p R( )g were
obtained according to Cragnell et al.,38 that is, by fitting the
p R( )g curves with the Gaussian function

= · − −
f x a

x b
c

( ) exp
( )2

2
(1)

and computing the FWHM according to the following
equation:

= cFWHM 2 ln(2) (2)

The variables a, b, and c are fitting parameters, and the FWHM
values were reported with a 95% confidence interval.

2.2. Experiments and Techniques. Three experimental
techniques have been used in this study: (i) SAXS, (ii) NMR,
and (iii) CD. Two buffers were used in the experiments: (i) a
20 mM Na2HPO4/NaH2PO4 phosphate buffer at pH 7.0 and
(ii) a 20 mM Tris buffer at pH 7.5. The phosphate buffer
would be preferred to use in all cases due to its ideal buffer
range and negligible temperature dependence. Unfortunately,
the phosphate buffer was not suitable for the SAXS
experiments, in which it has been shown to cause severe
radiation damage. Thus, the Tris buffer was used for these
experiments instead but with a slightly increased pH to
maintain a decent buffering action. The ionic strength of the
solutions was set to 140−150 mM in the SAXS and CD
experiments. This was done to mimic physiological conditions
and to exclude any intermolecular interactions. The effect of
the ionic strength is, however, assumed to be negligible
because of the small size of the Hst5 peptide, which has also
been seen in previous SAXS measurements and simula-
tions.36,37 Thus, the NMR measurements remained salt-free
in this study.

2.2.1. SAXS and CD Sample Preparations. The Hst5
peptide was obtained from Genemed Synthesis Inc. (San
Antonio, TX, USA) as white powder with 95.73% purity and
trifluoroacetate (TFA) as counterion. Tris buffers (Saveen
Werner AB, >99.9% purity, CAS Registry no. 77-86-1) for the
SAXS measurements were prepared at a concentration of 20
mM in Milli-Q water, and acidified with HCl so that the
buffers would maintain pH 7.5 at the appropriate measuring
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temperatures. Calculations of the pH at different temperatures
were performed by using a K Td(p )/da value of −0.028.
Sodium phosphate monobasic monohydrate (NaH2PO4,
Sigma-Aldrich, ≥99.0% purity, CAS Registry no. 10049-21-5)
and sodium phosphate dibasic dihydrate (Na2HPO4, Sigma-
Aldrich, ≥99.5% purity, CAS Registry no. 10028-24-7) were
used to prepare a 20 mM phosphate buffer in Milli-Q water for
the CD measurements. The pH of the phosphate buffer was set
to 7.0 with NaOH. The ionic strength of the buffer solutions
was set to 140−150 mM. NaCl was used to adjust the ionic
strength for the SAXS measurements, and NaF (VWR
International, ≥99.5% purity, CAS Registry no. 7681-49-4)
was used for the CD measurements. Before any peptide was
added, the buffers were filtered through a 0.2 μm hydrophilic
polypropylene membrane (Pall Corporation). After the
peptide was dissolved, a concentration cell (Vivaspin 20, 2.0
kDa MWCO, product no. VS02H92, Sartorius Stedim Biotech
GmbH, Göttingen, Germany) was used to remove low
molecular weight impurities. The samples were rinsed with
buffer by centrifugation to a maximum of 3500 RCF at 15−18
°C, and the amount of buffer used for rinsing was equal to at
least 10 times the sample volume. Dialysis of the SAXS samples
was done using dialysis cups (Slide-A-Lyzer MINI, 2.0 kDa
MWCO, product no. 69580, Thermo Scientific, United
States), and the CD samples were dialyzed using dialysis
cassettes (Slide-A-Lyzer Dialysis Cassettes, 2.0 kDa MWCO,
product no. 66205, Thermo Scientific, United States). All
samples were dialyzed for at least 12 h in a buffer volume of at
least 100× the sample volume to ensure exact background.
2.2.2. SAXS Measurements. SAXS measurements were

performed at beamline BM29 at the European Synchrotron
Radiation Facility (ESRF) in Grenoble, France. The incident-
beam wavelength was 0.99 Å, and the distance between the
sample and the PILATUS 1 M detector was 2867 nm, giving a
scattering vector range of 0.037−4.928 nm−1. For each sample
and pure solvent, at least ten successive 1 s frames were
recorded and analyzed. Special attention was paid to radiation
damage by comparing the successive frames prior to further
processing of the data. The measurements were performed at
selected temperatures of 10, 20, 37 and 50 °C. Before the
SAXS measurements, the samples were further centrifuged at
18400 RCF and 6 °C for at least 30 min to remove aggregates.
Protein concentrations were measured after preparation and
again immediately before the SAXS measurements using a
Nanodrop spectrophotometer (ε = 2560 M−1 cm−1, λ = 280
nm). To obtain the proper SAXS spectra, the background (i.e.,
the pure solvent) was subtracted from the corresponding
sample spectrum. Normalization was done by converting I(0)
to an absolute scale by measuring the scattering of pure water.
2.2.3. CD Measurements. Far-UV (185−260 nm) CD

spectra were obtained using a Jasco J-715 CD spectrometer
with a model PTC-348WI Peltier type temperature control
system (Hachioji, Tokyo, Japan). The samples were filtered
though a Millex-GV Filter with a pore size of 0.22 μm (Merck
Millipore Ltd., Ireland), before being added to a quartz cuvette
with a path length of 0.1 cm. Selected temperatures of 10, 20,
37, and 50 °C were used for the measurements. The scanning
rate was 20 nm/min, with a bandwidth of 2.0 nm, and a
response time of 2 s. At least five scans were performed and
averaged for each measurement. All spectra were smoothed
using Savitzky−Golay filtering (SGF) with a bandwidth of 75.
The background spectra were subtracted from the respective
sample spectra and checked for oversmoothing before

presenting the final data (see example in the Supporting
Information). The smoothing process was done following the
protocol of Norma J Greenfield.41

2.2.4. NMR Measurements. All NMR experiments were
acquired on a Bruker Avance III 600 MHz (1H) spectrometer
equipped with a TCI cryogenic probe. Samples contained 1
mM Hst5 in a 20 mM mixture of Na2HPO4/NaH2PO4 (pH
7.0), 10% D2O, 0.25 mM DSS, and 0.25% (v/v) 1,4-dioxane.
Pulsed-field gradient (PFG) NMR diffusion experiments were
recorded using a standard Bruker PFG-LED pulse sequence
with bipolar gradients and solvent presaturation during the
relaxation delay of 3 s.42 A total of 32 spectra with gradient
strengths ranging from 2% to 98% of its maximum value were
recorded. The pseudo-2D data was Fourier transformed and
baseline corrected in Topspin (Bruker) and subsequently
processed in Dynamics Center (Bruker) to obtain peak
intensities. Diffusion constants were determined by fitting of
peak intensity decays against the gradient strength using the
Stejskal−Tanner equation:

= γ δ δ− Δ−I I e g D
0

( /3)2 2 2

(3)

where I is the intensity, g the gradient strength, γ the
gyromagnetic ratio of 1H, δ the gradient length, Δ is the
diffusion time, and D is the diffusion constant. The diffusion
constants of a selection of peaks from the aromatic and
aliphatic side-chain regions were plotted as histograms and
fitted to a Gaussian

= · μ σ− −f x A e( ) x( ) /22 2

(4)

where μ is the mean, σ the standard deviation, and A the
amplitude. Different bin sizes where tested to check the
robustness of the fit. A small amount of 1,4-dioxane with a
known hydrodynamic radius, RH,ref , of 2.12 Å was used as an
internal reference and used for the calculation of RH,prot

according to Wilkins et al.43

= ·R
D
D

RH,prot
ref

prot
H,ref

(5)

3. RESULTS AND DISCUSSION
In this study, both atomistic MD simulations and coarse-
grained MC simulations of Hst5 have been performed at
different temperatures. Due to the extensive computer
resources needed for the MD simulations, only four temper-
atures were tested with this method. By using a coarse-grained
model for the MC simulations, a substantial amount of
computational time was saved, which enabled the study of a
wider range of temperatures. Analysis of the simulated data
provided Rg probability density functions, as well as the

average radius of gyration, ⟨ ⟩Rg , and SAXS profiles of each
simulated system. Secondary structure analysis could also be
obtained from the MD simulations. Discussion about
convergence and sampling is referred to the Supporting
Information. The results from the experimental methods, that
is, SAXS, NMR, and CD, were utilized to assess the validity of
the simulations and to discern any temperature-dependent
conformational changes. In this section, we will start by
presenting and discussing changes in ⟨ ⟩Rg for all the different
methods that have been used in this study (if applicable).
Subsequently, the shape, flexibility, and secondary structure of
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our model peptide will be analyzed before the finalizing
concluding remarks.
3.1. Temperature Correlations in the Conformational

Ensemble. The ⟨ ⟩Rg at different temperatures was obtained
from both the MD and the MC simulations, as well as from
SAXS and NMR. A conversion factor of 1.1 was used to
estimate the ⟨ ⟩Rg from the hydrodynamic radius, RH, which
was obtained from the NMR experiments. The conversion
factor was computed using the method presented by Nygaard
et al.44 The ⟨ ⟩Rg from SAXS was obtained from PRIMUS using

the Guinier approximation with <qR (max) 0.8g . A compar-

ison between the ⟨ ⟩Rg from all different methods is presented

in Figure 2. Figure 2a emphasizes the difference in ⟨ ⟩Rg

between all methods at the selected temperatures, and Figure
2b illustrates the ⟨ ⟩Rg changes as a function of temperature.
Linear regression analysis was done on all data sets, assuming
statistical significance for >p 0.05 (see Table S1 for more
detailed information). The ⟨ ⟩Rg values at four selected
temperatures are also displayed in Table 3. Visual inspection
of Figure 2a revealed that the ⟨ ⟩Rg from all methods except
MD(A3) were similar at the selected temperatures. The reason
for the lower ⟨ ⟩Rg values with this force field and water type
combination has already been frequently and thoroughly
discussed19,45−48 and will, thus, not be explained here.
However, the observed trends in Figure 2b did give a different
view of the results: while the NMR data displayed a distinct
decreasing behavior with increased temperature, the ⟨ ⟩Rg from
the SAXS measurements showed a small increase until the
peak value of 310 K, after which it decreased again. Taking the
linear regression analysis into consideration, the ⟨ ⟩Rg from the
NMR data was confirmed to have a strong and significant
correlation with the temperature. The same could not be

concluded about the SAXS results, for which no linear
correlation could be identified. The ⟨ ⟩Rg from the MD(A3)
and the MD(C3) simulations showed a correlation that was
similar to the NMR results, although weaker and not
significant in the selected confidence level. An opposite
correlation between the ⟨ ⟩Rg and the temperature was found
in the MD(A4) simulations compared to the other MD
simulations, but this correlation was also proven to be
insignificant. The results from the MC(IW) showed a positive
correlation with increasing temperature, which was also
confirmed to be the only simulated correlation of statistical
significance. Because of the known problem of sampling,46 the
lack of significant correlation in the MD simulations was not
surprising. However, the change in ⟨ ⟩Rg that would arise
because of improved sampling would most likely not be of
enough magnitude to change the observed correlations, based
on the results found by Hicks and Zhou,49 where they only
observed small differences (≤0.5 Å) for the ⟨ ⟩Rg with and
without enhanced sampling methods. This value corresponds
to approximately one-fourth of the bead radius in our coarse-
grained model, and is only slightly larger than the error
estimates of the MD simulations. In fact, the ⟨ ⟩Rg only
changed from 13.00 to 12.92 Å upon extending two of the
replicates in the MD(A4) simulation from 1 to 2 μs.
Since the SAXS and NMR experiments gave different results,

it is difficult to determine which one of the temperature-
dependent conformational changes is the most reliable. There
were several basic factors differing between the two experi-
ments: (i) the buffer, (ii) the pH, and (iii) the ionic strength.
However, as already mentioned, neither of these differences is
expected to give rise to such huge deviations as was seen in the
results. Thus, we are looking for answers elsewhere in future
studies. One observation that was done in the SAXS
experiments at 310 K and higher, was that the computed

Figure 2. Radius of gyration, ⟨Rg⟩, as a function of temperature from all six methods. (a) Histograms to emphasize the difference in ⟨Rg⟩ between
the methods at the different temperatures. (b) The change in temperature of the different methods. The dashed lines in panel b are linear
regression trend lines. All data points include error bars, but the errors are too small to be visible in some cases.

Table 3. ⟨Rg⟩ of All Methods at the Four Selected Temperatures

⟨Rg⟩ (Å)

T (K) SAXS NMR MD(A3) MD(A4) MD(C3) MC(IW)

283 13.2 ± 1.3 14.49 ± 0.31 9.68 ± 0.28 13.34 ± 0.33 13.19 ± 0.47 13.65 ± 0.03
293 13.8 ± 1.4 14.03 ± 0.26 9.41 ± 0.39 12.92 ± 0.82 13.52 ± 0.34 13.78 ± 0.03
310 14.0 ± 1.4 13.73 ± 0.20 9.77 ± 0.15 13.55 ± 0.22 13.11 ± 0.29 13.92 ± 0.04
323 13.4 ± 1.3 13.46 ± 0.19 9.30 ± 1.13 13.66 ± 0.18 12.67 ± 0.15 14.05 ± 0.03
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molecular mass became significantly lower (i.e., a deviation of
more than 10%) for samples of low concentration, which could
potentially mean that there is some sort of destabilization of
the peptide under these conditions. This is however only a
speculation, and the SAXS data presented in this paper had
their molecular masses within the acceptable deviation limits.
Another possibility is that the change in ⟨ ⟩Rg is too small for
being properly distinguished by the SAXS.
3.2. Shape and Flexibility. By studying the SAXS spectra,

information on the shape and flexibility of the peptide can be
obtained. Comparing the experimental data to that from
simulations provide an important tool in validation of the
simulation models. Comparison of the results from the
simulations and the experiment in Figure 3 makes it clear
that the MD(A4), the MD(C3), and the MC(IW) simulations
managed to imitate the experimental form factor very well at
293 K (Figure 3b). The normalized Kratky plot at this
temperature (Figure 3g) also agree on the shape of the peptide,
which from the plateau indicated a high degree of flexibility.
The MD(A3) simulations did not agree with the experiments,
which can be seen by the indication of a more globular shape
in both the form factor and the Kratky plot. All SAXS results at

293 K were in agreement with previous studies.36,47 Visual
inspection of the form factor suggested that the agreement
between simulations and experiment seems to hold at 283 and
323 K but not at 310 K. Comparison of the Kratky plot does,
however, show larger differences between the simulations and
the experiments at all temperatures other than 293 K. The
deviations are more pronounced at higher qRg values, where

the simulations generally have slightly higher values. It is
difficult to discern if this difference is significant or not since
the Krakty plot is very sensitive in this region. Even small
alterations due to, for example, the background subtraction can
cause the Kratky plot to change at high qRg values. Steeper

positive slopes usually indicates increasingly extended or rigid
structures, but the difference is expected to be larger for such a
significant structural change. Furthermore, it is important to
keep in mind that experimental SAXS has quite low resolution
compared to the SAXS curves from the simulations. Another
reason for the differences between the simulations and the
experiments could be that the histidines are assumed to be
neutral throughout all of the simulations, even though
histidines are known to charge regulate in solution. This

Figure 3. Form factor (upper row, a−e) and the normalized Kratky plot (lower row, f−i) from SAXS measurements (gray) compared to computed
SAXS curves from simulations at four different temperatures (left to right).

Figure 4. (a) Normalized CD spectra of Hst5 at different temperatures in samples with an ionic strength of 150 mM and (b) the change in
ellipticity at wavelengths of 191 and 222 nm with temperature.
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does however seem unlikely since a previous study by Kurut et
al.54 has shown that the charge regulation of the histidines is
very low at neutral pH in simulations. Additionally,
protonation of the histidines results in a more extended
structure due to the additional electrostatic repulsion that
accompanies the protonation (see Figure S4). Inspection of
the experimental Kratky curves proved no change in the shape
and flexibility of the peptide with the temperature. The
differences between the simulated SAXS spectra at different
temperatures were also found to be visually negligible for each
model and are thus only shown in Figure S5.
3.3. Secondary Structure. Temperature dependence in

the secondary structure was studied by CD spectroscopy, see
Figure 4a. The spectra showed a negative band around 191 and
240 nm, as well as a positive band around 222 nm. The
absolute intensity of the bands was shown to decrease as the
temperature was increased. The change in ellipticity at 191 and
222 nm as a function of temperature is illustrated in Figure 4b.
Linear regression analysis revealed a significant correlation
between the ellipticity and the temperature at the selected
bands (see Table S1), which indicates destabilization of PPII
structure with increasing temperature.55 Since the PPII
structure is quite extended, one could speculate that the
peptide becomes less extended when the temperature is
increased, which agrees very well with the NMR results. This
is, however, not supported by the SAXS results, which
indicated no significant change in shape and flexibility with
the temperature. Shifts in the bands toward longer wavelengths
were observed, which is also associated with a destabilization of
the PPII structure. Measurements at high temperatures and
shorter wavelengths are however less reliable due to increased
tension (HT) voltage. This makes it difficult to deduce
whether or not this observation at 191 nm was the expected
natural response with some discrepancies because of the
limitations of the method or if it was a random variation
because of insufficient resolution.

Cluster analysis was performed to acquire a central, or
representative, structure of each simulation, on which
secondary structure analysis was performed in addition to
the complete MD trajectories (see Figure S6). Contrary to the
experiments, the representative structures did not show any
traces of PPII structure for any force field or temperature, see
Table 4. Instead the representative structures were found to be
dominated by bends (S), turns (T), and random coils (−).
These structures were also dominating in the complete
simulation trajectories. As expected, the MD(A3) simulations
gave rise to more compact turn and helical structures (H, α-
helix; G, 310-helix) at a temperature of 293 K and above. At
283 K, the central part of the peptide was instead interpreted
as an extended strand (E). The turn content was more
distinguished in the MD(C3) simulations compared to the
MD(A4) simulations. One deviation from the unstructured
behavior was found for MD(C3) at 310 K, which
representative structure suggested a 310-helix toward the C-
terminus of the protein. Visual inspection of the representative
structures from the MD(A4) and MD(C3) simulations
showed similar conformations and are, thus, aligned in the
last column of the table to visually enhance the comparison. In
the simulations using the AMBER force fields, a few residue
sequences were found to consistently adopt turn conforma-
tions. In the MD(A3) simulations, the preserved structure was
found around His-3, Ala-4, and Lys-5. These residues were
found in a turn conformation at all temperatures except 323 K,
where they were found in an α-helix conformation instead. The
turn in the MD(A4) was not present at 283 K but could
otherwise be found at His-8 and Gly-9. The MD(C3) was not
seen to possess such specific structure propensity. It is not
unreasonable to expect turns around these type of amino acids
since they are known to be disorder-promoting.56 However,
further studies are required to discern if this structural
preservation is a true effect or simply due to insufficient
sampling. While ⟨ ⟩Rg might not change significantly, the

Table 4. Cartoon Depiction of the Representative Structures from the MD Simulations and Their Corresponding Secondary
Structure Per Amino Acid According to DSSPPII Analysis
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secondary structure analysis is more likely to benefit from
enhanced sampling. Although improbable, inadequate sam-
pling could also be a reason for the lack of PPII structure in the
simulations. Only extending the simulations is not likely to be
sufficient to change the conformation of the representative
structure of the simulation. This was observed when
comparing the 5 μs version of the MD(A4) simulation to
the extended 7 μs version, for which the structures were
identical (see Figure S7). However, since we are only
interested in the overall secondary structure content and not
specific details about every possible conformation, and
although it would be interesting to expand the study using
enhanced sampling methods, this is out of scope in our study.
3.4. Temperature-Dependent Interactions in the

Simulations. To exclude the possibility that the water models
could cause an inaccurate temperature dependence in the MD
simulations, pure water simulations were also performed using
the AMBER ff99SB-ILDN force field in combination with the
two water models. The dielectric constant was computed from
the water simulations at different temperatures, and compared
to the reference values, see Figure 5. The figure showed that

the dielectric constant of both the TIP3P and the TIP4P-D
water model decreased with increased temperature, as
expected. The actual magnitudes of the obtained dielectric
constants were, however, shown to deviate, resulting in larger
values than the reference values while using the TIP3P water
model, and values smaller than the reference values while using
the TIP4P-D water model. Since decreasing correlations were
captured in the water models, that is, a correct temperature
dependence was observed, any possible erroneous contribution
to the behavior of the Hst5 simulations can most likely be
disregarded.
Further investigation of the dielectric constant in the

simulations was done by performing additional MC
simulations using the dielectric constants from the MD
simulations instead of the standard reference values. The
resulting ⟨ ⟩Rg values were found to be basically identical to

those from the MC(IW) simulations (and are thus not shown),
which indicates that the electrostatic contribution is not
dominating the temperature dependence in the MC simu-
lations. This observation was further explored by performing
additional coarse-grained MC simulations of two other chains
of equal length as Hst5, but consisting completely of (i)
neutral beads and (ii) beads with a charge of +1 each (see
Table 2). The results are shown in Figure 6, where the
temperature dependence of the ⟨ ⟩Rg was found to be the same

regardless of what fraction of charge the chain possesses. The
temperature dependence was also found to be independent of
the ionic strength. These results combined strengthens the
notion of that the temperature dependence is not electrostati-
cally driven in the coarse-grained MC simulations.
The strength of the electrostatic interactions is dependent

on the temperature through the dielectric constant, and the
interactions become stronger at higher temperatures. Con-
sequently, if the electrostatic interactions were dominating, the
simulated peptide would most likely either (i) become more
extended at higher temperatures because of increasing
repulsion between the positive residues in the chain, (ii)
show an increased interaction between residue Glu-16 and any
of the positive amino acid residues, or (iii) display a
combination of these two effects. Since neither of the proposed
effects was observed in the MD results, this could indicate that
the effect of temperature on the conformational properties of

Figure 5. Dielectric constant of the TIP3P and the TIP4P-D water
models at different temperatures compared to the reference values
from Malmberg and Maryotte (1956),50 Owen et al. (1961),51

Uematsu and Frank (1980),52 and Fernandez et al. (1997).53

Figure 6. Comparison of the change in ⟨Rg⟩ with temperature for three chains of equal length but with different charge compositions. The
simulations were performed using two different ionic strengths: (a) 10 and (b) 140 mM. See Table 2 for a more detailed description of the
simulated systems.
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Hst5 is not primarily driven by the electrostatic interactions in
the MD simulations.
Assuming that the electrostatic interactions are not the main

driving force for the temperature dependence of conforma-
tional changes in Hst5 in the simulations leaves only one
option: the entropic effect. To evaluate the conformational
entropy in the simulated systems, the FWHM of p R( )g (Figure

S2) was determined. The results were normalized and
compared to the normalized ⟨ ⟩Rg , see Figure 7. Linear

correlation between the FWHM and the temperature was
found for the MD(A4) and the MC(IW) simulations only.
Since the correlations were found to be positive, this means
that the chain entropy was increasing with the temperature.
Unfortunately, several of the data points of the remaining two
methods cannot be considered reliable because of bad
Gaussian fitting caused by seemingly two or more radius
distributions under the same curve (e.g., 310 K in Figure S2a).
Thus, another fitting model or improved sampling would be
needed to properly evaluate the conformational entropy of the
MD(A3) and MD(C3) simulations. Another observable
correlation was identified between the ⟨ ⟩Rg and the FWHM

in the MC(IW) simulation, which suggests that the conforma-
tional changes heavily depend on the entropic forces. To
investigate the correlation further, linear regression analysis

was performed to prove its significance (see Figure S3 and
Table S1).
To summarize, the results indicated that the temperature

dependence of the conformational properties of Hst5 most
likely is driven more by entropic effects than by the
electrostatic interactions in the simulations, especially in the
case of the MC simulations. This observation is in agreement
with the loss off PPII structure that was observed in the
experiments. Nevertheless, neither of the simulations was able
to predict any accurate temperature dependence of the
conformational ensemble, which gives rise to the question in
the title of this study: What are we missing? Considering the
MD simulations, both the TIP4P-D water model and the
CHARMM36m force field have been modified to sustain more
favorable protein−water dispersion interactions. As mentioned
in the introduction, MC simulations with added solvation free
energies have also been shown to give more accurate results.
Thus, although several studies have shown that proper
balancing of protein−solvent interactions is a key element to
obtain good simulation results, it is obviously not enough to
only scale these interactions to capture conformational
properties of IDPs at other temperatures than room temper-
ature. In addition, since the electrostatic interactions and the
entropic effects are the only temperature dependent inter-
actions in the simulations, these are either not completely

Figure 7. ⟨Rg⟩ compared to the FWHM as a function of temperature for the four different simulation methods. All points are normalized with their
respective value at room temperature.
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accurate, or it might also be needed to adjust the strength of
the short-ranged interactions with respect to the temperature.

4. CONCLUSION
The case study presented here has focused on investigating the
accuracy and validity of several simulation models and
methods considering temperature induced structural changes.
The simulated results have been compared to each other, but
also to experimental results. As noted in several previous
studies, we again concluded that the choice of force fields and
water models heavily influences the outcome of the MD
simulations, and also when it comes to temperature effects. It
was observed that all three studied MD systems displayed
different responses upon changes in temperature. Weak
correlations between the temperature and the ⟨ ⟩Rg were
seen, but these were statistically insignificant, which is most
likely attributed to the known problem of insufficient sampling.
While enhanced sampling would decrease the errors and
stabilize the values, and thereby also give more prominent
correlations, it is unlikely that it would change the general
trends observed in this study. The only simulation method that
gave an actual significant temperature correlation was the CG
MC method. This correlation was not supported by the NMR
experiments, which instead suggested the opposite temperature
dependence. Secondary structure analysis of the MD
simulations was also unable to match the experimental results.
The CD strongly indicated a loss of PPII structure, but this
structure was not found in any of the simulated systems, and
neither did these systems show any consistent correlation in
secondary structure changes. However, since the secondary
structure analysis was based on the representative structure
from each simulation, enhanced sampling could possibly lead
to a different distribution of secondary structure without
significantly change averages of the other studied properties.
Furthermore, we also deduced that it is unlikely that the water
models are responsible for the different temperature behaviors
and that the temperature induced correlations are not
electrostatically driven in neither of the simulation methods.
In conclusion, this study has shown that several of the
simulation models and methods that are currently available for
simulations of IDPs do not manage to capture the temperature
induced structural changes, since none of the methods
presented here was able to accurately explain the exper-
imentally observed correlations.
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1 CD subtraction and smoothing

All spectra were smoothed using Savitzky–Golay filtering (SGF) with a bandwidth of 75.

The spectra were checked for over-smoothing by (a) visually comparing the smoothed spectra

to the raw data, and by (b) subtracting the smoothed curve from the raw data, see Figure

S1. Since the data points in Figure S1(b) are evenly distributed around zero, the data was

assumed to not be over-smoothed. The smoothed background spectra were then subtracted

from the respective smoothed sample spectra. The smoothing process was done following

the protocol of Norma J Greenfield.S1
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Figure S1: Example of smoothening of a CD spectra using Savitzky-Golay filtering (SGF)
with a bandwidth of 75. (a) The smoothened data compared to the raw data, and (b) the
difference between the raw data and the smoothened data. The data used for this example
is Hst5 in a solution with an ionic strength of 150 mM at 20 ◦C. All curves are normalized.

2 Simulation convergence and sampling

Probability density function estimates of the radius of gyration, p(Rg), at different temper-

atures are shown in Figure S2 for the four different combinations of simulation models and

methods. As expected, the MD(A3) simulations sample a more narrow range of conformations

at smaller values compared to the rest of the simulation methods. The figure also shows that

the MD(A4), the MD(C3) and the MC(IW) simulations sample similar ranges of Rg. The peaks

of the MC(IW) probability density functions shifts slightly towards lower radii as the tempera-

ture is decreased, but no immediate change in the shape of the curves is observed, suggesting

that the chain flexibility does not change significantly upon the temperature changes using

this simulation method. Possible peak shifts and changes in flexibility are more difficult

to analyze in the MD simulations, due to the known issues with conformational sampling

of IDPsS2 in combination with only a small variation with temperature. Even though the

simulations have been run for at least 5 μs, more sampling (e.g. by simulating for an even
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longer time or by applying enhanced sampling) is needed to discern these type of changes

from the probability density function estimates in this case.

Figure S2: The distance distribution probability functions of the radius of gyration, Rg, as
obtained from the four different simulation methods.
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3 Statistics

Table S1: Linear regression statistics. Slope (m), intercept (c), correlation coefficient (r),
coefficient of determination (r2), and probability value (p).

m c r r2 p
From Rg vs. T

NMR -0.031 23.224 -0.935 0.873 0.000
SAXS 0.005 12.068 0.247 0.061 0.753
MD(A3) -0.005 11.037 -0.398 0.158 0.602
MD(A4) 0.013 9.488 0.698 0.488 0.302
MD(C3) -0.015 17.740 -0.775 0.601 0.225
MC(IW) 0.010 10.872 0.996 0.991 0.000

MC_HST_10 0.009 13.772 0.964 0.930 0.036
MC_NEU_10 0.009 10.862 0.998 0.995 0.002
MC_POS_10 0.011 11.638 0.991 0.983 0.009
MC_NEU_140 0.009 10.862 0.998 0.995 0.002
MC_POS_140 0.008 11.829 0.980 0.959 0.020

From FWHM plots
MD(A3) 0.002 0.825 0.106 0.011 0.894
MD(A4) 0.037 -5.349 0.989 0.977 0.011
MD(C3) -0.008 8.382 -0.260 0.067 0.740
MC(IW) 0.004 4.950 0.989 0.979 0.011

From FWHM vs. Rg

MD(A3) 1.435 -12.166 0.827 0.684 0.173
MD(A4) 1.378 -12.686 0.683 0.466 0.317
MD(C3) 1.269 -10.785 0.781 0.610 0.219
MC(IW) 0.425 0.328 0.982 0.965 0.018

From θ vs. T

λ(191) 0.069 -28.068 0.973 0.946 0.027
λ(222) -0.040 13.071 -0.998 0.996 0.002

From ε(0) vs. T

TIP3P -0.609 299.106 -0.995 0.991 0.000
TIP4P-D -0.229 133.326 -0.991 0.982 0.001
Reference -0.359 185.773 -0.999 0.999 0.000
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4 FWHM

The FWHM was plotted as a function of the 〈Rg〉 to illustrate possible correlations, see

Figure S3. The linear regression statistics is found in Table S1. A somewhat positive

correlation between the FWHM and the 〈Rg〉 can be seen from the r -value, but the linear

fit was not impressive. The p-value did however show that the correlation is not statistically

significant, except for in the MC(IW) simulations.
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Figure S3: The FWHM as a function of the 〈Rg〉. The linear regression stats are available
in Table S1.
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5 SAXS

The difference in structure of Hst5 when its histidines are either all neutral or fully protonated

is depicted in Figure S4. The simulations emphasizing the differences have been performed

at 300K, but the experimental data and the MD(A4) simulation at 293K are also included

for comparison.
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Figure S4: Comparison of the normalized Kratky plots of the Hst5 model with neutral
histidines only (black and red) and with fully protonated histidines (blue). The experimental
SAXS data (gray) is also included for comparison.
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Figure S5: Comparison of the normalized Kratky plots of the different simulation methods
at four different temperatures.
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6 Secondary structure
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(g) MD(A3), T = 310 K
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(h) MD(A4), T = 310 K
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(i) MD(C3), T = 310 K
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(j) MD(A3), T = 323 K
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Figure S6: The change in secondary structure over time in the MD simulations.
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Figure S7: Aligned representative structures of the MD(A4) simulation at 293K after 5 μs
(green) and 7 μs (blue).
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Abstract: Magnesium transporter A (MgtA) is an active transporter responsible for importing
magnesium ions into the cytoplasm of prokaryotic cells. This study focuses on the peptide
corresponding to the intrinsically disordered N-terminal region of MgtA, referred to as KEIF.
Primary-structure and bioinformatic analyses were performed, followed by studies of the undisturbed
single chain using a combination of techniques including small-angle X-ray scattering, circular
dichroism spectroscopy, and atomistic molecular-dynamics simulations. Moreover, interactions
with large unilamellar vesicles were investigated by using dynamic light scattering, laser Doppler
velocimetry, cryogenic transmission electron microscopy, and circular dichroism spectroscopy.
KEIF was confirmed to be intrinsically disordered in aqueous solution, although extended and
containing little β-structure and possibly PPII structure. An increase of helical content was observed
in organic solvent, and a similar effect was also seen in aqueous solution containing anionic vesicles.
Interactions of cationic KEIF with anionic vesicles led to the hypothesis that KEIF adsorbs to the
vesicle surface through electrostatic and entropic driving forces. Considering this, there is a possibility
that the biological role of KEIF is to anchor MgtA in the cell membrane, although further investigation
is needed to confirm this hypothesis.

Keywords: membrane proteins; intrinsically disordered proteins; circular dichroism spectroscopy;
small-angle X-ray scattering; cryogenic transmission electron microscopy; molecular-dynamics
simulations; protein–vesicle interactions; magnesium transporter; secondary structure

1. Introduction

In a society where antimicrobial resistance is constantly manifesting in new ways, the demand
for effective antibiotics is naturally increasing. In order to rationalise the design of new antibiotics,
and to find new potential cellular targets, bacterial biochemical functions must be mapped and
fully understood.

The magnesium ion Mg2+ is the most abundant divalent cation in any biological system
and, it being an essential mineral nutrient and thus an absolute requirement for life, is present
in every cell type in every living organism [1]. In cells, Mg2+ is an essential cofactor for more than
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600 enzymes, including important DNA and RNA polymerases; it is also required for stabilisation of
the ribosome–protein complex during protein synthesis. In adenosine triphosphate (ATP)-dependent
enzymes, Mg2+ binds an ATP, the main unit of cellular energy, in the catalytic pocket, thus activating
the phosphate ester towards hydrolysis [2]. In non-ATP-dependent enzymes, the role of Mg2+ is
instead to hold a water molecule in a specific position, and this water molecule in turn helps to hold a
particular structure in place or participates directly in the enzymatic reaction mechanism [2].

In bacteria and archaea, three major classes of Mg2+ transporters have been identified as
responsible for the translocation of Mg2+ across the cell membrane: channel protein CorA,
gated channel protein magnesium transporter E (MgtE), and pump magnesium transporters A and B
(MgtA and MgtB) [2]. Only MgtA and MgtB serve as primary active transporters, but unlike other
P-type ATPases, MgtA and MgtB mediate Mg2+ influx down, rather than against, the electrochemical
gradient. Mg2+ acts as a product inhibitor for MgtA, which is activated by free Mg2+ concentrations
below 10 μM and strongly inhibited by concentrations above 1 mM [3].

MgtA consists of 898 amino acids and has a molecular weight of 99.5 kDa. In a recent study by
Subramani et al., (2016) [3], using the DISOPRED3 server for intrinsically disordered region (IDR)
prediction [4], the first 33 amino acids (1–33) of MgtA from Escherichia coli (E. coli) were classified as
intrinsically disordered. How the disordered nature of this IDR affects the biological function of MgtA
however remains unknown. Thus, the focus of this study is to investigate this N-terminal, intrinsically
disordered part of MgtA, hereafter referred to as KEIF. KEIF has the following amino acid sequence:

M F K E I F T R L I R H L P S R L V H R D P L P G A Q Q T V N T V.

At physiological pH, KEIF carries five positively charged (blue) and two negatively charged (red)
amino acids, giving it a net charge of +3. The majority of charged amino acids are evenly distributed
in the first half of the peptide.

Here, we present the first-ever physicochemical characterisation of KEIF, which was performed
using a variety of computational and experimental techniques. First, primary-structure and
bioinformatic analyses were performed in order to make predictions about the overall structure
and behaviour of the peptide. Second, experimental techniques such as circular-dichroism (CD)
spectroscopy and small-angle X-ray scattering (SAXS) were used in combination with atomistic
molecular-dynamics (MD) simulations to characterise the undisturbed single chain in aqueous
solution. Interactions with neutral and anionic large unilamellar vesicles (LUVs) were investigated
by using dynamic light scattering (DLS), laser Doppler velocimetry (LDV), cryogenic transmission
electron microscopy (cryo-TEM), and CD spectroscopy. Corroborating Subramani’s DISOPRED3-based
prediction [3], we found KEIF to display typical characteristics of a disordered peptide in aqueous
bulk solution. Interestingly, dissolution in an organic solvent or the presence of anionic vesicles serve
both to induce an increase of helical structure within the peptide. The obtained results might help
shine some light on KEIF’s role for the function of MgtA, as the question still remains: does KEIF play
an important role in MgtA function, or should KEIF be regarded merely as a passive appendix?

2. Materials and Methods

2.1. Sample Preparation

2.1.1. Samples for CD Spectroscopy

KEIF powder (95.67%; Genemed Synthesis Inc., San Antonio, TX, USA) was dissolved in,
and was purified by dialysis (100–500 Da MWCO Biotech Cellulose Ester (CE) Dialysis Membrane
Tubing; SpectrumLabs, Piraeus, Greece) against, a 20 mM tris(hydroxymethyl)aminomethane (TRIS)
buffer at pH 7.4 and at 6 ◦C. Following purification, the concentration of the peptide stock solution
was determined using a Thermo Scientific NanoDrop 2000 Spectrophotometer (UV-Vis at 214 nm,
ε/1000 = 60.805 M−1 cm−1, Mw = 3.871 kDa). The stock solution was diluted with additional
buffer to prepare 0.2 mg mL−1 (52 μM) samples for CD measurements, supplemented with either 10 or
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150 mM NaF, and sometimes with 1 mM (corresponding to ∼20 eq.) CaCl2, MgCl2 or ZnCl2. Samples
were filtered (0.22 μm MILLEX-GV Filter Unit) prior to measurements.

To prepare a sample of KEIF in 2,2,2-trifluoroethanol (TFE), KEIF powder was first dissolved in,
and was purified by dialysis (100–500 Da MWCO Biotech Cellulose Ester (CE) Dialysis Membrane
Tubing; SpectrumLabs, Piraeus, Greece) against, milliQ water at 6 ◦C. The sample was then lyophilised
and the resulting purified powder was dissolved in TFE (>99%; Sigma-Aldrich, Stockholm, Sweden)
to yield 0.2 mg mL−1 (52 μM). This sample was not filtered prior to measurements as filter units do
not withstand organic solvents.

2.1.2. SAXS Samples

A 20 mM TRIS buffer was prepared and acidified with HCl to maintain a pH of 7.5. The ionic
strength of the buffer was set to 140 mM using NaCl. KEIF powder was dissolved in the buffer and
dialysed against the same buffer at 4 ◦C, using a 500–1000 Da MWCO Regenerated Cellulose (RC)
Dialysis Membrane Tubing (SpectrumLabs, Piraeus, Greece). Before SAXS measurements, samples
were centrifuged at 18,400 RCF at 6 ◦C for at least 30 min to remove impurities and aggregates. Protein
concentrations were measured immediately before SAXS measurements using a NanoDrop One
Microvolume UV-Vis Spectrophotometer (UV-Vis at 214 nm).

2.1.3. LUV Samples

Neutral LUVs were prepared using 1-palmitoyl-2-oleoyl-glycero-3-phosphocholine (POPC; Avanti
Polar Lipids, Alabaster, AL, USA), whereas anionic ones were prepared using a 3:1 (mol:mol) mixture of
POPC and 1-palmitoyl-2-oleoyl-sn-glycero-3-phospho-L-serine (POPS; Avanti Polar Lipids, Alabaster,
AL, USA) (Figure 1). Lipids were (co)dissolved in 3:7 (v:v) methanol:chloroform in a glass vial. Solvents
were evaporated under a stream of nitrogen, after which the resulting lipid film was further dried
under reduced pressure (0.8 bar) overnight. The lipids were then hydrated with 20 mM TRIS buffer at
pH 7.4 to a total lipid concentration of 30 mM, and the sample was then subjected to five freeze–thaw
cycles before being extruded 31 times through a 0.1 μm polycarbonate membrane filter (Avanti Polar
Lipids, Alabaster, AL, USA).

(a)

(b)
Figure 1. Lipids used for preparation of large unilamellar vesicles (LUVs): (a) 1-palmitoyl-2
-oleoyl-glycero-3-phosphocholine (POPC) and (b) 1-palmitoyl-2-oleoyl-sn-glycero-3- phospho-L-serine
(POPS).

2.1.4. LUV–KEIF Samples

KEIF (purified by dialysis as described in Section 2.1.1) was mixed with POPC or 3:1 POPC:POPS
LUVs to give final peptide and lipid concentrations of 750 μM and 12.0 mM, respectively. The used
buffer was 20 mM TRIS at pH 7.4, and ionic strength was set to 10 mM with NaF. Samples were
incubated overnight before DLS (Section 2.2.3) and LDV measurements (Section 2.2.4), and CD
spectroscopy (Section 2.2.1). Cryo-TEM imaging (Section 2.2.5) was performed the following day.
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Samples were used as for cryo-TEM imaging, but were diluted six times (to 125 μM peptide and
2.0 mM lipid) prior to CD measurements, and five more times (to 25 μM peptide and 0.4 mM lipid)
prior to DLS and LDV measurements.

2.2. Experiment Methods

2.2.1. CD Spectroscopy

Far-UV CD spectra were recorded in 0.1 nm intervals (typically) between 190 and 260 nm,
with four accumulations, on a JASCO J-715 spectropolarimeter equipped with a photomultiplier tube
detector. Samples were measured in a 1 mm quartz cuvette (Hellma Analytics 110-QS). Temperature
control was ensured using a PTC-348WI peltier-type temperature-control system. The measurement
temperature was 20 ◦C, and samples were equilibrated for 5 min at this temperature prior to
measurements. All spectra were corrected by subtracting a reference spectrum obtained from a
sample lacking KEIF, but which was otherwise identical. Ellipticity is reported as mean residue molar
ellipticity θ (degcm2dmol−1) according to Equation (1), where θobs is ellipticity (deg), mrw is mean
residue molecular weight, c is protein concentration (g mL−1), and l is the optical path length of the
cell (cm).

θ = θobs(mrw)/10lc (1)

Some of the obtained CD spectra were subject to BeStSel [5,6] fitting through a web-server
(http://bestsel.elte.hu/index.php) to access the corresponding secondary structure elements. Fitted
residuals are presented in Figures S1 and S2.

2.2.2. SAXS Experiments

SAXS experiments were performed at beamline BM29 at the European Synchrotron Radiation
Facility (ESRF) in Grenoble, France. The incident-beam wavelength was 0.99 Å, and the distance
between sample and PILATUS 1M detector was set to 2869 mm. The temperature of the storage and
exposure cells was 20 ◦C. By measuring the scattering of pure water, the forward scattering I(0) was
converted to an absolute scale. At least ten successive frames with an exposure time of 1 s were
recorded for each sample. Scattering from the pure solvent was also measured both before and after
each individual protein-sample measurement, and subtracted from the corresponding protein-sample
spectrum. Special attention was paid to radiation damage by comparing successive frames prior to
background subtraction in order to avoid inclusion of faulty data. Data were processed and analysed
using the ATSAS package [7]. The ensemble optimisation method (EOM) [8,9] was used to fit theoretical
scattering intensities to the experiment data.

2.2.3. DLS Measurements

A Malvern Zetasizer Nano-ZS (Malvern Instruments Ltd., Malvern, UK) equipped with a 633 nm
4 mW HeNe laser with automatic laser attenuator was used for DLS measurements. Disposable
PMMA cuvettes (BRAND GMBH, Wertheim, Germany) were used as sample cells. The measurement
temperature was 20 ◦C and samples were equilibrated for 5 min prior to measurements. Measurements
were performed at a fixed scattering angle of 173° using the noninvasive backscatter (NIBS) technique.
Data were analysed by the cumulant method provided by the instrument software. Hydrodynamic
radius RH (Z-average radius, or “cumulant mean”, given by the software) is given as the average of
five consecutive measurements of 60 s where standard deviation represents the error.

2.2.4. LDV Measurements

A Malvern Zetasizer Nano-ZS (Malvern Instruments Ltd., Malvern, UK) equipped with a 633 nm
4 mW HeNe laser with an automatic laser attenuator was used for LDV measurements to obtain
estimates of electrophoretic mobility. Disposable folded capillary cells (Malvern DTS1070) were used
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as sample cells. The measurement temperature was 20 ◦C, and samples were equilibrated for 5 min
prior to measurements. Measurements were performed at a fixed scattering angle of 17° using the
M3-PALS laser interferometric technique. Electrophoretic mobility is given as the average of three
consecutive measurements where standard deviation represents the error.

2.2.5. Cryo-TEM Imaging

Cryo-TEM sample preparation and imaging were performed at the National Center for
High-Resolution Electron Microscopy within Lund University. Lacey formvar-carbon film on 200 mesh
copper TEM grids (Ted Pella, Redding, CA, USA) were glow-discharged in a Quorum GloCube system
(Quorum Technologies, Laughton, UK). Then, 4 μl of vesicle suspension was pipetted onto the TEM
grid in a Leica EM GP automatic plunge freezer (Leica Microsystems, Stockholm, Sweden) operating
at 21 ◦C and relative humidity of >90%, backside-blotted for 2.5 s, and plunged into liquid ethane.
Samples were transferred onto a Fischione 2550 cryogenic sample holder and imaged on a JEOL
JEM-2200FS (JEOL, Tokyo, Japan) transmission electron microscope equipped with an omega energy
filter, operating at an accelerating voltage of 200 kV. Sample temperature was kept below −174 ◦C
during imaging. The zero-loss images were acquired on an F416.0 camera (TVIPS, Gauting, Germany)
using Serial EM software [10] running in low-dose mode (total electron dose per image <15 e− Å

−2
).

The acquired cryo-TEM images were processed using ImageJ software [11].

2.3. Calculations

2.3.1. Isoelectric-Point Calculation

Theoretical isoelectric-point (pI) calculation was performed using the Swiss Institute of
Bioinformatics (SIB) Bioinformatics Resource Portal ExPASy (Expert Protein Analysis System) [12]
Compute pI/Mw tool through a web-server (https://web.expasy.org/compute_pi/).

2.3.2. Partitioning-Free-Energy Calculation

Water-to-bilayer partitioning-free-energy calculation was performed using the Membrane Protein

Explorer (MPEx) tool [13] and the Wimley–White octanol scale [14,15]. His was considered neutral,
Lys and Arg positive, Asp and Glu negative, and both termini charged.

2.4. Simulations

2.4.1. Atomistic MD Simulations

Atomistic MD simulations were performed using the GROMACS package (version 4.6.7) [16–18],
with an AMBER ff99SB-ILDN force field [19] and TIP4P-D water model [20]. A rhombic dodecahedron
was used as a simulation box, with periodic boundary conditions in all directions. A minimal distance
of 1 nm was set between solute and box edges. An initial, linear structure of KEIF was built using
PyMOL [21]. The two His residues in the amino acid sequence were set to be neutral throughout the
simulations, giving the peptide a net charge of +3. Three chloride ions were added to neutralise the
system. Simulations were performed without the addition of any salt.

The equations of motion were integrated using the Verlet leap-frog algorithm [22] with a time step
of 2 fs. A Verlet list cut-off scheme was used for the nonbonded interactions. Short-ranged interactions
were calculated using a pair list with a cut-off of 1 nm. Long-ranged dispersion interactions were
applied to the systems’ energy and pressure, and long-ranged electrostatics was managed by using
Particle Mesh Ewald [23] with cubic interpolation and a grid spacing of 0.16 nm. All bond lengths were
constrained using the LINCS algorithm [24]. A velocity-rescaling thermostat [25] with a relaxation
time of 0.1 ps was used to keep a temperature of 300 K. A Parrinello–Rahman pressure coupling [26]
was used to keep pressure constant at 1 bar throughout the simulations. Relaxation time was 2 ps,
and isothermal compressibility was set to that of water, i.e., 4.5 × 10−5 bar−1.
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Energy minimisation was done using the steepest-descent algorithm. Initiation was performed in
two steps with position restraints on the peptide to equilibrate the temperature and pressure of the
systems: (1) 500 ps NVT simulations, and (2) 1000 ps NPT simulations. Five replicates with different
starting seeds were used for each simulation. The production runs were also performed in the NPT
ensemble, and were run for a total of 10 μs (5×2 μs).

2.4.2. Simulation Analyses

The average radius of gyration (Rg) and end-to-end distance (Ree) were obtained using the
GROMACS tool g_polystat. To assess the convergence of the simulations, autocorrelation functions
and block-error estimates of Rg and Ree were computed using the GROMACS tool g_analyze. Principal
component analysis (PCA) of the peptide backbone, by Campos and Baptista [27], and by using only
the first two PCs, was also used for the evaluation of convergence and sampling. The minimal distance
between periodic images in the simulations was monitored by the GROMACS tool g_mindist to
ensure that the simulated peptide did not interact with its periodic images. Cluster analysis was
done with the GROMACS tool g_cluster, using the GROMOS method [28], and was also used to
obtain frames for representative structures. All peptide structures were visualised and rendered using
PyMOL [21]. Distance matrices were obtained by using the GROMACS tool g_mdmat, and were used to
create distance maps to show the distance between amino acid residues within the peptide. To create a
contact map for the entire trajectory, MDTraj research software was used [29]. The secondary structure
was analysed using the GROMACS tool g_rama and the DSSP program (version 2.2.1) [30], as well
as DSSPPII analysis, that is, the DSSP program with modifications by Chebrek et al. [31] to include
detection of the polyproline II (PPII) helix. Theoretical scattering intensities were obtained by using
CRYSOL (version 2.8.2) [32].

3. Results and Discussion

The physicochemical characterisation of KEIF was performed in three parts by using a
variety of methods. First, the primary structure was analysed to predict the overall structure
and behaviour of the peptide. This was done by evaluating the charge, disorder propensity,
and hydrophobicity/hydrophilicity per amino acid residue in the KEIF sequence. In addition,
the sequence was compared with other protein sequences and sequence motifs from various protein
databases. Second, the single chain was studied using far-UV CD spectroscopy, SAXS, and atomistic
MD simulations. These results yielded basic structural properties, such as the average radius of
gyration, maximal dimension (Dmax), and end-to-end distance, as well as distance-distribution
functions (P(r)) and secondary-structure information. Third, interactions with neutral and anionic
LUVs were investigated using DLS, LDV, cryo-TEM, and CD spectroscopy.

3.1. Primary-Structure Analysis

3.1.1. Charge-Distribution, Isoelectric-Point, and Das–Pappu Analysis

The estimated charge per amino acid at pH 7.0 is shown in Figure 2a, where the majority of the
charged residues were located in the N-terminal half of the sequence. At this pH, the contribution
from the histidines (pKa 6.0) to the total charge was assumed to be negligible, giving a peptide net
charge of (about) +3. The isoelectric point of KEIF was calculated to be 11.54 using the ExPASy [12]
tool Compute pI/Mw. KEIF was predicted to belong to the R1 region of the Das–Pappu plot [33,34] in
Figure 2b, which predicted that KEIF assumes a globular structure in aqueous solution.
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Figure 2. Primary structure analyses of KEIF: (a) Estimated charge per amino acid residue. Charge of
peptide termini included as separate residues and marked as dots in the x-axis label. (b) Das–Pappu
plot [33,34]. KEIF location is indicated by white circle in Region R1. (c) Disorder propensity
per amino acid (CDisProt − CPDB)/CPDB, as described by Uversky (2013) [35]. (d) Probability
prediction of disordered regions and disordered binding regions using PrDOS (green) [36], IUPred2A
(light purple), and ANCHOR2 (dark purple) algorithms [37]. (e) Whole-residue Wimley–White
hydrophobicity indices [14,15] per amino acid residue. (f) Kyte–Doolittle [38] smoothed (five amino
acid sliding-window) hydropathy plot based on whole-residue Wimley–White indices.

3.1.2. Disorder Propensity and Probability

Figure 2c shows the disorder propensity per amino acid based on fractional difference (CDisProt −
CPDB)/CPDB as described by Uversky (2013) [35]. Overall, the sequence did not seem to contain a
substantial amount of disorder-promoting residues, although a cluster of disorder-promoting residues
was found closer to the C-terminal end of the sequence (residues Pro-24–Gln-28), suggesting that this
part of the peptide has higher propensity for disordered conformations. The obtained prediction by
the IUPred algorithm [37] in Figure 2d also suggested a low probability of disorder that increased
sightly towards the C-terminus. This observation is, however, not supported by PrDOS analysis [36],
which instead predicted disorder at both termini, and only a low probability of disorder in the central
part of the sequence. The probability of disordered binding regions (by ANCHOR2 [37]) was found to
be low across the entire amino acid sequence.

3.1.3. Distribution of Hydrophobic and Hydrophilic Amino Acids

The distribution of hydrophobic and hydrophilic amino acid residues in KEIF is depicted in
Figure 2e, where the whole-residue Wimley–White hydrophobicity indices [14,15]—corresponding
to the free energy ΔG of transfer from water to n-octanol—were taken as a measure of amino acid
hydrophobicity/hydrophilicity. As revealed by the hydropathy plot shown in Figure 2f, obtained
from Kyte–Doolittle sliding-window analysis [38], the peptide was overall (slightly) hydrophilic in
character, and no transmembrane regions could be identified; with a typical bilayer thickness of 30 Å,
an α-helical transmembrane segment would have to involve approximately twenty amino acids, and a
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β-strand nine. The hydrophilic character returned from analysis suggested that KEIF does not reside
in the transmembrane part of MgtA, but likely protrudes into the surrounding aqueous environment
either intracellularly or extracellularly.

3.1.4. Sequence and Motif Alignment

The amino acid sequence of KEIF was compared with sequences from other proteins in the
UniProtKB/Swiss-Prot database [39] with a protein-similarity search [40–43] to see if there were
any similar sequences with known function. Pairwise sequence alignment of the top six results is
displayed in Table 1. Excluding MgtA sequences, neither one of the resulting sequences had a high
score, and the expected values indicated no biological significance. In addition, all matching sequences
were found well within their corresponding proteins, which made any similarities of function unlikely.
Smaller fragments of the charged part of the sequence (residues 3–21) were investigated in the same
way, but yielded no different results. The full KEIF sequence was tested for containing any sequence
motifs using ScanProsite [44] and MOTIF [45], but none was found.

Table 1. Pairwise sequence alignment, score, and expect value for top six results obtained from amino
acid sequence similarity search of KEIF.

Start Res. No. Sequence Stop Res. No. Score (bits) E-Value

KEIF 1 MFKEIFTRLIRHLPSRLVHRDPLPGAQQTVNTV 33 - -
Query 1 MFKEIFTRLIRHLPSRLVHRDPLPGAQQTVNTV 33

MFKEIFTRLIRHLPSRLVHRDPLPGAQQTVNTV 70.5 1 × 10−15

Sbjct 1 1 MFKEIFTRLIRHLPSRLVHRDPLPGAQQTVNTV 33
Query 3 KEIFTRLIRHLPSRLVHRDPLPGAQQTVN 31

+++F RL RHLP RLVHRDPLPGAQ VN 48.5 6 × 10−8

Sbjct 2 7 RQLFARLNRHLPYRLVHRDPLPGAQTAVN 35
Query 2 FKEIFTRLIRHLPSRLVHRDPLPGAQQTVNTV 33

FKE+ +L+ L ++HR+P P Q N V 28.5 0.8
Sbjct 3 785 FKEVEVQLLPELEEMILHRNPFPALQTLRNRV 816
Query 2 FKEIFTRLIRHLPSRLVHRD 21

F+E+ T + RHLP L H+D 26.9 3.0
Sbjct 4 178 FEEVDTNVTRHLPHELQHKD 197
Query 2 FKEIFTRLIRHLPSRLVHRDPLPGAQQTVNTV 33

FKE+ +L+ L ++HR+P P Q N V 26.2 5.6
Sbjct 5 785 FKEVEVQLLPELEEMILHRNPFPALQTLRNRV 816
Query 7 TRLIRHLPSRLVHRDPLPG 25

TR++RH +R + R+P PG 25.8 7.7
Sbjct 6 129 TRILRHAMTRHIFREPAPG 147

Sbjct 1 = P0ABB8 Magnesium-transporting ATPase, P-type 1 (Escherichia coli); Sbjct 2 = P36640 Magnesium-
transporting ATPase, P-type 1 (Salmonella typhimurium); Sbjct 3 = Q14667 Protein KIAA0100 (Homo sapiens); Sbjct
4 = Q758B8 GPI ethanolamine phosphate transferase 2 (Ashbya gossypii); Sbjct 5 = Q5SYL3 Protein KIAA0100
(Mus musculus); Sbjct 6 = C9K7C0 O-methyltransferase AMT9 (t).

3.2. Single Chain

3.2.1. CD Spectroscopy

CD spectroscopy, a technique widely used to study the conformation of proteins in
solution [46–48], was used with KEIF in order to obtain information about the peptide’s secondary
structure. CD spectra were recorded at 10 and 150 mM 1:1 salt (NaF), on the addition of Mg2+, Ca2+ and
Zn2+ cations in the form of chloride salts, as well as in organic solvent TFE (Figure 3a–c, respectively).
In aqueous solution (TRIS buffer) and irrespective of salt concentration, the obtained CD spectra were
characteristic of a disordered structure [46,47], and appeared to be completely insensitive to a 15-fold
change in salt concentration (Figure 3a). The disordered structure is likely promoted by intrachain
electrostatic repulsion caused by the relatively high density of positively charged amino acid residues.
As expected, on the basis of the high similarity of the two spectra, the BeStSel [5,6] fitting of the
two datasets returned highly similar secondary-structure elements where irregular (other) structures
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constituted the largest portion (see Table 2). The fits also pointed to a considerable fraction of β-strands,
whereas helical structure elements were absent.
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Figure 3. KEIF circular-dichroism (CD) spectra (solid lines) with BeStSel [5,6] fits (dashed lines),
showing the effect of (a) varying salt (NaF) concentration (in TRIS buffer), (b) introducing various
divalent cations (10 mM NaF in TRIS buffer), and (c) switching to organic solvent (TFE).

Table 2. Estimated secondary structure content in KEIF, returned from BeStSel [5,6] fitting of CD
spectra in Figure 3.

10 mM NaF (aq.) 150 mM NaF (aq.) 1 mM ZnCl2 (aq.) TFE (org.)

Fitted Range (nm) 190–250 190–250 190–250 180–250

Helix (%) 0.0 0.0 0.0 30.3
β-strand (%) 38.5 38.8 41.5 10.4

Turn (%) 14.9 14.9 14.8 15.9
Others * (%) 46.6 46.3 43.7 43.4

* 310-helix, π-helix, bends, β-bridge, and irregular/loop.

Whereas KEIF secondary structure appeared to be essentially insensitive to the presence of
divalent Ca2+ and Mg2+ cations, again deduced from recorded CD spectra, the addition of Zn2+ ions
served to make the minimum at around 200 nm somewhat less pronounced (Figure 3b); however,
the effect on the corresponding structural elements returned from BeStSel [5,6] fitting is almost
negligible. KEIF’s apparent insensitivity to the presence of divalent cations was not surprising,
considering that amino acids typically involved in metal ion co-ordination via their polar side-chain
atoms—thiolate-carrying Cys (C), imidazole-carrying His (H), and carboxylate-carrying Glu (E) and
Asp (D), collectively known as CHED [49]—are scarce. Moreover, the rather high density of cationic
amino acid residues, as opposed to anionic ones, likely makes KEIF–cation interactions electrostatically
unfavourable.

The situation was very different when KEIF is suspended in TFE (Figure 3c). In this organic
solvent, as indicated by the development of a double minimum at 208 and 220 nm and a maximum at
192 nm [46,47], helical content considerably increases, mainly at the expense of the portion of β-strands
(Table 2). Similar observations were made for the human-saliva protein histatin 5, which has disordered
conformation in aqueous solution [50], but adopts a more helical conformation in TFE [51,52].

3.2.2. SAXS Measurements

Conformational information about the single chain of KEIF was obtained by performing SAXS
experiments. The resulting form factor, Kratky plot, and distance-distribution function are depicted in
Figure 4, in comparison to the EOM fit and obtained results from MD simulations. Figure 4a shows the
obtained form factor, whose shape indicated natively unfolded behaviour. Further investigation of the
data, in the form of the Kratky plot (Figure 4b), revealed the typical curve shape of a fully flexible and
extended protein/peptide. The EOM fit conformed well with the experiment data (χ2 = 1.143).
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Figure 4. Experiment small-angle X-ray scattering (SAXS) results (grey) compared to
ensemble-optimisation-method (EOM; blue) and molecular-dynamics (MD) simulations (red). (a) Form
factors, (b) Kratky plot, and (c) distance-distribution functions.

Estimations of the radius of gyration were obtained using Guinier approximation (up to
qRg ≤ 0.8), the P(r) and the EOM. As shown in Table 3, Guinier approximation provides the smallest
estimation, and P(r) the largest, although the difference between the two was only 0.1 nm (5.5%). The
estimation from the EOM was close to an average of the two values, and corresponded to deviations
of only 2.2–3.3%. Estimations of the maximal dimension were also obtained from the P(r) and the
EOM, which are also shown in Table 3. A larger discrepancy of approximately 2 nm (33.3%) was found
between the two estimated values.

Table 3. Ensemble averages of Rg and Dmax (if applicable) as obtained from various methods.

Rg (nm) Dmax (nm)

Guinier 1.76 ± 0.11 -
P(r) * 1.86 7.22

EOM * 1.80 5.16
MD 1.64 ± 0.05 -

* No explicit errors were given using these analysis methods.

3.2.3. Atomistic Simulations

Atomistic MD simulations were performed to complement the experiment studies, and to
obtain additional insight about the conformational properties of KEIF in bulk solution.
Simulation convergence was assessed considering probability-distribution functions, autocorrelation
functions, and block-average-error estimates of the radius of gyration and end-to-end distance
(see Figures S3–S6). PCA was also utilised for this assessment (Figure S7). Discussion of the convergence
is referred to the Supplementary Materials. To assess the validity of the simulations, simulation results
were compared to the experiment results. Scattering curves were procured from the concatenated
simulation trajectory by the use of CRYSOL (version 2.8.2) [32] and compared to the experiment
SAXS curves and the curves from the EOM (see Figure 4). The curves were found to be very similar.
The radius of gyration from the simulation was, however, found to be smaller than what was obtained
from analysis of the experiment data (see Table 3), although the percentage difference was only
7.1–12.6%. Because of the good correspondence with the experiment SAXS results, the simulated data
were considered to be sufficiently valid to be used as accurate single-chain representation.

Cluster analysis was performed on the concatenated MD simulation trajectory to obtain
representative structures. Eight clusters were found with an RMSD cutoff of 0.99 Å, and the top
six (99.75%) were compared to the six structures that were obtained from EOM analysis in Table 4.
A large majority of the MD structures were found in the first two clusters at this cutoff. However,
if using an RMSD cutoff of 0.70 Å or 0.50 Å, cluster sizes became of more equal size, and the top eight
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clusters summed up to 58.72% and 16.74%, respectively. For more thorough analysis of the structures,
distance maps showing the distance between amino acid residues in the representative structures were
created (see Figure 5). By studying these maps, details otherwise unnoticed were found. For example,
evidence of cation–π interactions was observed between Phe-6 and (i) Arg-20 in the MD 3 structure
(see Figure 6), (ii) Gln-27 in the MD 4 structure, and (iii) Lys-3 in the MD 5 structure. The remaining
close distances seemed to arise due to hydrogen bonds and dispersion interactions, although a few
electrostatic interactions were also observed. A contact map, instead showing the probability of
contacts within a cutoff of 4.0 Å throughout the entire concatenated simulation, is presented in Figure 7.
Here, the most probable contact was found between Leu-23 and Gln-27. Other notable contacts were
found between residues Leu-13 and Arg-16, Arg-16 and Val-30, as well as between Leu-17 and Arg-20.

Table 4. Comparisons between representative structures from cluster analysis of MD simulations
(red) and structures obtained from EOM analysis of experiment SAXS data (blue). The percentage of
all structures that belonged to each cluster is given in the parentheses; MD clusters summed up to
99.75%, and EOM structures summed up to ∼100%. RMSD values (Å) of aligned atoms given below
each comparison.

EOM 1
(∼30%)

EOM 2
(∼30%)

EOM 3
(∼10%)

EOM 4
(∼10%)

EOM 5
(∼10%)

EOM 6
(∼10%)

MD 1
(61.72%)

12.84 10.88 11.32 12.92 10.58 10.45

MD 2
(24.44%)

7.15 7.80 5.81 7.95 16.36 16.33

MD 3
(8.35%)

11.56 12.76 13.45 15.00 8.74 9.25

MD 4
(3.05%)

15.98 16.62 16.69 19.10 10.09 10.28

MD 5
(1.40%)

9.19 7.61 6.44 7.26 15.96 16.26

MD 6
(0.80%)

16.57 15.78 17.16 18.21 5.92 7.28
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Figure 5. Distance maps depicting distance between amino acid residues for each representative
structure of top six clusters from MD simulation.

Figure 6. Illustration of cation–π interaction between Phe-6 and Arg-20 in MD 3 structure. marked
distances given in Ångström (Å).

The secondary structure per amino acid of KEIF from the MD simulation was analysed using the
DSSP algorithm, and is visualised in Figure 8a. Although most of the structure was dominated by coils
and bends, a few residues also showed propensity for turns and β-structures. The helical content was
found to be negligible. Unfortunately, this analysis did not include the PPII helix. To account for PPII
helices, DSSPPII analysis was utilised on the representative structures from the top six clusters of the
MD simulations (see Table 5). While the N-terminal half of the first structure was dominated by random
coil conformation, a more local order was found towards the C-terminus as distinguished turns around
a small PPII helix at Asp-21–Pro-22–Leu-23, followed by an isolated β-bridge between Thr-29 and
Thr-32. The small PPII helix around residues 21–24 was conserved in the top three cluster structures,
although PPII helices were present in all structures. Particularly, the fourth structure seemed to have
strong PPII propensity. A small 310-helix was found at residues 4–6 in the second structure, whereas
the sixth structure contained evidence of β-sheet formation. These results did not contradict what was
observed by CD spectroscopy (Figure 3). The presence of PPII in the conformational ensemble of KEIF
was also in line with what was seen in the Kratky plot (Figure 4), that is, mainly flexible but extended
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conformations. A Ramachandran plot (Figure 8b) was also produced from the simulated results that
showed a high count in the region of (φ, ψ) = (−75◦,+145◦), which also supported a significant PPII
content. The plot also shows a fairly high count of β-structures, but only little α-helical content, which
corroborated the CD spectroscopy results (Table 2).
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Figure 7. Contact map showing the probability of amino acid residues being closer to each other than
cutoff of 4.0 Å. Darker colour indicates higher probability, and white corresponds to zero probability.
Residue interactions with themselves, as well as two neighbouring residues on each side, were excluded
from analysis.
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Figure 8. (a) Stacked secondary-structure histograms per amino acid residue of KEIF as obtained from
MD simulations. Three different types of helices included in helical content: (i) α-helix, (ii) 310-helix,
and (iii) π-helix. This analysis did not include the PPII helix. (b) Ramachandran plot of KEIF as
obtained from MD simulations.

Table 5. Secondary structure per amino acid of representative structures from top six clusters of MD
simulation of KEIF, as obtained by using DSSPPII analysis [31]. Secondary structure per amino acid
represented according to standard DSSP classification.

# MFKEIFTRLIRHLPSRLVHRDPLPGAQQTVNTV

1 ----SS----S----TTTS-PPPTTTT-BTTB-
2 ---GGGTSPP--------S--SPP-S--SS---
3 -----------SS---SPP-PPPTT--SS----
4 ---PPPBPP----TTS-----B-TTTTPPPP--
5 ------PP------SS--B-PP-TT--SB----
6 ----PP-SS-EE-PPPP--SS-----SSEE---
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3.3. Interactions with Vesicles

The interaction of KEIF with lipid bilayers, provided by neutral (POPC) and anionic (POPC:POPS)
LUVs, was characterised by partitioning-free-energy calculations, DLS, LDV, cryo-TEM, and CD
spectroscopy, as outlined in the following subsections. The anionic bilayer may be regarded as a model
of the bacterial-cell membrane, while the neutral one was used for comparison to elucidate the effect
of membrane charge and the importance of electrostatic interactions.

3.3.1. Partitioning Free Energies

The hydrophilic/hydrophobic character of a peptide or a protein naturally influences its
interactions with a bilayer. In Section 3.1.3 it was concluded that KEIF has an overall (slightly)
hydrophilic character, and should consequently prefer bulk water rather than the hydrophobic
interior of a bilayer. To support this hypothesis, the MPEx tool [13] was used to calculate the free
energy ΔG of partitioning of KEIF from bulk water into a bilayer. By applying the MPEx tool
to KEIF, water-to-bilayer partitioning free energy of +18.21 kcal mol−1 was obtained, signifying
the unfavourableness of water-to-bilayer partitioning. Even if partitioning would present an
opportunity to reduce the free energy by a partitioning–folding coupling mechanism—corresponding
to approximately 0.4 kcal mol−1 per amino acid residue [53]—free energy would still be positive
(+5.01 kcal mol−1), and water-to-bilayer partitioning thus unflavoured. KEIF–vesicle interactions
discussed in the following subsections are instead attributed to electrostatic interactions between net
positive KEIF and net negative POPC:POPS vesicles.

3.3.2. DLS and LDV

Zwitterionic lipid POPC (carrying one positively charged and one negatively charged functional
group; net charge ±0) and anionic lipid POPS (carrying one positively charged and two negatively
charged functional groups; net charge −1) were used for the preparation of LUVs. The vesicles were
prepared by extrusion, resulting in monomodal size distributions (polydispersity index, PdI < 0.1)
with diameters D centred at 108.0 nm and 102.9 nm for the neutral POPC and anionic 3:1 POPC:POPS
vesicles, respectively, as measured by DLS (correlation functions are shown in Figure S8). LDV, in turn,
was used to determine vesicle electrophoretic mobility, μ. Whereas a considerable net negative
mobility was measured for the POPC:POPS vesicles due to the anionic nature of POPS, the mobility
of the POPC vesicles could not be accurately determined due to their extremely weak net charge;
the value given for the POPC vesicle mobility has to thus be taken with a grain of salt. Vesicle-size and
electrophoretic-mobility data are summarised in Table 6.

Initially, KEIF-vesicle interactions were probed by by DLS. DLS is highly sensitive to changes in
particle size, as scattered intensity I scales with the sixth power of particle radius r (I ∝ r6). The day
after KEIF addition (∼18 h), vesicle-size distributions were still monomodal (correlation functions
are shown in Figure S8), reflecting the absence of vesicle aggregation. Whereas the size of neutral
POPC vesicles slightly increased upon addition of KEIF (Table 6)—possibly an indication of fusion
of a small number of vesicles—the size of anionic 3:1 POPC:POPS ones was, instead, somewhat
reduced. We hypothesise that cationic KEIF electrostatically adsorbs to the surface of the anionic
vesicles to neutralise some of the negative charges, thereby reducing the lateral head-group repulsion
and allowing lipids to pack closer.
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Second, electrophoretic-mobility measurements were performed to study the adsorption of KEIF
to vesicle surface. Whereas the mobility of the neutral POPC vesicles became only somewhat more
positive upon addition of positively charged KEIF (remember, however, that these low mobility
values are not too accurate), the mobility of the anionic 3:1 POPC:POPS vesicles became significantly
more positive (Table 6). On the basis of these measurements, we hypothesise that KEIF, only to
a (very) small extent, adsorbs to the POPC vesicles; KEIF can possibly access the negative charge
on a small number of the POPC head groups. The apparent high affinity of KEIF for the anionic
POPC:POPS vesicles signifies that a net-negative vesicle charge is important for adsorption, with
charge neutralisation and concomitant entropy gain resulting from counter ion release being the main
driving force for adsorption. The importance of charges and electrostatic interactions was also reported
elsewhere [54]. Moreover, the fact that mobility—a measure of surface charge—becomes significantly
more positive upon KEIF addition to the anionic 3:1 POPC:POPS vesicles supports the hypothesis
that KEIF adsorbs to the vesicle surface and does not partition into the hydrophobic interior of the
lipid bilayer. That into-bilayer partitioning is unfavourable stems from the hydrophilic nature of KEIF
(Figure 2f), which is reflected in the positive partitioning free energies presented in Section 3.3.1.

Table 6. Z-average diameter, polydispersity index, and electrophoretic mobility of POPC and 3:1
POPC:POPS vesicles in absence and presence of KEIF, at 10 mM NaF in TRIS buffer. Lipid:KEIF molar
ratio was 16:1.

D (nM) PdI μ (10−8 m2 V−1 s−1)

POPC vesicles 108.0 ± 0.7 0.09 ± 0.02 −0.12 ± 0.03 *
POPC vesicles + KEIF 111.1 ± 0.6 0.06 ± 0.01 +0.16 ± 0.03 *

3:1 POPC:POPS vesicles 102.9 ± 0.7 0.06 ± 0.02 −3.99 ± 0.61
3:1 POPC:POPS vesicles + KEIF 95.7 ± 0.3 0.07 ± 0.02 −2.02 ± 0.40

* These values should be taken with a grain of salt, as measurement accuracy was low due to the very weak charge.

3.3.3. Cryo-TEM

In order to obtain complementary information to that provided by DLS, POPC and 3:1 POPC:POPS
vesicles were imaged by cryo-TEM [55], in the absence and presence of KEIF (Figure 9; additional
images are shown in Figures S9 and S10). Whereas the majority of the anionic 3:1 POPC:POPC vesicles
were unilamellar, multilamellar vesicles were frequently observed in the case of the neutral POPC
vesicles. Vesicles with one or two smaller-sized internalised vesicles were observed in both cases,
but were more common with POPC. In both cases, the degree of polydispersity appeared to be larger
than that indicated by DLS (Table 6), which was supported by the larger standard deviation returned
from cryo-TEM image analysis of vesicle size (Figure S11).

The addition of KEIF to the neutral POPC vesicles had a dramatic effect on vesicle stability,
as evidenced by a severe degree of polydispersity—likely caused by fusion of the original, small-sized
vesicles—and the presence of a large number of ruptured vesicles and free lipid bilayers. This state did
not alter the macroscopic appearance of the sample, nor was it picked up by the DLS measurements,
which still indicated a low polydispersity index (Table 6). We hypothesise that extremely weakly
charged POPC vesicles, on addition of KEIF polyelectrolytes, become electrostatically destabilised,
and thus prone to rupture and fusion. In contrast to POPC vesicles, the anionic 3:1 POPC:POPS vesicles
seemed to be unaffected by the addition of KEIF, as these vesicles remained intact. Corroborating the
observations made by DLS, a smaller size was measured for the POPC:POPS vesicles in the presence
of KEIF (Figure S11). As previously discussed, adsorption of KEIF to the vesicles likely reduces lipid
head-group repulsion, thus enabling lipids to pack closer.
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Figure 9. Representative cryo-TEM images of (a,b) POPC and (c,d) 3:1 POPC:POPS vesicles in the (a,c)
absence and (b,d) presence of KEIF, at 10 mM NaF in TRIS buffer. The lipid:KEIF molar ratio was 16:1.
The scale bar applies to all images.

3.3.4. CD Spectroscopy

CD spectroscopy is a useful tool for monitoring conformational changes in membrane-active
proteins and peptides. In such studies, as model membranes, small unilamellar vesicles (SUVs) made
by sonication have been used almost exclusively, as the common belief has been that light scattering
associated with LUVs is unacceptably high. It was shown, however, that undistorted CD spectra can
be obtained at wavelengths above 200 nm in the presence of up to 3 mM LUVs [56]. By choosing LUVs
over SUVs, vesicle-curvature effects that may cause anomalous peptide partitioning are reduced, and,
as LUVs are thermodynamically stable structures (as different from SUVs which are only metastable),
equilibrium thermodynamic measurements can be performed.

Using CD spectroscopy, the possible induction of secondary-structure elements in KEIF upon
adsorption onto the aforementioned neutral POPC and anionic 3:1 POPC:POPS LUVs was studied.
Obtained CD spectra, recorded the day after KEIF addition to the vesicles, showed clear differences
between POPC and POPC:POPS vesicles (Figure 10). First, the spectrum recorded in the presence of
neutral POPC vesicles was highly similar to that recorded in the absence of vesicles, and BeStSel [5,6]
fitting returned similar amounts of various secondary structural elements (Table 7). This means that
either adsorption to the POPC vesicles does not induce any conformational changes or, more likely
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and supported by obtained results form DLS and LDV (Section 3.3.2), KEIF simply does not posses
any electrostatic affinity for the POPC vesicles and consequently does not adsorb.

The spectrum recorded in the presence of anionic POPC:POPS vesicles (Figure 10) is clearly
different from that recorded in the presence of neutral POPC vesicles (or in the absence of vesicles),
which again highlights the importance of electrostatic interactions to drive the adsorption of KEIF to
the vesicles. Changes to the CD spectrum induced by the POPC:POPS vesicles suggest an increase in
the secondary-structure content of KEIF, from a largely disordered conformation in solution to more
ordered conformation when absorbed to the vesicles. The spectrum showed the same characteristic
features as the spectrum recorded in TFE, with a double minimum at 208 and 220 nm that is indicative
of helical structure [46,47]. Indeed, BeStSel [5,6] fitting of the spectrum showed an increase in helical
content (see Table 7).
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Figure 10. KEIF CD spectra recorded in presence of POPC and 3:1 POPC:POPS vesicles, in TRIS buffer
supplemented with 10 mM NaF. Lipid:KEIF molar ratio was 16:1. For comparison, spectra recorded
in TRIS buffer supplemented with 10 mM NaF and in TFE are also shown. Dashed lines represent
BeStSel [5,6] fits.

Table 7. Estimated secondary-structure content in KEIF, returned from BeStSel [5,6] fitting of CD
spectra in Figure 10.

POPC (aq.) 3:1 POPC:POPS (aq.) 10 mM NaF (aq.) TFE (org.)

Fitted Range (nm) 200–250 200–250 200–250 200–250

Helix (%) 1.8 9.9 0 20.5
β-strand (%) 31.3 27.6 31.0 16.6

Turn (%) 17.7 16.0 17.7 15.2
Others * (%) 49.4 46.5 51.3 47.7

* 310-helix, π-helix, bends, β-bridge, and irregular/loop.

3.4. Summary of, and Correlations between, Main Results

Primary-structure analysis predicted a rather globular conformation of KEIF, with larger disorder
propensity towards the C-terminus of the peptide. No disordered binding regions were predicted,
nor were any sequence motifs or transmembrane regions found. Both CD and SAXS experiments
showed that KEIF is indeed a disordered peptide in aqueous solution, in agreement with Subramani’s
DISOPRED3-based prediction [3]. These results were also supported by MD simulations, for which the
scattering curve was in good agreement with experiment SAXS data (Figure 4). Contrary to predictions,
SAXS results suggested that KEIF is fully flexible and extended instead of globular. This was also
supported by the simulations, where the radius of gyration was found to be similar (within 7.1–12.6%;
Table 3), and the largest conformation clusters were represented by fairly extended structures (Table 4).
Thus, solely relying on net charge and the fraction of charged residues for predicting the conformation
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and shape of the peptide seemed to be insufficient in this particular case, and implied that the location
of the charges in the sequence is of significance. With all of the positive charges evenly distributed in
the N-terminal half of the sequence, it is not unexpected that electrostatic repulsion could cause the
extension of this part of the peptide chain.

Analysis of the CD spectroscopy results suggested a little amount of β-structures in the single chain
in aqueous solution (Table 2), which was also observed in the DSSP analysis and in the Ramachandran
plot of the MD simulations (Figure 8). By performing DSSPPII analysis on the simulated peptide,
PPII structure was also revealed to be an important secondary-structure component, mainly found
towards the C-terminal end of the peptide (Table 5). This discovery cannot be disregarded by
the experiment results, since the PPII helix was not included in theBeStSel analysis. Furthermore,
CD spectroscopy of KEIF in organic solvent TFE induced a considerable increase of helical content.

Partitioning-free-energy analysis deemed water-to-bilayer partitioning of KEIF to be
unfavourable. DLS and LDV results seemed to agree with this prediction, and provided data suggesting
that KEIF instead has the ability to adsorb to the surface of anionic POPC:POPS vesicles (Table 6).
In addition, CD spectroscopy revealed a conformational change for KEIF with this type of membrane,
inducing an increase in helical content (Figure 10 and Table 7), similarly to what was observed
with KEIF suspended in TFE, but to a smaller extent. We hypothesise that these observations are
attributed to the electrostatic adsorption of cationic KEIF to the anionic vesicle surface, driven by
charge neutralisation and a concomitant release of counterions. This would also explain the apparent
low propensity of KEIF to adsorb to neutral POPC vesicles.

4. Conclusions

This paper featured the extensive physicochemical characterisation of KEIF, the N-terminal
disordered region of MgtA, using an approach combining various experimental techniques and MD
simulations. Both the experimental techniques and the complementary simulations confirmed that
KEIF is an extended intrinsically disordered peptide with little propensity towards β-structures,
and possibly PPII structure. In addition, experiments showed that KEIF adopts a more helical structure
in organic solvent TFE. Further experimental investigation of interactions between KEIF and vesicles
proved that it is unlikely for KEIF to traverse the bilayer, and that it instead seems to adsorb to
the surface of anionic vesicles. Because of opposite charges of the vesicles and the peptide, it is
hypothesised that the interaction is electrostatically driven. KEIF adsorption to the vesicle surface also
implies a release of counterions, which is entropically favourable and constitutes an additional driving
force for adsorption.

By performing this study, we provided comprehensive insight to the structure–function
relationship of KEIF that, in turn, might aid in providing a more holistic understanding of the function
of MgtA. Because of the observed interactions between KEIF and anionic lipid bilayers, it is reasonable
to believe that this intrinsically disordered region of MgtA actually has an important function in the
biological context. Considering KEIF’s hydrophilic character, together with its electrostatic affinity
for the surface of anionic lipid bilayers (the bacterial cell membrane being a prime example), its role
might be to anchor the large MgtA protein in the bilayer, as schematically depicted in Figure 11.
Whereas additional research, beyond the scope of this paper, is required in order to elucidate the exact
role of KEIF, it does seem likely that KEIF is more than just a mere “appendix” of MgtA.
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Figure 11. Schematic cross-section of an MgtA-carrying cell membrane. It is possible that KEIF plays
the role of an anchor, helping to stabilise the large protein complex in the membrane by locking it in
place via electrostatic interactions with anionic lipid head groups.
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DLS autocorrelation functions; Figure S9: Cryo-TEM images 1; Figure S10: Cryo-TEM images 2; Figure S11:
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1. Residuals from BeStSel fitting of CD spectra9

Some of the obtained CD spectra were subject to BeStSel [1,2] fitting to access KEIF’s corresponding secondary10

structure elements. Fitted residuals are given in Figure S1 and Figure S2, and represent the goodness of the fittings11

that are graphically displayed in Figure 3 and Figure 10, respectively.12
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Figure S1. Fitted residuals for spectra recorded in the presence of (from top to bottom) 10 mM NaF
(aq.), 150 mM NaF (aq.), 1 mM ZnCl2 (aq.), and TFE (org.). Note that the x- and y-axis ranges vary
between the subplots. The fits are graphically presented in Figure 3 in the paper.
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Figure S2. Fitted residuals for spectra recorded in the presence of (from top to bottom) POPC vesicles
(aq.), 3:1 POPC:POPS vesicles (aq.), 10 mM NaF (aq.), and TFE (org.). The fits are graphically presented
in Figure 10 in the paper.
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2. Molecular dynamics simulations13

Simulation convergence was assessed by investigating probability distribution functions, auto-correlation14

functions, and block average error estimates of the radius of gyration and the end-to-end distance, see Figure S3-S6.15

Although the probability distribution functions in Figure S3 are not identical, they still cover the same region,16

which is a good indication of a converged system. The auto-correlation functions of the radius of gyration and the17

end-to-end distance are expected to decrease rapidly and vary around zero for a converged system. In Figure S418

the correlation of all replicates is seen to reach zero within 0.3 μs for the radius of gyration, and within 0.2 μs for19

the end-to-end distance. Although both properties remain varying around zero, the end-to-end distance seem to20

be more converged than the radius of gyration. Especially the second replicate (red) seem to have more difficulty21

of converging. However, when consulting the block average error estimates in Figure S5, the errors are seen to22

converge to plateau values even for the second replicate. Instead, here the fourth replicate (blue) is shown to be23

less converged compared to the rest of the replicates. Analysing the concatenated trajectory in Figure S6, gives24

smooth and well-shaped curves for the probability distribution functions, and both the auto-correlation functions25

and the block average error estimates look sufficiently converged.26
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Figure S3. Probability distribution functions of (a) the radius of gyration and (b) the end-to-end
distance for each replicate (1-5) and the concatenated trajectory (all).
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Figure S4. Auto-correlation functions of (a) the radius of gyration and (b) the end-to-end distance for
each replicate (1-5).

To further investigate the convergence of the simulation, PCA was performed, and is illustrated for each27

replicate (1-5) and the concatenated trajectory (all) in Figure S7. Unfortunately, there were fairly large differences28

between the replicates, so even though they sample the same conformational space in general, different replicates29
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Figure S5. Block average error estimates of (a) the radius of gyration and (b) the end-to-end distance
for each replicate (1-5).
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Figure S6. From left to right: probability distribution function, auto-correlation functions, and block
average error estimate of (a-c; top row) the radius of gyration and (d-f; bottom row) the end-to-end
distance for the concatenated trajectory.
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seem to sample different local minima more than others. This is particularly true for replicate 1, 2 and 5. However,30

PCA of the concatenated trajectory seem to have sampled the entire conformational space sufficiently well.31

Figure S7. Free energy landscapes of KEIF for each individual replicate (1-5), as well as for the
concatenated trajectory (all), using the first two principal components obtained from PCA. Triangles
mark energy minima with RT ≤ 1, and dots mark other local minima with 1 < RT ≤ 5. Snapshots of
the representative structure of selected minima are also included.
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3. LUVs investigated by dynamic light scattering32
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Figure S8. DLS auto-correlation functions obtained with (a) POPS vesicles, (b) POPC vesicles with
added KEIF, (c) 3:1 POPC:POPS vesicles, and (d) 3:1 POPC:POPS vesicles with added KEIF. Five
consecutive 60 s measurements were performed at scattering angle 173◦.
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4. Additional cryo-TEM images of LUVs33

Figure S9. Representative cryo-TEM images of POPC vesicles in the (a, b) absence and (c, d) presence
of KEIF, at 10 mM NaF in 20 mM TRIS buffer pH 7.4. The lipid:KEIF molar ratio was 16:1.
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Figure S10. Representative cryo-TEM images of 3:1 POPC:POPS vesicles in the (a, b) absence and (c, d)
presence of KEIF, at 10 mM NaF in 20 mM TRIS buffer pH 7.4. The lipid:KEIF molar ratio was 16:1.
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5. LUVs’ size distributions34

Based on the acquired cryo-TEM images, the LUVs’ size distributions were obtained by determining their35

surface area in ImageJ [3], from which their diameter was calculated assuming completely round circles (i.e.36

spheres in 3D). Considering the small size of the vesicles, flattening effects were assumed negligible; the vast37

majority of the vesicles were below 150 nm in diameter, and larger (>150 nm) vesicles represented less than 0.5 %38

of all vesicles analysed. In total, 1822 vesicles were analysed, and the resulting size distributions are displayed in39

Figure S11. Please, note that the histograms are based on analysing only intact vesicles, and remember that in (b)40

(i.e. POPC vesicles in the presence of KEIF) the majority of the structures were of irregular shape (incomplete41

or burst vesicles, discontinuous bilayers, etc.), for which a diameter cannot be defined, and these structures are42

hence not represented in the corresponding histogram.43

Figure S11. Size distributions, obtained from analysis of cryo-TEM images, of (a, b) POPC and (c, d)
3:1 POPC:POPS vesicles in the (a, c) absence and (b, d) presence of KEIF, at 10 mM NaF in TRIS buffer.
The lipid:KEIF molar ratio was 16:1.
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Abstract

Five peptides known to possess polyproline II (PPII) structure have been investi-

gated using atomistic molecular dynamics simulations to compare how well four different

force fields known for simulating intrinsically disordered proteins sufficiently well (Am-

ber ff99SB-disp, Amber ff99SB-ILDN, CHARM36IDPSFF, and CHARMM36m) can

capture this secondary structure element. The results revealed that all force fields sam-

ple PPII structure but to different extents and with different propensities toward other

secondary structure elements, in particular, the β-sheet and “random coils”. Conforma-

tion cluster analysis of simulations of histatin 5 also revealed that the conformational

ensembles of the force fields are quite different. We were unable to determine which

method was the most accurate; nevertheless, it is most likely that all methods need to

be improved to accurately predict the secondary structure of flexible peptides.
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1 Introduction

Intrinsically disordered proteins and regions (IDPs and IDRs), are characterized by the lack

of a well-defined tertiary structure in aqueous solution. The conformations of IDPs and IDRs

are known to vary significantly, which makes it difficult to study them by standard methods.

For example, because of their disordered behavior, IDPs and IDRs cannot be crystallized, and

until relatively recently many molecular simulations of IDPs tended to sample too compact

and too stable structures.

Despite being classified as “unordered”, studies originating from the seventies discovered

that a few natively unfolded peptides possessed some degree of local order in their backbone,

identified as the left-handed polyproline II helix (PPII).1 As a secondary structure element,

the PPII helix is decidedly different from the α-helix and the β-sheet, and perhaps less well-

known, although being frequently occurring in many proteins. The PPII helix has backbone

dihedral angles of approximately (φ, ψ) = (−75◦,+145◦) with a helical pitch of 9.3Å/turn

and 3.0 residues/turn, which causes it to become quite extended.2,3

One popular experimental technique for determining the secondary structure of proteins

is circular dichroism (CD) spectroscopy. In the CD spectrum, the PPII helix is often asso-

ciated with a strong band with negative ellipticity around 198 nm and a weak positive band

around 218 nm.1,4,5 There are several software packages available for analyzing CD data and

providing estimates of the relative secondary structure content, at least in terms of α-helices

and β-sheets. Unfortunately, these algorithms may fall short when it comes to analyzing

spectra of more disordered proteins that contain several less common secondary structure

elements, including the PPII helix, and where the structural elements are not fixed in time.

In such cases, the remaining secondary structure elements are lumped together and catego-

rized as “others” or “random coils”. A similar problem is also encountered when determining

the secondary structure content of protein structures from simulations. Although the widely

used DSSP program is able to identify and quantify a wider collection of secondary structure

elements, it does not include the PPII helix. Fortunately, there are other software available
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that utilizes modified DSSP assignment to also include PPII structure.6

The development of force fields for simulating IDPs is constantly evolving to help allevi-

ate the problem of overly collapsed structures in simulations, and to make the simulations as

quick and accurate as possible. So far in force field development, the focus have mainly been

on optimizing two aspects of IDP simulations.7 The first aspect is the secondary structure

propensities, which are often modified by adjusting the protein backbone dihedral param-

eters. The second aspect concerns the balance of the protein–solvent interactions, which

is crucial to not sample too compact IDP conformations, and to accurately capture the

more extended conformations. This is generally controlled by increasing and fine-tuning the

interaction between the protein and the water in the simulations.

To evaluate new force fields, different properties can be considered. NMR observables,

such as scalar couplings and chemical shifts, are used for assessing force field accuracy by

comparing simulated and experimental values. Comparisons of scattering curves and the

radius of gyration are used to evaluate compactness of the simulated proteins. In addition

to such direct comparison to experimental observables, secondary structure propensities are

often also assessed, and although more extensive analyses sometimes are used, they are most

often restricted to the α-helix, the β-sheet, and the “random coil”. Conformational clustering

is also sometimes used as a tool in force field analyses.

Here we present a study where five different short peptides (7–24 residues long) with

varying PPII propensities, as well as four variants of one of the peptides, have been simulated

with four different force fields that are known to work relatively well for simulating IDPs.

Our analyses was mainly focused on differences regarding the secondary structure content

across peptides and force fields. Our findings revealed that although all the chosen force

fields give rise to conformational ensembles with some level of PPII structure, they do so to

different extents and with different propensities toward other secondary structure elements.

Additionally, all force fields captured a trend showing that the PPII content increases with

the number of proline residues in peptide chains consisting of only alanines and prolines.
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2 Methods

2.1 Molecular dynamics simulations

Five different peptides known to possess PPII structure, as well as four different variants of

one of the peptides, were simulated using atomistic molecular dynamics (MD) simulations.

Names and amino acid sequences of the selected peptides are shown in Table 1.

Table 1: Names, number of amino acid residues (#aa), and the amino acid sequences of the
peptides used in this study. Positively charged amino acids are shown in blue and negatively
charged amino acids are shown in red.

Name #aa Sequence
A7 7 AAAAAAA
P-113 12 AKRHHGYKRKFH
P13 13 PPPPPPPPPPPPP
V1: P6AP6 13 PPPPPPAPPPPPP
V2: (PA)6P 13 PAPAPAPAPAPAP
V3: (P3A2)2P3 13 PPPAAPPPAAPPP
V4: (A3P2)2A3 13 AAAPPAAAPPAAA
Pep3 13 DRALGIPELVNQG
Hst5 24 DSHAKRHHGYKRKFHEKHHSHRGY

The simulations were performed using the GROMACS package (version 4.6.7),8–10 with

four different force fields used for simulating IDPs: (A) the AMBER ff99SB-disp force field

with its own TIP4P-D-type water model,11 (B) the AMBER ff99SB-ILDN force field12 with

the TIP4P-D water model,13 (C) the CHARMM36IDPSFF14,15 force field with the TIP3P

water model,16 and (D) the CHARMM36m force field,17 also with the TIP3P water model.

When discussed in the text the force field are referred to by their abbreviations and when

described in figures and tables, they are referred to by their 1-letter code, see Table 2. A

rhombic dodecahedron was used as a simulation box, with periodic boundary conditions in

all directions. A minimum distance of 1 nm was set between the solute and the box edges.

The initial, linear protein structures were built using PyMOL.18

The Verlet leap-frog algorithm,19 with a time step of 2 fs, was used to integrate the
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Table 2: Force field notations

Force field Abbreviation 1-letter code
AMBER ff99SB-disp A99SB-disp A
AMBER ff99SB-ILDN A99SB-ILDN B
CHARMM36IDPSFF C36IDPSFF C
CHARMM36m C36m D

equations of motion. A Verlet list cut-off scheme was used for the non-bonded interactions.

Short-ranged interactions were calculated using a pair list with a cut-off of 1 nm, while

the long-ranged electrostatics were evaluated by using Particle Mesh Ewald summation20

with cubic interpolation and a grid spacing of 0.16 nm. Long-ranged dispersion interactions

were applied to the energy and pressure of the simulated systems. All bond lengths were

constrained using the LINCS algorithm.21 A velocity-rescaling thermostat22 with a relaxation

time of 0.1 ps was used to keep a temperature of 293K or 300K (see Table 3 for details),

and a Parrinello-Rahman barostat23 was used to keep the pressure at 1 bar throughout the

simulations. A relaxation time of 2 ps was used, and the isothermal compressibility was set

to that of water, i.e. 4.5× 10−5 bar-1.

Energy minimization was done using the steepest descent algorithm. Equilibration of

the temperature and pressure was done in two steps and with position restraints on the

proteins: (1) 500 ps in the NVT ensemble, and (2) 1000 ps in the NPT ensemble. Five

replicates with different starting seeds were used for each simulation. The final production

runs were performed in the NPT ensemble for a total of 5 μs (5×1 μs) for the majority of the

peptides. Hst5 with A99SB-ILDN was run for a total of 7 μs (1× 3 μs + 2× 2 μs), and P-113

with A99SB-ILDN was run for a total of 12 μs (1× 8 μs + 2× 2 μs). The differences between

all the simulations is summarized in Table 3. Simulation data of Hst5 with A99SB-ILDN

and Hst5 with C36m has previously been published in the paper by Jephthah et al. (2019).24
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Table 3: Force fields, total production run time (t), and the temperature (T) of all the
simulations.

Peptide(s) FF t (μs) T (K)
A7, P-113, P13, V1, V2, V3, V4, Pep3 A 5 300
A7, P13, V1, V2, V3, V4, Pep3 B 5 300
A7, P-113, P13, V1, V2, V3, V4, Pep3 C 5 300
A7, P-113, P13, V1, V2, V3, V4, Pep3 D 5 300
P-113 B 12 300
Hst5 A 5 293
Hst5 B 7 293
Hst5 C 5 293
Hst5 D 5 293

2.2 Simulation analyses

The GROMACS tool g_cluster was used to obtain conformational clusters, and to obtain

frames for representative structures. All protein structures were visualized and rendered

using PyMOL.18

2.2.1 Principal component analysis

Principal component analysis (PCA) is a dimensionality reduction method that makes it

possible to represent a fraction of the information contained in a large set of variables (or

features) in a smaller set. This is achieved by calculating the eigenvectors (or principal

components) of the variables’ covariance matrix. A PCA was performed, for each peptide,

on an aggregated trajectory made by concatenating the trajectories resulting from the four

different force fields. This, as suggested in,25 ensures a robust comparison of the force fields by

projecting the resulting trajectories onto common principal components. PCA calculations

were performed with pyEMMA26 using as features the cosine and sine of each backbone

dihedral. The analyses were based on the first two principal components.
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2.2.2 Secondary structure analysis

Fractions of secondary structure were estimated from the dihedral angles of the peptide

backbones, which were obtained by using the GROMACS tool g_rama. Only the α-helix

(both the right-handed and the left-handed), the β-sheet, and the PPII helix were considered

for this analysis. A residue was considered to be in the right-handed α-helix (αR) region of

the Ramachandran map when −90◦ ≤ φ ≤ −30◦ and −90◦ ≤ ψ ≤ 0◦, as illustrated in the

Ramachandran map in Figure 1. Similarly, 30◦ ≤ φ ≤ 90◦ and 0◦ ≤ ψ ≤ 90◦ were used for

the left-handed α-helix (αL) region, −180◦ ≤ φ < −104◦ and 180◦ ≤ ψ ≤ 104◦ for the β-sheet

region, and −104◦ ≤ φ ≤ −46◦ and 116◦ ≤ ψ ≤ 174◦ for the PPII helix region. Residues not

belonging to any of the aforementioned regions were classified as “random coils”. We note

that this classification is based not on secondary structure elements, but simply examines

which regions of the Ramachandran map the different residues populate.

Figure 1: Example of a Ramachandran map illustrating the four different secondary structure
regions analyzed in this study. The β-sheet region is defined by −180◦ ≤ φ < −104◦ and
180◦ ≤ ψ ≤ 104◦; the PPII helix region by −104◦ ≤ φ ≤ −46◦ and 116◦ ≤ ψ ≤ 174◦;
the αR-helix region by −90◦ ≤ φ ≤ −30◦ and −90◦ ≤ ψ ≤ 0◦; and the αL-helix region by
30◦ ≤ φ ≤ 90◦ and 0◦ ≤ ψ ≤ 90◦. Anything outside of these regions is classified as “random
coil”. The plot is normalized for a maximum intensity of 1.
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2.2.3 CD prediction

To predict circular dichroism (CD) spectra from structural ensembles we employ SESCA.27

The SESCA algorithm has two steps:

1. Per residue secondary structure assignment. We use DISICL28 as secondary structure

prediction algorithm as it is the one explicitly taking into account PPII conformations.

2. Spectral contributions from each secondary structure element in a conformation are

combined to produce the CD spectra. In SESCA, the set of spectral contributions

assigned to subsets of secondary structures are stored in the “basis sets”. Different

basis sets for a given secondary structure assignment are available, which differ in the

resolution of the spectral contributions definition. Optionally, side chains’ spectral

contributions can be added. We tested several of the available basis sets, but mainly

used the DS6-1SC1 one (DS6-1 with side chains contribution), as this was the one

giving rise to the predicted spectra that resembled the most in shape the experimental

ones.

Finally, the CD spectra from each conformation of the ensemble are linearly averaged.

3 Results and discussion

3.1 Effects of force field in simulations of five peptides

An initial comparison of the effects of the force fields was done by analyzing the resulting

average radius of gyration of the five peptides, see Table 4. All force fields resulted in

similar average values for the radius of gyration for each of the individual peptides, although

C36IDPSFF generally seemed so sample slightly more compact conformations compared to

the other force fields. This was, however, not the case for P13, for which C36m sampled a

slightly smaller average instead. Overall, it seemed like both A99SB-disp and A99SB-ILDN

sampled similar averages for all peptides.
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Table 4: The radius of gyration, Rg (nm), for the five peptides with the four different force
fields.

Force field A7† P-113 P13
† Pep3 Hst5

A 0.62 0.97±0.01 1.14 0.91±0.03 1.29±0.08
B 0.63 0.91±0.03 1.14 0.94±0.01 1.29±0.05
C 0.60 0.86±0.01 1.13 0.87±0.01 1.18±0.02
D 0.61 0.92±0.02 1.11 0.97±0.01 1.35±0.03

† The values of A7 and P13 are reported without error margins in the
table since their errors are smaller than 0.005 nm.

Because the conformational ensembles of IDPs are highly heterogeneous, it is not trivial

to find a set of variables that can describe the high variability of an ensemble in a low-

dimensional representation. For each peptide, we thus used PCA (on aggregated trajectories

over all force fields as discussed in the methods) to represent and visualize the simulations

in a space of reduced dimensionality. After projecting the ensembles from the different force

fields onto a common subspace we examine the free energy surfaces projected as a func-

tion of the first two principal components, and in general find relatively similar free energy

surfaces. However, the relative probabilities of the conformational states may differ, with

C36IDPSFF being the one giving rise to the less rough free-energy surfaces, while the others

show regions poorly explored at the simulated temperature because of high conformational

energies (Figure 2).

Nonetheless, it is worth highlighting that, in case of P13 with C36m, we observe a shift

of the minimum on the second PC axis. Since P13 is thought to mostly populate PPII

conformations, we decided to characterize and compare the free-energy minima resulting

from A99SB-disp and C36m. Subtle differences were observed, both in the average radius of

gyration (1.14 nm for A99SB-disp and 1.11 nm for CHARMM36m), and in the per residue

average backbone dihedrals, that for both force fields reside in the PPII ranges defined in

DSSP-PPII29 (Figure 3c). At the level of local structure we find that A99SB-disp populates

more PPII conformations than C36m, see Figure 3d. Additionally, the PPII helix formed in

simulations with A99SB-disp is more bent in respect an imaginary helix axis, while the PPII
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Figure 2: Free-energy surfaces as a function of the first (x-axis) and second (y-axis) principal
components. As a result of performing the PCA on the aggregated trajectories, the PC
coordinates for all the force fields on a row are the same.
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helix formed with C36m is more straight, see Figure 3a-b.

Figure 3: Structural analysis of the free-energy minima in A99SB-disp (blue) and C36m
(red). (a) Side view and (b) C-terminal view of two representative P13 structures from
A99SB-disp and C36m. (c) Average per residues φ and ψ dihedrals, compared to the PPII
helix range defined in DSSP-PPII. (d) Per residue probability of PPII conformations as
predicted by DSSP-PPII.

Average populations of different regions of the Ramachandran map (corresponding to

typical dihedral angles in different seconary structure elements) was estimated from all of

the simulations, see Figure 4. All simulated peptides were found to be dominated by PPII

structure (31-97%). Little β-sheet structure (13-32%) was also observed for all peptides

except P13. The α-helical content was found to be low, and rarely larger than ∼10–15%,

except for in Hst5 where it generally was slightly higher (13–21%). Comparing the different

force fields, A99SB-ILDN and C36m were found to sample more β-sheet structures compared

to the other force fields, and the PPII content generally was slightly higher in the A99SB-disp

simulations. C36IDPSFF generally sampled more “random coils”, except for the case of P13.

For this peptide, which is expected to mainly possess PPII structure in aqueous solution,30,31

all force fields except C36m had more than 90% PPII content. Instead, C36m only captured
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slightly more than 70% PPII content. These observations, together with the average radius

of gyration, suggests that a higher content of “random coil” provides slightly more compact

average conformations.

 0
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Figure 4: Stacked secondary structure histograms of the simulated peptides based on the
regions defined in Figure 1. The α-helix includes both the αR-helix and the αL-helix.

Differences between the force fields were further analyzed for Hst5. Cluster analysis was

performed for each individual force field, as well as for a concatenated trajectory in which

all four force fields were included. The analysis was done using an RMSD cutoff of 0.5 nm.

This value was chosen by examining the total population of the eight first clusters, and

varying the cluster radius (in steps of 0.05 nm) until their total population was closest to

50%. Additionally, using the same cutoff for all force fields made it easier to compare them.

The representative structures of the top eight conformational clusters of Hst5 with the

four force fields, as well as the force field mix, are presented in Figure 5. Visual inspection of

the representative structures immediately reveals that the first cluster conformers are differ-

ent for the different force fields. Comparing the combined percentage sizes of the top eight

conformation clusters gives some indication of the relative flexibility of the conformations
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sampled by the four different force fields. A higher value means that there are fewer confor-

mations sampled in the remaining clusters, which suggests a lower degree of flexibility. By

this reasoning, of the four selected force fields, A99SB-disp provides least degree of flexibility

and A99SB-ILDN provides the lowest degree of flexibility, while the remaining two force

fields lie in between and provide similar degrees of flexibility.

To get a more quantitative comparison between the force fields, their trajectories were

concatenated, followed by a new cluster analysis where each structure could be traced back

to their individual force field. The relative cluster populations of the individual force fields

in the top eight clusters are illustrated in Figure 6. Although all force fields are represented

in each cluster, they are not evenly distributed. For example, the first cluster is dominated

by C36IDPSFF, whereas the second cluster mainly contains conformations from A99SB-disp

and C36m. The fifth cluster is the most evenly distributed cluster across the force fields, and

the sixth cluster is heavily dominated by A99SB-ILDN. From this analysis it is safe to say

that although the average properties of different force fields may be similar, the force field’s

individual conformational ensembles are rather different, which naturally leads to different

secondary structure content.

3.2 CD prediction using SESCA

Since the four force fields give rise different conformational ensembles, one may reasonably

ask which of the force field is more representative of the real conformational ensemble in

solution. To answer this question we may attempt to compare the simulations to experi-

mental data. This ideally requires a forward model to predict the experimental observables

from an ensemble of structures. We here used data from CD spectroscopy, as CD is highly

sensitive of secondary structure composition, and use SESCA27 as forward model. Exper-

imental data for A7, P-113 and Hst5 were obtained from Graf et al. (2007),32 Han et al.

(2016),33 and Jephthah et al. (2019),24 respectively. Unfortunately, and as also noted for

other IDPs in the papers by Fagerberg et al. (2020)34 and Gopal et al. (2020),35 it was
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A: A99SB-disp (64.7%)

14.7% 12.1% 8.3% 6.9% 6.8% 6.0% 6.0% 3.9%

B: A99SB-ILDN (53.1%)

10.7% 10.0% 7.9% 6.5% 5.9% 5.6% 3.3% 3.2%

C: C36IDPSFF (54.1%)

13.4% 8.8% 7.0% 5.6% 5.4% 5.0% 4.5% 4.4%

D: C36m (53.2%)

14.1% 9.1% 7.0% 5.4% 5.1% 5.0% 4.0% 3.5%

Mix (49.6%)

10.0% 8.9% 7.0% 5.1% 4.9% 4.8% 4.5% 4.4%

Figure 5: Representative structures of the top eight cluster conformations of Hst5 as simu-
lated with the four different force fields (A-D), as well as from a mixture of the four force
fields (Mix). The total percentage of the top eight clusters is given above the structures, and
the relative size of each individual cluster is given below each structure.

not possible to obtain a meaningful agreement between the CD spectra predicted by SESCA

and the experimental ones (Figure 7). This can be due to the fact that the main negative

signature peak of a PPII helix may appear in experiments between 190 nm and 210 nm36–38

because of non-secondary structure contributions, while the spectral contribution associated
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Figure 6: Weighted cluster population from the individual force fields in the top eight clusters
of Hst5.

to a PPII conformation in SESCA has a fixed position. Also, a qualitative analysis based on

the intensity of main negative peak does not provide a decisive suggestion of what force field

may be the most reliable. This is also complicated by some intensity scaling that may be

needed to take into account uncertainty in the estimate of the concentration of the sample

used for the experimental CD data. At this stage it is not clear if the source of the problem

may be the force fields’ inaccuracy, finite sampling, or the inaccuracy of the CD calculation

for this kind of systems.

3.3 The effect of proline residue content

A few variants of P13, V1-V4 (see Table 1), were investigated to see how the proline content

affected the PPII propensities. Figure 8 shows the PPII content as a function of the number

of proline residues in P13 and the peptide variants. Linear regression revealed that all

force fields yielded significant correlations (p < 0.05) between the PPII content and the

number of proline residues for P13 and the chosen variants, where an increased number of

proline residues provided a larger PPII content. The slope of these trends did however

differ depending on what force field that used, with C36m having the smallest increase and
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Figure 7: Comparison of the experimental CD spectra with the ones predicted with SESCA
from the conformational ensembles produced employing different force fields. The y-axes
show the ellipticity, θ (deg cm2/dmol).

A99SB-ILDN having the largest increase.

Although interesting, further investigation is needed to completely characterize this trend.

Some questions of interest are: Is the trend affected by the peptide length? Is the trend

affected by the relative position of the prolines in the amino acid sequence?

4 Conclusions

In this study we have evaluated the differences between four different force fields in simu-

lations of five short peptides with varying PPII propensities. All force fields gave similar
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Figure 8: PPII content based on the regions defined in Figure 1 as a function of the total
number of proline residues for the four different force fields. Values from P13 and its variants
were used for this figure.

ensemble averages of the radius of gyration, although the averages by the C36IDPSFF force

field were generally slightly smaller compared to the other force fields. All force fields gave

rise to similar conformational spaces (as probed by the first two principal components) for

each individual peptide, although with slightly different probabilities. Similarly, all force

fields sampled PPII structure, but to different degrees. Additionally, some force fields were

more prone to sampling other secondary structure elements. For example, A99SB-ILDN

and C36m sampled more β-sheet structures, C36IDPSFF sampled more “random coil”, and

A99SB-disp often had the highest PPII content. There also seemed to be a vague correlation

between higher “random coil” content and more compact conformations. Direct comparison

by conformation clustering revealed that the force fields have a bias toward different confor-

mational clusters. CD prediction using SESCA was performed to examine which force field

provided a more accurate conformational ensemble. Unfortunately, the method was not able

to match the predicted spectra to any experimental spectra. Finally, the effect of proline

residue content on the PPII content of short peptides containing only alanine and proline was

investigated, and observed a correlation between the number of prolines in the amino acid
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sequence and the PPII content. We conclude by highlighting that we need better methods

to calculate experimental observables that are sensitive to secondary structure preferences

for flexible peptides.
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Abstract

1 Introduction

Histatin 5 (Hst5) is an intrinsically disordered protein (IDP) that is important and interesting

for several different reasons. Firstly, as a natural constituent of saliva, Hst5 aids in preserving

the oral health by inhibiting of growth and germination of C. albicans ,1–4 and because Hst5

is a naturally occurring antimicrobial peptide, there is a great interest in utilizing it as

a therapeutic agent for treating and preventing candidiasis and other fungal infections.4

Secondly, because Hst5 is a good example of a polyampholytic IDP that is relatively easy

to work with in the lab, it is also a very convenient alternative to use as a model IDP when

investigating different simulation models.

Almost 30% of the 24 amino acid residues of Hst5 are charged at physiological pH,

and with seven positively charged residues and two negatively charged residues, the entire

peptide has a net charge of +5e. However, another 30% of the amino acids are histidines
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(HIS, pKa∼6) which are known to be able to charge regulate when the pH of the system

is close to the pKa of the HIS residues, or if interacting with other charged species in the

system. Thus, it is common for HIS residues to be partially charged, even at physiological

pH. A plot showing how the capacitance of Hst5 changes with pH is presented in Figure 1.

A high charge capacitance also means a good charge-regulating ability. Thus, in a salt-free

system, the ability of Hst5 to charge regulate is best around pH 5, whereas in a system with

150mM salt it is shifted up to pH 6.
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Figure 1: Capacitance of Hst5 as a function of pH in (i) a salt-free system (dark green) and
(ii) in a system with 150mM 1:1 salt (light green). The data that was used to create this
plot originates from the paper by Kurut et al. (2014).5

Previous studies have shown that Hst5 adsorbs to negatively charged surfaces, such as hy-

droxyapatite6,7 and poly(methyl methacrylate).8 A computational study of Hst5 adsorption

from 20145 investigated the role of HIS for charge regulation and found that Hst5 adsorption

to a negatively charged surface was highest at pH 6 and that charge regulation promotes

adsorption. The study concluded that the charge regulation of HIS residues might be a key

feature that is responsible for the antimicrobial properties of Hst5. Adsorption of Hst5 to

hydrophilic silica surfaces has also been studied both experimentally and computationally to
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investigate the effect of pH.9 The study found that Hst5 adsorption increased with the pH,

but since the surface charge density of hydrophilic silica also is pH dependent10 the increased

adsorption could also be caused by the decreased surface charge density.

Normally when performing simulations of Hst5 at pH 7, the HIS residues are assumed

to be neutral, and in a bulk simulation of a single peptide, this is usually a reasonable

assumption. However, Hst5 is a biologically active peptide that interacts with negatively

charged biomembranes, and for simulations of such systems, it might be unreasonable to

assume that the HIS residues are neutral. By instead assuming that all of the HIS residues

are protonated, Hst5 would obtain a net charge of +12e, which in theory should alter the

conformational properties of Hst5 significantly. Thus, it is important to be aware of the

conformational differences that arise due to the charge regulation, because that will aid in

explaining the biological functions of Hst5.

In the study presented here, molecular dynamics (MD) simulations of two Hst5 variants

have been performed: (i) Hst5 with all HIS residues being neutral (Hst5_HIE), and (ii) Hst5

with all HIS residues being protonated (Hst5_HIP), that is, with a charge of +1e. These two

extreme cases were chosen to determine and evaluate the largest conformational differences

possible that can arise upon protonation of the HIS residues in Hst5. By illustrating these

differences, we also emphasize the importance of considering the protonation state of the

HIS residues, which does not only depend on the pH but also on other charged species in

the simulated system.

2 Methods

2.1 The Hst5 variants

Two variants of Hst5 were included in this study: (i) Hst5 with all HIS residues neutral

(Hst5_HIE), and (ii) Hst5 with all HIS residues protonated (Hst5_HIP). A schematic illus-

tration of the charge distribution of the two variants is shown in Figure 2. Hst5_HIE has a
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net charge of +5e and Hst5_HIP has a net charge of +12e.

S H H YH GSD A H G YH F HK R K R K RHE KNT CT

S H H YH GSD A H G YH F HK R K R K RHE KNT CT

Figure 2: Charge distribution of the two different Hst5 variants simulated in this study with
Hst5_HIE at the top (red background) and Hst5_HIP (blue background) at the bottom.
Blue residues have a charge of +1e, red residues have a charge of −1e, and gray residues are
neutral. The protein termini are explicitly included with their own charges.

2.2 MD simulations

MD simulations of the three Hst5 variants were performed using the GROMACS package

(version 4.6.7),11–13 with the AMBER ff99SB-ILDN force field14 in combination with the

TIP4P-D water model.15 The initial, linear protein structure was built using PyMOL,16

and the charges of the HIS residues were set when building up the simulation systems in

GROMACS. Chloride ions were added to neutralize the systems. A rhombic dodecahedron

was used as a simulation box, with periodic boundary conditions in all directions, and a

minimum distance of 1 nm was set between the solute and the box edges.

A Verlet leap-frog algorithm,17 with a time step of 2 fs, was used to integrate the equations

of motion, and a Verlet list cut-off scheme was used for the non-bonded interactions. The

short-range interactions were calculated using a pair list with a cut-off of 1 nm, and the long-

ranged electrostatics were managed by using Particle Mesh Ewald18 with cubic interpolation

and a grid spacing of 0.16 nm. Long-range dispersion interactions were applied to the energy

and pressure of the simulated systems. The bond lengths were constrained using the LINCS

algorithm.19 The temperature was kept at 300K by a velocity-rescaling thermostat20 with a

relaxation time of 0.1 ps, and a Parrinello-Rahman pressure coupling21 was used to keep the

pressure at 1 bar. The isothermal compressibility was set to that of water, i.e. 4.5 × 10−5
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bar-1, and the relaxation time was set to 2 ps.

Energy minimization was performed by using the steepest descent algorithm. After the

energy minimization, five replicates with different starting seeds were created for each system.

The temperature and pressure were equilibrated with position restraints on the proteins;

initially by a 500 ps simulation per replicate in the NVT ensemble, followed by a 1000 ps

simulation per replicate in the NPT ensemble. The final production run of each replicate

was 1 μs, giving a total simulation time of 5 μs per system.

2.3 MC Simulations

The atomistic trajectories of Hst5_HIE and Hst5_HIP were reduced into two libraries by

saving every 100th structure (frame). The resulting libraries, composed of 500 structures

each, were coarse-grained at the amino-acid level. Each amino acid, including the C and the

N terminals, was represented as a spherical bead centered around its center of mass. These

libraries were then used in Metropolis Monte Carlo simulations to investigate the behavior

of Hst5_HIE and Hst5_HIP at the interface of a negatively charged surface. The simulation

box had a z-dimension of 300Å and a base x–y of 182Å×158Å, see Figure 3. The surface

had a net charge of −36e and was placed parallel to the x–y plane at z = 0Å. The surface

was modeled as in the recent work by Hyltegren et al. (2020),22 that is, as a smooth charge

distribution with a charge density of −2.0 μC/cm2. Periodic boundary conditions were only

applied in the x–y direction. All MC simulations were performed with Faunus23,24 (git

revision: 715a484), which allows for different MC moves: the protein could rotate, translate,

and its conformation was swapped along with the simulation with a conformation picked up

from the library. Each structure was selected with the same initial probability (1 over 500)

for being used with the move, then the final occurrence of a given structure was only driven

by the interactions in solution. Salt was accounted for explicitly using a grand-canonical

scheme for particle insertion. A specific salt concentration, c, was reproduced by fixing

the salt activity according to the relation a = γc where a is the salt activity and γ is the

197



salt activity coefficient, which was extrapolated by fitting the data from Robinson & Stokes

(1949).25 The whole box was made electroneutral by inserting the appropriate number of

counter-ions to neutralize the net charge.

The interactions between the protein, the salt particles, and the surface were purely

electrostatic and were sampled according to the following potential energy:

U =
∑
i

∑
j

e2zizj
4πε0εrrij

, (1)

where e is the electron charge, zi and zj are the charges of the ith and jth interaction site, ε0

is the vacuum permittivity, εr = 78.7 is the relative dielectric constant of the water at room

temperature (25º C), and rij the distance between the ith and jth charges.

Each simulation comprised 50000000 MC steps and the id conformation was registered

as a function of the z-distance from the surface every 1000th step. From this id, the con-

formations were constructed back the corresponding atomistic trajectories, on which further

analysis was performed. Therefore, although data was obtained from MC simulations, the

analysis was always based on the all-atom model.

2.4 Analyses

The average radius of gyration (Rg) was obtained from the simulations by using the GRO-

MACS tool g_polystat. MD simulation convergence was assessed by computing auto-

correlation functions and block error estimates of Rg using the GROMACS tool g_analyze

(see Figure S1 in the Supporting Information). To ensure that the simulated peptides did

not interact with their periodic images in the MD simulations, the minimum distance be-

tween the periodic images in the simulations was monitored by using the GROMACS tool

g_mindist. Estimations of the full width half maximum, FWHM, of the distance distribution

of the radius of gyration, p(Rg), were obtained by fitting the p(Rg) curves with a Gaussian

function before calculating the FWHM by the method previously reported by Cragnell et
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Figure 3: Simulation box for MC simulations: a parallelepiped with a x–y basis of
182Å×158Å and z-dimension was 300Å. The box contains a Hst5 peptide, the neutral
silica surface (left side), salt particles, and counter-ions. Blue and red colors indicate posi-
tive and negative charges, respectively.

al. (2018).26 Conformation clustering analysis was performed by using the GROMACS tool

g_cluster with the GROMOS method.27 Secondary structure estimates were obtained by

computing the backbone dihedral angles with the GROMACS tool g_rama. For this analy-

sis, only the α-helix (both the right-handed and the left-handed), the β-sheet, and the PPII

helix were considered. A residue was considered to belong to the right-handed α-helix (αR)

region of the Ramachandran map when −90° ≤ φ ≤ −30° and −90° ≤ ψ ≤ 0°, as illustrated

in Figure 4. Similarly, 30° ≤ φ ≤ 90° and 0° ≤ ψ ≤ 90° was used for the left-handed α-helix

(αL), −180° ≤ φ < −104° and 180° ≤ ψ ≤ 104° for the β-sheet, and −104° ≤ φ ≤ −46° and

116° ≤ ψ ≤ 174° for the PPII helix. Residues not belonging to any of the aforementioned

regions were classified as “random coils”. This classification is not based on secondary struc-

ture elements, but simply examines which regions of the Ramachandran map the different
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residues populate.

Figure 4: Example of a Ramachandran plot illustrating the four different secondary structure
regions analyzed in this study. The plot is normalized for a maximum intensity of 1.

3 Results and discussion

The results of this study are divided into two sections. In the first part, the two Hst5

variants have been simulated as single chains using atomistic MD simulations, with the

aim of examining any conformational differences between the two variants. The second

part of this section concerns the coarse-grained MC simulations of the Hst5 variants in

the vicinity of negatively charged surfaces. For these simulations, the trajectories of the

previous MD simulations were used to create structure libraries so that the coarse-grained

MC conformations could be reconstructed to atomistic conformations. By doing this, it

was possible to obtain and analyze the backbone dihedral angles of the peptides from the

coarse-grained MC simulations. However, the main goal of this part was to investigate and

highlight the effect of HIS protonation on the surface adsorption of Hst5.
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3.1 Single chain properties from MD simulations

The MD simulations revealed that there are obvious differences between the Hst5 variants.

The average radius of gyration was found to be 13.5±0.2Å for Hst5_HIE, whereas it was

found to extend to 17.7±0.2Å for Hst5_HIP. Figure 5a shows the distance distributions of

the radius of gyration, which have similar appearance and are partially overlapping, although

being centered around different values. No obvious difference between the appearance of the

peaks could be identified by visual inspection only, but by performing a Gaussian fit (see

Figure S2 in the Supporting Information), the FWHM of the curves were estimated to be

5.4Å for Hst5_HIE and 5.1Å for Hst5_HIP. This analysis of the distance distributions and

the FWHM discloses that HIS protonation definitely has a large effect on the conformational

ensemble as it causes it to become more extended, with a significantly larger radius of

gyration. The difference in FWHM could indicate that the flexibility decreases as well, but

because the observed difference was quite small, and because the Gaussian fit is not perfect

for these distributions, the FWHM difference should be taken with a grain of salt.

Aligned representative cartoon structures of the two Hst5 variants are depicted in Fig-

ure 5b. The RMSD of the aligned atoms was 8.88 nm. These structures represent the largest

conformation cluster of each individual trajectory, which comprised 14.1% of the structures

of Hst5_HIE, and 40.1% of the structures of Hst5_HIP while using the same cutoff of

0.50 nm for both peptides. Different cutoffs were tested in intervals of 0.5Å, and 5.0Å was

chosen based on that the top eight conformation clusters of Hst5_HIE together comprise

values as close to 50% as possible. Thus, with the chosen cutoff, the top eight conformation

clusters of Hst5_HIE comprised 56.6% of the simulated structures, whereas the top eight

conformation clusters of Hst5_HIP comprised 85.2% of the simulated structures. These

results strongly indicate that the flexibility of Hst5 decreases upon protonation of the HIS

residues.

To further investigate the difference between the two states of Hst5, the secondary struc-

ture was analyzed through the simulated backbone dihedral angles. Figure 6 shows the
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Figure 5: (a) Distance distribution of the radius of gyration, and (b) cartoon representations
of the largest cluster conformer of the two Hst5 variants. Hst5_HIE is shown in red and
Hst5_HIP in blue.

average secondary structure content of the two Hst5 variants, as obtained from each sam-

pled backbone dihedral angle from the simulations. While both Hst5 variants displayed

significant amounts of PPII structure, the PPII content was found to be more than 10 per-

centage points larger in Hst5_HIP. Additionally, a large difference was observed for the

α-helical content, which was found to be almost three times larger when the HIS residues

were neutral compared to when they were protonated. Hst5_HIE also had slightly higher

random coil content and lower β-sheet content than Hst5_HIP. Thus, by protonating the

HIS residues, it seems like the protein can adopt more PPII-helical structures at the expense

of α-helical and random coil structures. An increase of PPII structure and a decrease of ran-

dom coil structure might indicate more extended conformations with less flexibility, which

was also implied by the previous results.
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(a) (b)

Figure 6: The secondary structure content of (a) Hst5_HIE and (b) Hst5_HIP from MD
simulations.

3.2 The effect of HIS protonation on surface adsorption

MC simulations of Hst5_HIE and Hst5_HIP in the vicinity of a negatively charged surface

were performed in systems with two different salt concentrations: 10mM and 100mM. Fig-

ure 7 shows the distance distribution of the radius of gyration of the two peptides from the

MC simulations at 10mM salt compared to the previous distributions from the MD simula-

tions. As clearly visible in the figure, the sampled sizes of the MC simulations correspond

well to those sampled by the MD simulations. The average radius of gyration of the adsorbed

Hst5_HIE in 10mM salt was 12.9Å, and the corresponding value for Hst5_HIP was 17.4Å,

which is slightly smaller than what was obtained from the MD simulations. The FWHM

of the curves were estimated to 5.2Å and 6.3Å for Hst5_HIE and Hst5_HIP respectively.

Thus, the latter variant seems to be more flexible, which is contrary to what was found in

the MD simulations.

The secondary structure content of Hst5_HIE and Hst5_HIP in the vicinity of a nega-

tively charged surface is depicted in Figure 8. These two figures display basically the same

values and differences that were observed when comparing the two peptides from the MD

simulations (Figure 6).

Three regions were defined for determining adsorption: (A) bulk region (A > 30Å from
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Figure 7: Distance distribution of the radius of gyration of Hst5_HIE (red) and Hst5_HIP
(blue) from the MC simulations with 10mM salt. The curves are compared to their corre-
sponding MD curves from Figure 5, which are depicted in lighter shades.
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Figure 8: The secondary structure content of (a) Hst5_HIE and (b) Hst5_HIP from MC
simulations with 10mM salt.
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the surface), (B) intermediate region (6Å < B ≤ 30Å from the surface), and (C) adsorbed

region (C ≤ 6Å from the surface). A peptide was considered to belong to a region if its

center of mass was found within the limits of that region. This analysis was done for each

registered frame in the simulations, see Figure 9.

(a) (b)

(c) (d)

Figure 9: The distance, z, from the surface of the center of mass of individual frames from
the MC simulations (blue dots). The upper row depicts (a) Hst5_HIE and (b) Hst5_HIP
at 10mM salt, and the lower row depicts (c) Hst5_HIE and (d) Hst5_HIP at 100mM. The
limits defining the three different regions are included as red lines in each figure.

By comparing the peptide properties at different salt concentrations, no significant con-

formational differences were observed for Hst5_HIE. For Hst5_HIP, the average radius of gy-

ration decreased by 1.1Å when the salt concentration was increased 10mM from to 100mM.

Additionally, the secondary structure content did not change significantly based on the salt

concentration. The effect of salt concentration is summarized in Table S1 in the Supporting
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Information.

The number of frames belonging to the different regions was found to be affected by

the salt content, see Table 1. For both Hst5 variants, more frames were found in region

B and C at the lower salt concentration, and the content of region A was higher when

the salt content was high. This is no surprise since an increased ionic strength leads to

screening of the electrostatic interactions between the positive peptides and the negative

surface. Interestingly enough, both Hst5 variants most often found in region B when the salt

concentration was low, although the content of this region was still fairly high at the higher

salt concentration.

Table 1: Percentage content of frames of each region for the two Hst5 variants in systems
with salt concentrations of both 10mM and 100mM.

Region 10mM 100mM
Hst5_HIE Hst5_HIP Hst5_HIE Hst5_HIP

A 7.10 0.06 84.03 63.10
B 91.94 92.34 15.89 36.57
C 0.96 7.60 0.08 0.33

The conformational properties were also compared over the three regions at 10mM salt.

Considering the average radius of gyration and the secondary structure content per region,

no differences were found for Hst5_HIE. However, a small increase of the radius of gyration

was observed for Hst5_HIP when going from bulk toward the surface: (A) 17.1Å, (B) 17.3Å,

and (C) 17.9Å. Because there are only three average-based data points, this apparent trend

is not statistically significant. Additionally, the average for region A is only based on 29

frames (= 0.06% of the total number of frames), which makes it even less reliable. At

this salt concentration there was also a small difference in the secondary structure content.

Again, these small differences cannot be considered statistically reliable since there were only

29 frames sampled in region A. Thus, this study is somewhat limited by the sampling of the

simulations, as more frames are needed to provide more statistics from the less populated
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regions of the simulation box.

This study has shown the differences between the two extreme states of Hst5, as well

as how the protonation state can affect the surface adsorption. Nevertheless, it would be

interesting to further investigate the surface adsorption of Hst5 by introducing titrating

moves, that is, by allowing Hst5 to change its protonation state during the simulation.

Because the simulated surface is based on silica and because silica also can change its charge

depending on the environment, the next step would then be to study the effect of titrating

charges on both the amino acids as well as the surface.

next step would be to study the effect of titrating charges on both the amino acids as

well as the surface

4 Conclusions

This study was done to elucidate the conformational differences that arise upon protona-

tion of the HIS residues of Hst5. Comparison between the two Hst5 variants Hst5_HIE

and Hst5_HIP) from atomistic MD simulations revealed that protonation causes Hst5 to

assume more extended conformations. Additionally, it was discovered that the population

of the PPII region and the β-sheet region of the Ramachandran map grew larger at the

expense of the population of the α-helix region and the remaining uncategorized regions of

the Ramachandran map.

Simulations of the two Hst5 variants with coarse-grained MC simulations at the interface

of a negatively charged surfaced provided slightly smaller structures as compared to the MD

simulations, although the distributions and the secondary structure estimates were basically

the same as in the MD simulations. By examining the distances between the surface and the

center of mass of the peptides, Hst5_HIP was found closer to the surface to a higher degree

than Hst5_HIE, although both variants seemed to prefer to remain within the intermediate

region when the salt concentration was low. At high salt concentration, the surface ad-
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sorption was diminished, which is attributed to electrostatic screening. Furthermore, there

seemed to be a trend of increasing radius of gyration when going across the regions from

bulk toward the surface. Further investigation is required to determine if the trend is of

statistical significance.
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Figure S1: (a) ACF and (b) BSE of Hst5_HIE (red) and Hst5_HIP (blue).
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Figure S2: Gaussian fits of the distance distributions of Hst5_HIE (red) and Hst5_HIP
(blue) from (a) the MD simulations and (b) the MC simulations simulations.

Table S1: The radius of gyration, as well as secondary structure content of Hst5_HIE and
Hst5_HIP at salt concentrations of 10mM nd 100mM.

Peptide C (mM) Rg (Å) α-helix (%) β-sheet (%) PPII (%) RC (%)

Hst5_HIE 10 12.9 17.08 27.01 33.49 22.42
100 13.0 16.97 27.18 33.58 22.27

Hst5_HIP 10 17.4 5.88 35.20 43.23 15.69
100 16.3 7.30 34.15 42.22 16.33
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