Comparison of Methods to Obtain Force-Field Parameters for Metal Sites

Hu, LiHong; Ryde, Ulf

Published in:
Journal of Chemical Theory and Computation

DOI:
10.1021/ct100725a

2011

Link to publication

Citation for published version (APA):

General rights
Copyright and moral rights for the publications made accessible in the public portal are retained by the authors and/or other copyright owners and it is a condition of accessing publications that users recognise and abide by the legal requirements associated with these rights.

• Users may download and print one copy of any publication from the public portal for the purpose of private study or research.
• You may not further distribute the material or use it for any profit-making activity or commercial gain
• You may freely distribute the URL identifying the publication in the public portal

Take down policy
If you believe that this document breaches copyright please contact us providing details, and we will remove access to the work immediately and investigate your claim.
Comparison of methods to obtain force-field parameters for metal sites

LiHong Hu \textsuperscript{1,2} & Ulf Ryde \textsuperscript{1,*}

\textsuperscript{1} Department of Theoretical Chemistry, Lund University, Chemical Centre, P. O. Box 124, SE-221 00 Lund, Sweden

\textsuperscript{2} Faculty of Chemistry, North-east Normal University, Changchun, 130024, P. R. China

Correspondence to Ulf Ryde, E-mail: Ulf.Ryde@teokem.lu.se, Tel: +46 – 46 2224502, Fax: +46 – 46 2224543

2011-06-17
Abstract

We have critically examined and compared various ways to obtain standard harmonic molecular-mechanics (MM) force-field parameters for metal sites in proteins, using the twelve most common Zn$^{2+}$ sites as test cases. We show that the parametrisation of metal sites is hard to treat with automatic methods. The choice of method is a compromise between speed and accuracy, and therefore depends on the intended use of the parameters. If the metal site is not of central interest in the investigation, e.g. a structural metal, far from the active site, a simple and fast parametrisation is normally enough, using either a non-bonded model with restraints or a bonded parametrisation based on the method of Seminario. On the other hand, if the metal site is of central interest in the investigation, a more accurate method is needed to give quantitative results, e.g. the method by Norrby and Liljefors. The former methods are semi-automatic and can be performed in seconds, once quantum mechanical (QM) geometry optimisation and frequency calculations have been performed, whereas the latter method typically takes several days and requires significant human intervention. All approaches require a careful selection of the atom types used. For a non-bonded model, standard atom types can be used, whereas for a bonded-model, it is normally wise to use special atom types for each metal ligand. For accurate results, new atom types for all atoms in the metal site can be used. Atomic charges should also be considered. Typically, QM restrained electrostatic potential charges are accurate and easy to obtain once the QM calculation is performed, and they allow for charge transfer within the complex. For negatively charged complexes, it should be checked that hydrogen atoms of the ligands get proper charges. Finally, water ligands pose severe problems for bonded models in force fields that ignore non-bonded interactions for atoms separated by two bonds. Complexes with a single water ligand can normally be accurately treated with a bonded potential, once it is ensured that the water H atoms have non-zero Lennard-Jones parameters. However, for metal sites with several water molecules, a non-bonded model with restraints (taken from the QM calculations) is more stable.
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Introduction

Molecular mechanics (MM) simulations have become an important complement to experiments for obtaining structural and mechanistic information of biological systems at an atomic level. For example, in the great majority of X-ray and NMR structure determinations, the experimental data is supplemented by MM calculations to give chemically reasonable bond lengths and angles. Moreover, MM calculations and molecular dynamics (MD) simulations have become an important ingredient in biochemical and medicinal-chemistry studies.

The advantage with MM methods is their speed: With today’s computer resources and software, you can study even big protein complexes with a full atomic detail and simulate medium-sized proteins for hundreds of nanoseconds. On the other hand, the MM methods need to be parametrised, i.e. you need to have MM parameters for all atoms in the system of interest. For biochemical macromolecules, this does not pose any problem, because standard MM parameters are available for all normal amino acids and nucleic acids. Moreover, more general force fields are available for other molecules, such as carbohydrates and small drug-like molecules.

However, metal sites constitute a major problem for force fields. The reason for this is that the strength of metal–ligand bonds is intermediate between that of covalent bonds and non-bonded interactions, such as hydrogen bonds. Moreover, metals can have many different types of ligands and the number of bonds around a metal is often more than the number of covalent bonds around an atom. Therefore, the metal-coordination sphere is often flexible with several different geometries possible. Finally, for transition metals, quantum mechanical ligand-field, spin-state, trans, and Jahn–Teller effects also become important, which are hard to model in a standard MM force field. Therefore, MM parametrisations for metals have traditionally been restricted to specific metal sites (with a given set of ligands), for which accurate results can be obtained or metal-specific force fields requiring specialised software.

There are several approaches to incorporate metal ions into MM force fields. The simplest one is to describe the interaction between the ion and its ligand entirely by non-bonded interactions, i.e. by electrostatics and Lennard-Jones terms (the non-bonded or ionic method). Such a model has been suggested for Zn, based on formal charges on the ion (+2). This model has also been modified to include polarisation and charge transfer, or dummy atoms between the metal and the ligands. Sometimes, the non-bonded potential has been supplemented by metal–ligand restraints to ensure that the ligands stay bound. The restraints can be of many types, e.g. harmonic or flat-bottomed, single- or double-sided.

Alternatively, explicit bonds are defined between the metal and its ligand, a bonded (valence) model. Then, the metal–ligand bonds are treated the same way as covalent bonds, i.e. with bond, angle, and dihedral terms (although the latter are often ignored for metal sites). This bonded model is typically combined by a non-bonded potential (electrostatics and Lennard-Jones terms), using either formal charges on the metal or charges derived from quantum mechanical (QM) calculations. The points-on-a-sphere approach is a mixed model in which a metal–ligand stretching function is used, but the ligand–metal–ligand bond angles are replaced by 1,3-non-bonded interactions for the coordinating atoms. Other more specialised methods to treat metal ions also exist, e.g. ligand-field MM, or SIBFA.

Likewise, there exist several methods to perform a force-field parameterisation, which depend on the force field used. For example, for a non-bonded force field with formal charges, only two parameters (the Lennard-Jones parameters for the metal) are available, and they can easily be optimised to reproduce QM data, e.g. to give proper metal–ligand distances. However, for a bonded force field, you have many more parameters that need to be optimised. In principle, these parameters can also be obtained from QM calculations, e.g. by taking the optimum metal–ligand bond lengths and angles from the values observed in QM-optimised
The corresponding force constants can be obtained from QM scans of the potential surface for the bond or angle, but this is tedious for more than a few parameters. Instead, it is more common to obtain the force constants from a projection of the Hessian matrix (obtained from a QM frequency calculation) into internal coordinates. Unfortunately, such a procedure is ambiguous because the total number of internal coordinates (bond, angles, and dihedrals) around a metal is more than the degrees of freedom for example, around a four-coordinate metal, four bonds and six angles can be defined, but there are only $5 \times 3 - 6 = 9$ degrees of freedom. This means that the internal coordinates are not independent and different choices of internal coordinates will give different force constants. Moreover, it is not certain that the optimum bond lengths and angles obtained from a QM optimisation represent unstrained equilibrium parameters (as is assumed for a MM force field). Instead, they represent an optimum compromise for all interactions (bonded as well as non-bonded) between all atoms in the complex.

In 1996 Seminario suggested an approach to obtain force constants directly from the Hessian matrix, thereby avoiding any use of internal coordinates. This procedure has been employed in automatic parametrisation programs by at least three groups, e.g. Hess2FF and the metal-centre parameter builder. It makes the extraction of force constants from the Hessian unambiguous (in fact, the force constants can be obtained in two ways, but they typically give similar results that can be averaged). Test calculations have shown that the Seminario approach gives better force constants than the method involving internal coordinates. Unfortunately, the interdependence of the various internal coordinates still exists. Moreover, this approach involves a double-counting of electrostatic and Lennard-Jones interactions: The QM Hessian matrix contains all interactions, including electrostatic and van der Waals interactions. However, the Hessian is used only to extract the bonded interactions, whereas electrostatics and van der Waals interactions are calculated by separate terms by the MM program. For bonds and angles, this is no problem, because most force fields ignore non-bonded interactions between atoms one or two bonds apart. However, for dihedrals, it is a serious problem, because most force fields complement dihedral terms with non-bonded energies, typically scaled down by a constant factor (for example, in the AMBER force field, used in this paper, 1,4-electrostatics are scaled down by a factor of 1.2 and 1,4-Lennard-Jones interactions by a factor of 2.0). This means that the dihedral parameters will already contain some non-bonded interactions, which then are double-counted in the MM calculations. Thus, the Seminario approach is only approximate.

Norrby and Liljefors have suggested an approach that solves these problems. It involves a complete optimisation of all parameters of the force field in an iterative manner. For every set of parameters, the MM structure is optimised, so there is no risk of double-counting any interactions and it is not assumed that the geometric parameters in the QM structure represent equilibrium values in the MM force field. However, QM data are still used as the reference, e.g. bond lengths, angles, dihedrals from the QM structure, as well as the Hessian elements, and the fitting procedure ensures that the optimised MM structure is as close as possible to the QM structure. This approach was originally developed for the MM3 force field, but it has recently been implemented also for the AMBER force field and software.

In this paper, we compare five different approaches to obtain MM parameters for metal sites in proteins using standard non-polarisable harmonic force fields, viz. two variants of a non-bonded potential, a restrained non-bonded potential, the Seminario approach, as implemented in the Hess2FF software, the zinc AMBER force field (ZAFF; also based on the Seminario approach), and the ideal procedure of Norrby and Liljefors (NL). As test cases, we use twelve simple models for the most common Zn$^{2+}$ sites in proteins. Sites of this type were also used in the previous studies. As a reference, we use the corresponding structures optimised by QM methods, and we compare with the structures and Hessian elements of the structures optimised with the various force fields. This comparison also allows
us to discuss various problems that are typically encountered during the parametrisation of metal sites. The take-home message is that the method of choice depends on the intended use of the force field and that the parametrisation of metal sites is seldom an automatic procedure.

Methods

Structures

As test cases, we used ten models of the most common Zn$^{2+}$ sites in proteins, taken from the previous investigation by Merz and coworkers,\textsuperscript{50} viz. ZnCys$_4$, ZnCys$_3$His, ZnCys$_2$His$_2$, ZnCys$_2$His, ZnCys$_2$H$_2$O, ZnHis$_2$(H$_2$O)$_2$, ZnHis$_2$(H$_2$O)$_3$, ZnHis$_2$Asp, and ZnHis$_2$Asp. For two of the models (ZnCys$_3$His and ZnHis$_3$H$_2$O), alternative coordinating atoms of the His groups were also tested.\textsuperscript{50} In these models, Cys was modelled by CH$_3$S$^-$, His by methylimidazole, and Asp by CH$_3$COO$^-$. The starting structure for the optimisations were taken from typical crystal structures, selected as in the previous investigation.\textsuperscript{50} The structures were protonated by the tleap routine in AMBER-10\textsuperscript{55} and then truncated with hydrogen atoms (these H atoms will be called HT below).

QM calculations

The structures were optimised with the hybrid density-functional theory method B3LYP,\textsuperscript{56,57,58} using the 6-31G* basis set\textsuperscript{56,60,61} (again following the previous study\textsuperscript{50}). After the geometry optimisation, analytic frequencies were calculated at the same level of theory. This structure and the Hessian matrix obtained from the frequency calculation were used as a reference both in the NL and Hess2FF parametrisations and as the target for all the MM minimisations. Charges on all atoms were calculated with the RESP approach, as implemented in AMBER-10,\textsuperscript{55} using electrostatic potentials calculated at the B3LYP/6-31G* level and sampled with the Merz–Kollman scheme,\textsuperscript{62} albeit with a higher-than-default density of points (10 concentric layers with 17 points/Å$^2$). All QM calculations were performed with Gaussian-09.\textsuperscript{63} Coordinates of the optimised QM structures are given in the supplementary material.

Force fields, parametrisations, and MM calculations

All the MM calculations were run with the sander (minimisation) and nmode (Hessian calculation) modules of the AMBER-10 software.\textsuperscript{55} Two sets of non-bonded force fields were studied (NB1 and NB2). They differed in the charges and Lennard-Jones parameters: One set used a formal charge of +2 on Zn and standard AMBER charges on all the ligand atoms (corrected to a proper net charge for each ligand on the HT atom; NB2). All the other force fields (including the bonded potentials) used the QM RESP charges for all atoms (note that ZAFF normally uses charges calculated for larger models that include full capped amino acids,\textsuperscript{50} but for the truncated models we used the RESP charges also for ZAFF). Likewise, one set of non-bonded force field (NB1) used the Stote–Karplus Lennard-Jones parameters for Zn,\textsuperscript{30} $R = 1.95$ Å and $\varepsilon = 1.046$ kJ/mol, whereas all the other force fields employed the Merz parameters: $R = 1.1$ Å and $\varepsilon = 0.0523$ kJ/mol.\textsuperscript{24,50} On all the other atoms, standard AMBER Lennard-Jones parameters were used, except sometimes for water, as will be discussed below.

Atom types and bonded parameters for ZAFF were extracted from the supplementary material of the original publication.\textsuperscript{50} The restrained non-bonded potential used RESP charges, the Merz Lennard-Jones parameters, and a double-sided harmonic potential with the minimum distance taken from the QM structure and the force constant taken from the Hess2FF\textsuperscript{48} calculation (distinct distances and force constants were used for all four ligands).
For the Hess2FF and NL force fields, two sets of atom types were tested. The first (AT\textsubscript{min}) used standard AMBER atom types for all ligands (and the same atom type for the HT atom as the other hydrogen atoms bound to the same carbon atom). A distinct atom type was used for each Zn-ligating atom. This means that only bonded interactions involving Zn were parametrised – all the other bonded parameters were taken from the AMBER-99SB force field.\textsuperscript{64,65} The second set (AT\textsubscript{max}) used individual atom types for all atoms in the complex. Thus, all bonded parameters of the complex were optimised.

The Hess2FF force field was obtained with the Hess2FF program.\textsuperscript{48} This program reads the output file of the Gaussian frequency calculation and calculates all the bonded parameters using the Seminario approach.\textsuperscript{47} For the AT\textsubscript{max} set, the program is completely automatic and generates AMBER topology and parameter files. For the AT\textsubscript{min} set, a file with the desired atom types is provided as input. The program then gives the proper averaging of all parameters. Further instructions for the program can be found in http://www.teokem.lu.se/~ulf/Methods/ parm.html.

The NL force field was constructed according to the method developed by Norrby and Liljefors,\textsuperscript{51} using the recent implementation for AMBER.\textsuperscript{55} This method minimises a penalty function consisting of the deviation of geometries and Hessian elements between the QM and MM calculations, giving different weights to different kinds of data. The geometries were described as lists of all bonds, angles, and dihedral angles, rather than by absolute coordinates. The weight factors of the various data types were 100 Å\textsuperscript{-1} for bonds, 2 degree\textsuperscript{-1} for angles, 1 degree\textsuperscript{-1} for torsions, and 0.01–0.1 mole Å\textsuperscript{2}/kcal for Hessian elements (0.01 for elements involving interactions of an atom with itself, 0.02 for atoms bound to each other, 0.04 for atoms connected by two bonds, 0.1 for atoms connected by three bonds, and 0.01 for all other elements).\textsuperscript{51,66}

The iterative NL optimisations were started from the corresponding Hess2FF force field. After convergence, the force field was checked. Typically, some bonds and angles get zero force constants in the first runs of the parametrisations. These were reset to reasonable values, and force constants of the other angles around the same central atom were reduced, and then the parametrisation was run again. This was repeated until all bonds and angles had non-zero force constants and all other parameters looked reasonable. Further instructions for the procedure are found in http://www.teokem.lu.se/~ulf/Methods/pnmparm.html. Both the NL and the Hess2FF programs are available from the authors upon request.

**MD simulations**

Two Zn-containing proteins were studied with molecular dynamics (MD) simulations, viz. the δ' subunit of the clamp-loader complex of DNA polymerase III (1A5T),\textsuperscript{67} which contains a single Cys\textsubscript{4} Zn finger, and the spore coat polysaccharide biosynthesis protein spsE (1VLI),\textsuperscript{68} which contains a ZnHis\textsubscript{2} (H\textsubscript{2}O)\textsubscript{2} site. The two structures were protonated with the tleap module in AMBER,\textsuperscript{55} assuming that all Asp and Glu residues are negatively charged and all Lys and Arg residues are positively charged. The protonation state of the His residues were decided from a detailed study of the hydrogen-bond network and the local surroundings of these sites. The two His residues in 1VLI that coordinates to Zn were protonated on the ND1 atom, whereas the other His residues were assumed to be protonated on the NE2 atom. For 1A5T, His-24, 73, 103, and 238 were assumed to be protonated on the NE2 atom and the other residues were assumed to be doubly protonated. A few side-chain atoms that were not resolved in the 1VLI crystal structure were built with the tleap software. Residues 65–73 were also missing in the structure and they were ignored in the calculations.

Both proteins were solvated in a periodic octahedral box with water molecules extending at least 9 Å from the protein on all sides, keeping the also the crystallographic water molecules. Six simulations were performed. First, the systems were subjected to a 1000-step minimisation, keeping all heavy atoms in the proteins restrained towards their positions in the
crystal structure with a force constant of 418 kJ/molÅ². Then, two 20 ps MD simulations were run with the same restraints. The first simulation was run with a constant volume, the second with a constant pressure. Finally, the box size was equilibrated by a 50-ps MD simulation with a constant pressure without any restraints. Finally, an equilibration of 200 ps and a production simulation of 5 ns were run with a constant volume. During the latter run, coordinates were collected every 2 ps.

The MD calculations were run with the sander module in the Amber software,55 using the Amber 1999SB force field (FF99).64,65 For 1A5T, we used the ZAFF charges for the Zn site, whereas for 1VLI, the ZAFF charges are erroneous in the deposited files (e.g. 7 ⋅ 10⁻²⁴⁷ e for one of the two H atoms in water).50 Therefore, we recalculated these charges, following the instructions in the ZAFF paper (the charges are listed in the supplementary material).50 The NB2 simulations employed a +2 charge for the Zn ion and Amber 1999SB charges65 for the other residues. Water was described explicitly with the TIP3P model.69 Long-range electrostatics were treated with particle-mesh Ewald method70,71 with a grid size of 80³, a fourth-order B-spline interpolation, a tolerance of 10⁻⁵, and a real-space cut-off of 8 Å. The temperature was kept constant at 300 K and the pressure was kept at 1 atm using the Berendsen weak-coupling algorithm72 with time constants of 1 ps. The non-bonded pair list was updated every 50 fs. Bond lengths involving hydrogen atoms were constrained using the SHAKE algorithm,73 allowing for a MD time step of 2 fs. However, for some force fields, several of the simulations crashed with SHAKE failure. This was solved by turning off SHAKE and reducing the time step to 0.5 fs.

Result and Discussion

In this article, we compare the performance of eight different Zn force fields on twelve model complexes of the most common Zn sites in proteins.50 We will first discuss the results of a model complex with a typical behaviour, followed by the average results of all complexes. Then we will describe three complexes that illustrate two types of problems that are encountered when parametrisating metal complexes. The performance of the force fields is judged by how closely they reproduce the structure and the Hessian of the QM-optimised structure used for the parametrisation. For the Hessian, we calculated the correlation coefficient (r²) between all QM and MM Hessian elements. For the structure, we studied the root-mean-squared deviations (RMSD) for all bonds, angles, and dihedral angles (in Å or degrees). Moreover, we will list the RMSD and maximum deviation for the coordinates (after a RMSD fit of the MM and QM structures).

Zn(His)₄ model

The [Zn(CH₃-imidazole)₄]²⁺ model gives results that are typical for most of the complexes. From Table 1, it can be seen that the non-bonded potential with RESP charges and Stote–Karplus Zn Lennard-Jones parameters (NB1) gave the worst results, with a RMSD for the coordinates of 2.45 Å, illustrating that the structure has completely changed. The reason for this is that all Zn–N distances have increased (from 2.01 Å to 3.35, 3.56, 4.94, and 8.05 Å; cf. Figure 1a), illustrating that the parameters are not optimised for this complex. Much better results were obtained with a formal +2 charge for Zn (and standard AMBER charges for the other atoms), especially when combined with the Merz Zn Lennard-Jones parameters (NB2; cf. Figure 1b; the Stote–Karplus parameters gave appreciably worse results). Of course, even better results could be obtained by tuning the Lennard-Jones parameters for Zn, but because there are only two parameters available, only restricted improvements can be expected, especially for complexes with more than one type of ligands. This illustrates that non-bonded models are very sensitive to the non-bonded parameters and that a single set of parameters will not be optimal for all type of complexes.17
The restrained non-bonded potential gave much better result than NB1, but slightly worse than NB2 (because it is based on the RESP charges), although the RMSD for the bonds is better. This shows that the restraints ensure that the ligands do not dissociate.

All the bonded force fields gave better results than the non-bonded ones, with RMSDs for the coordinates of only 0.05–0.21 Å (cf. Figure 1c). As expected, the ZAFF and Hess2FF–$\text{AT}_{\text{min}}$ approaches gave similar results – they employ essentially the same methodology and differ only in details of the implementation (for example, ZAFF have zeroed all force constants for dihedrals involving Zn). Interestingly, the NL–$\text{AT}_{\text{min}}$ results are also similar (NL–$\text{AT}_{\text{min}}$ gives better Hessian and angles, whereas ZAFF gives better bonds, dihedrals, and coordinates). Of course, NL approach can be tuned to give better results for the other quality measures by changing the weights in the NL penalty function.

Even better results can be obtained if all atom types are optimised ($\text{AT}_{\text{max}}$), both with Hess2FF and NL. This shows that the accuracy of the ZAFF and the other $\text{AT}_{\text{min}}$ force fields is mainly limited by standard AMBER force-field parameters, used for the imidazole ligands. However with $\text{AT}_{\text{max}}$, NL gives much better results than Hess2FF in all quality measures. In fact, NL–$\text{AT}_{\text{max}}$ gives a nearly perfect fit, as can be seen in Figure 1d. This shows that NL is inherently a much better approach for parametrisation and that the rather poor results with the $\text{AT}_{\text{min}}$ atom types mainly reflected problems in the AMBER parameters.

Other models

Most of the other models gave results similar to that of the Zn(His)$_4$ model. Therefore, the results are not discussed in detail (the performance of each model is shown in Tables S1–S8 in the supplementary material). Instead we list the average quality measures of each MM force field for all twelve models in Table 2. From these data, it can be seen that NL–$\text{AT}_{\text{max}}$ gives the best performance for all six quality measures. In fact, the RMSD for the bonds and angles are four times better than the second best method and the RMSD for the dihedrals and the RMSD and maximum deviation of the coordinates are half of that of the second best method. This shows that this approach is considerably more accurate than the other methods.

The next method is NL–$\text{AT}_{\text{min}}$, which is second in all quality measures, even if the RMSD for the bonds is similar to that of Hess2FF–$\text{AT}_{\text{max}}$. The latter method is number three in the performance for all quality measures, except the RMSD for the dihedrals, for which ZAFF gives slightly better results.

The ZAFF force field gives slightly better results than the Hess2FF–$\text{AT}_{\text{min}}$ force field in all quality measures, except the maximum coordinate error. On the other hand, we will see below that ZAFF failed for two of the complexes, which are omitted from the ZAFF average, but not from the averages of the other methods. However, if these two complexes are omitted also from the Hess2FF–$\text{AT}_{\text{min}}$ average, the latter method is actually better than ZAFF in all quality measures (giving 0.951, 0.022 Å, 2.66°, 8.2°, 0.32 Å, and 0.44 Å for the six entries in Table 2). This shows that these two complexes are problematic also for the other methods and deteriorate the averages in Table 2.

The restrained and NB2 force fields give similar and somewhat varying results. NB2 gives a better Hessian and better angles and dihedrals, whereas the restrained model is better for the other quality measures. In fact, the restrained model gives better bonds than both ZAFF and Hess2FF–$\text{AT}_{\text{min}}$. The NB1 force field gives the worst results in all quality measures. Thus, we can conclude that the performance of the force fields is quite uniform over the twelve tested complexes and follows the order NL–$\text{AT}_{\text{max}}$, NL–$\text{AT}_{\text{min}}$, Hess2FF–$\text{AT}_{\text{max}}$, Hess2FF–$\text{AT}_{\text{min}}$, ZAFF, Restrained, NB2, and NB1.

Zn(Cys)$_4$ model

Three of the model complexes gave problems that often are encountered when
parametrising metal sites. Initial calculations on the $[\text{Zn(CH}_3\text{S)}_4\text{]}^{2-}$ complex gave unexpectedly poor results with all methods. In particular, the dihedral angles of the methyl groups were poorly reproduced, giving large RMSDs of dihedrals and coordinates. The problem was traced to the charges of the hydrogen atoms, which turned out to be negative. In this small model, the general structure (the dihedrals) is completely determined by weak hydrogen bonds between the methyl groups and the sulphur atoms. If the hydrogen atoms have a negative charge, these interactions become repulsive, and the structure will completely change.

The improper charge of the hydrogen atoms is probably caused by the negative net charge (–2) of the complex – negatively charged complexes often give problem in QM calculations. It can be avoided in many different ways, e.g. by changing the method, the basis set, or by performing the calculations in a continuum solvent. In order to keep the calculations as similar as possible to the original ZAFF calculations, we decided to use a slightly different basis set, LanL2DZ. It gave a positive charge on the hydrogen atoms and a geometry that was similar to that obtained with the 6-31G* basis set.

Results of the parametrisations obtained from the structures optimised with this basis set are shown in Table 3. The results are quite similar to those obtained for the other models. The non-bonded models gave the worst results, but this time the two non-bonded models gave similar results.

The three AT$_{\min}$ force fields gave similar results. Moreover, the two AT$_{\max}$ force fields gave slightly better results, but the improvement is not so large, because the model is so small (21 atoms) and the number of AMBER parameters is few (two bonds and one angle). The differences in coordinates are quite high for all bonded potentials because they form a somewhat different pattern of the S–HC hydrogen bonds (Figure 2). However, we have checked with QM calculations that the QM pattern is more stable than that obtained with MM.

ZnHis$_2$(H$_2$O)$_2$ and ZnHis(H$_2$O)$_3$ models

For the two $[\text{Zn(CH}_3\text{-imidazole)}_2\text{(H}_2\text{O)}_2\text{]}^{2+}$ and $[\text{Zn(CH}_3\text{-imidazole)(H}_2\text{O)}_3\text{]}^{2+}$ models, the ZAFF minimisations started from the QM structures crashed because the O and H atoms from different water molecules overlap, as can be seen in Figure 3. This is caused by the Lennard-Jones parameters of the H atoms of water. The default water model in AMBER is TIP3P and it has zeroed Lennard-Jones parameters on the hydrogen atoms (i.e. it interacts with other molecules only through the O atom, to increase computational speed). These parameters were also used in ZAFF. This is problematic for a metal complex, because there are typically other ligating atoms with a substantial negative charge (in our case, the coordinating O atom of the other water ligand; O2 in Figure 4). This atom is two bonds away from the O atom of the first water ligand (O1), implying that the Lennard-Jones and electrostatic interactions between these two atoms are ignored. On the other hand the O2 atom and the H atom of the first water (H1) are three bonds away, implying that the electrostatics and Lennard-Jones interactions in AMBER are scaled down by factors of 1.2 and 2.0, respectively. However, if the Lennard-Jones parameters of H1 atoms are zero, it means that there is no repulsive interaction between the O2 and H1 atoms and therefore the electrostatic attraction may bring the two atoms together, until they reside on top on each other, giving an infinite electrostatic energy.

This problem can partly be avoided by adding non-zero Lennard-Jones parameters on the H atoms of water. For the Hess2FF and NL force fields, we use the same Lennard-Jones parameters as backbone HN groups (atom type H; this is the only polar H atom type in AMBER with non-zero Lennard-Jones parameters), $R = 0.6$ Å and $\epsilon = 0.657$ kJ/mol/Å$^2$. From Table 4, it can be seen that this is enough to avoid problems in the minimisations.

However, it can be seen that the two Hess2FF force fields still give quite large RMSD for the coordinates (0.9 and 1.6 Å). The reason for this is that the O–O distance becomes only 0.8–0.9 Å, giving strongly distorted structures (Figure 5a). This is caused by a related
problem: Even if there are non-zero Lennard-Jones parameters on the H atoms, there is still no repulsion between the O atoms on different water molecules. Therefore, there will be a strong attraction between the H and O atoms on different water molecules, which only will be repelled at short distances, owing to the small radius of the H atom. In fact, there are four H–O interactions (hydrogen bonds) of 1.6 Å in the structure in Figure 5a, but with the wrong orientation (the O atoms are in the middle), owing to the missing O–O repulsion. This shows that the problem cannot be avoided by using a larger Lennard-Jones radius of the water H atom, because it will not change the orientation (1.6 Å is a reasonable distance for a strong hydrogen bond).

On the other hand, the NL force fields gave excellent structures, especially with AT_{\text{max}}, as can be seen in Figure 5b. Apparently, a thorough parametrisation of the bonded parameters can overcome the problems caused by water Lennard-Jones parameters, e.g. by compensating the missing non-bonded O–O interaction by a large O–Zn–O force constant.

It is also notable that the restrained non-bonded force field gave a better structure than Hess2FF, as can be seen in Table 4 and Figure 5c. The reason for this is that in a non-bonded force field, there are no bonds to the Zn ligands, so the O–O interaction is fully active, ensuring that there is no great distortion of the structure. Moreover, the restraints on the Zn–ligand distances ensure that these distances are well reproduced, better than in the Hess2FF structures. On the other hand, there are no angles involving Zn, so the structure is far from perfect (the RMSD for the coordinates is 0.5 Å). This shows that the restrained non-bonded is an alternative to a bonded model with more than one water molecule.

Similar results apply also to the ZnHis\((H_2O)_3\) complex (Table 5): The ZAFF minimisation crashes with overlapping H and O atoms. Hess2FF-AT_{\text{min}} (with non-zero H parameters for water) manages the minimisation, but gives a quite poor structure, this time caused by decreased Zn–O bond lengths (~1.6 Å, to improve the H–O hydrogen bonds). On the other hand, Hess2FF-AT_{\text{max}}, NL–AT_{\text{min}}, and especially NL–AT_{\text{max}} give accurate structures. The restrained non-bonded model is better than both non-bonded models.

A natural question is why the problems with the water molecule and the Lennard-Jones parameters are seen only with two or more water molecules and not for the ZnHis\((H_2O)_3\) complex (Table S1). The reason is most likely that for the latter complex, van der Waals interactions between the water O atom and the non-ligating atoms in the imidazole ring prohibit the H and O atoms of water to come too close to the N atom. However, our experience with other metal complexes involving a water ligand is that you often encounter problems with unstable MD trajectories if you use zeroed Lennard-Jones parameters for the water H atoms.

**MD simulations**

The tests in the previous sections were preformed only for small model systems. Such tests have the advantage of having a well-defined reference, viz. the QM calculation. Therefore, small differences between the various force fields can be easily discerned. However, it is also of interest to see how the various Zn force fields behave in simulations of full proteins. Therefore, we have performed two sets of MD simulations with all eight force fields on two Zn-containing proteins, viz. the δ subunit of the clamp-loader complex of DNA polymerase III (1A5T), which contains a single Cys\(_4\) Zn finger, and the spore coat polysaccharide biosynthesis protein spsE (1VLI), which contains a ZnHis\((H_2O)_2\) site. These two proteins were selected among those used for the model systems because they contain a single metal site and no other unusual ligands. One of them contains a Zn site, for which we do not expect any problems in the simulations, whereas the other one is a hard test case. The proteins were simulated for 5 ns (after equilibration) and the structure of the Zn site was examined for 2500 snapshots sampled every 2 ps. The results are collected in Tables 6 and 7.

For the protein with the ZnCys\(_4\) site, all force fields except NB1 gave stable Zn sites.
throughout the whole simulation. However, for the NB1 force field, the Zn–S bonds were always long (~3.2 Å), after 100 ps the ligands started to dissociate, and after 800 ps, Zn had dissociated from all four Cys ligands and drifted around in the solvent. Such a dissociation of the metal ion is always a risk with a non-bonded model, especially if the Zn–ligand interactions are too weak, as in the NB1 force field.

On the other hand, the NB2 force field gave too strong Zn–S bonds, with average and maximum distances of 1.98 Å and 2.17 Å, respectively, i.e. appreciably shorter than the QM distances of 2.53 Å (Table 6). This shows that a non-bonded force field needs to be thoroughly calibrated for the complex of interest to give accurate results. A non-bonded force field with RESP charges and Merz Lennard-Jones parameters gave average Zn–S bond lengths of 2.43 Å (NB3 in Table 6), i.e. closer to the QM reference.

The other six force fields gave rather similar results with average Zn–S bonds of 2.40–2.52 Å (Table 6). It is notable that the NL force fields gave longer Zn–S bonds that are closer to the QM bond lengths than the other four force fields. The reason for this is that the other force fields simply use the QM bond length as the equilibrium value, which owing to interactions with the other atoms in the complex leads to too short bonds. On the other hand, the NL method optimises the structure with MM in every step of the parameterisation so that if the other interactions in the complex tend to shorten the Zn–S bonds, this is compensated by longer equilibrium Zn–S bond lengths (e.g. ~2.56 Å with NL–AT\text{min}). Consequently, the average Zn–S bond length is within 0.01 Å of the QM value for the NL–AT\text{max} simulation and 0.03 Å too short with NL–AT\text{min}, whereas it is 0.05–0.06 Å too short with Hess2FF, 0.10 Å too short for the restrained model, and 0.13 Å too short with ZAFF. This illustrates one of the advantages with the NL approach.

The Zn site in this protein is on the surface, exposed to the solvent. Therefore, it is not unexpected that water molecules occasionally come rather close to the Zn ion. This happens in a few snapshots for all force fields except NB2, but the water molecule never stays close to the Zn ion for more than one or two snapshots.

Finally, we can compare the Zn–S distances observed in the simulations with those reported in the crystal structure, 2.27–2.34 Å, with an average of 2.31 Å. Thus, the experimental distances are 0.22 Å shorter than the theoretical ones. This discrepancy between theory and experiments for a ZnCys\textsubscript{4} site has been discussed before\textsuperscript{74} and it is caused by missing solvation effects in the vacuum QM calculations for this highly negatively charged complex. Of course, such problems need to be considered in an accurate parameterisation of the metal site. In our case, it could be solved by performing the QM optimisation and frequency calculations in a continuum solvent with a high dielectric constant. Alternatively, for the non-bonded potential and the bonded potentials based on the Seminario approach, the restraint target needs to be defined and it is likely that if the QM bond lengths are changed, the Hessian elements and the angles will also change. Therefore, for NL it is better to use a QM method that gives accurate results.

The results of the simulation of the ZnHis\textsubscript{2}(H\textsubscript{2}O)\textsubscript{2} site in the spore coat polysaccharide biosynthesis protein spsE are described in Table 7. As expected, we encountered severe problems with the stability of the simulations with ZAFF, owing to overlapping H and O atoms from the water ligand (like the structure in Figure 3), and the resulting structures were distorted. However, also the other bonded force fields showed stability problem, but these could be solved by running some (or in a few cases all) of the simulations without any bond-length constraints and a short time step (0.5 fs).

As for the other protein, the Zn ion dissociates from the original ligands with the NB1 force field, in this case already during the equilibration. It diffuses around in water solution and does not bind to the same ligand for more than 400 ps.

However, with the NB2 force field, the Zn ion remains in the original site but one of the
water ligands dissociates during the equilibration. It is replaced by three additional water ligands, giving a six-coordinate Zn ion throughout the production simulation. The Zn–N bond lengths are 0.16–0.25 Å longer than in the QM calculations, whereas the Zn–O bonds are 0.13–0.15 Å too short. This shows that it is hard with a non-bonded model to get all metal–ligand bond lengths correct if there are several types of ligands, because only two Lennard-Jones parameters are available (unless you change the Lennard-Jones parameters also of the ligands, which will influence there interactions with the surrounding protein).

All five bonded potentials retained the bonds between Zn ion and the original ligands. However, in all simulations, an additional water molecule also bound to the Zn ion, although with the NL–AT\textsubscript{min} force field, it was frequently exchanged during the simulation. Sometimes, the coordination number increased even to six. All average Zn–ligand bond lengths are within 0.04 Å of the QM bond lengths, except the two Zn–O distances for Hess2FF–AT\textsubscript{min} (0.33 Å too short). This may give the impression that the simulations are successful, but this is not the case, as the statistics of the O–O distance between the two water ligands shows (also included in Table 7). In the QM structure, it is 3.08 Å, but in the simulations, this distance is never longer than 2.18 Å and it is 0.8 Å on average in the Hess2FF simulations. This shows that the structures are strongly affected by the problem of the missing 1,3 O–O repulsion, discussed above and the structures are actually totally unrealistic, as is shown by the typical snapshot in Figure 6.

In fact, the only simulation that gives realistic results is the restrained non-bonded potential, for which the Zn–ligand distances are within 0.03 Å of the QM distances. However, also in this simulation, an additional water ligand tends to bind to the Zn site, exchanging several times during the 5 ns simulation (one water ligand stays for 2 ns, the others stay for less than 0.6 ns). On the other hand, such an increase in the coordination number of the Zn ion is not totally unrealistic, considering the crystal structure. As can be seen in Figure 7, the four observed ligands are all nearly on the same hemisphere of the Zn ion, with a seemingly empty coordination site on the opposite side, with over 6 Å to the closest protein atom. Thus, it is possible that the simulation with the restrained non-bonded potential actually gives a good picture of the metal coordination.

The coordination number can be determined by the force field. The Zn ion is almost hidden by the ligands. Therefore, the Zn Lennard-Jones parameters for a bonded potential can be used to avoid undesired ligand. With the Zn charge used for this site (1.33 e), the Merz Zn Lennard-Jones parameters gives a minimum for the interaction with a water molecule of ~1.95 Å. On the other hand, the Stote–Karplus parameters give an ~0.9 Å longer interaction. Therefore, we rerun the bonded and restrained non-bonded simulations also with the latter parameters. For the bonded potentials, the results did not change significantly, besides that the extra water ligand disappeared (i.e. the structures were still unrealistic), although there were still occasional water molecules approaching the Zn site, with distances down to 2.62 Å. However, for the restrained non-bonded potential, reasonable four-coordinate structures were obtained. Unfortunately, the Zn Lennard-Jones parameters also affect the distances of the four original ligands so that they became ~0.5 Å too long. The reason for this is of course that the restraints are harmonic (a \(r^2\) term) whereas the repulsive Lennard-Jones term is a much steeper \(r^{-12}\) term. Of course, we can tune these interactions by changing the restraint or by using specific Lennard-Jones terms for the Zn–solvent interactions, but we did not pursue such calculations any further.

This shows that the MD simulations will give the results dictated by the parameters used. If we want to know whether the Zn site if four- or five-coordinate in this protein, we could optimise the structure of ZnHis\textsubscript{2}(H\textsubscript{2}O)\textsubscript{3} with QM methods and then tune the Zn Lennard-Jones parameters so that we get the correct Zn–O bond lengths with the Zn charge used in the simulations (note that the minimum distance depends on the Zn charge and therefore a new calibration has to be done for each new metal site when RESP charges are used). If the simulations then show an increased coordination number, the calculations indicate that that
the site should be five-coordinate.

Based on the available results, the Merz parameters give Zn–O bond lengths closer to the QM results (for the ZnHis$_2$(H$_2$O)$_2$ model) than the Stote–Karplus parameters. Therefore, it is likely that the site actually should be five-coordinate, although additional calculations are needed to settle this issue. The reason why only two of the three water molecules are observed in the crystal structure (at 2.38 Å resolution) is probably that the two observed water molecules are stabilised by two Glu residues (Glu-22 and Glu-224, cf. Figure 7), whereas the third water molecule does not form any strong interactions with the surrounding protein.

Conclusions

Recently, two softwares have been presented to obtain MM force-field parameters for metal sites. These may give the false impression that any metal site may be rapidly and accurately parametrised in an automatic manner. The intention of this paper is to give a more nuanced picture of the matter and to show that the parametrisation of metal sites involve several pitfalls.

First, there are several levels of approximation for the parametrisation of metal sites. The lowest is a non-bonded model with standard charges for the ligands and formal charges for the metal. It can be used without any parametrisation for any metal site, but is unlikely to give accurate results for a general metal site, as have been seen in Tables 1–7. In particular, there is a great risk for an unwanted exchange of ligands. Therefore, such a model is not recommended.

At the next level, the QM calculations can be used to obtain a full bonded model for the metal site. Such calculations can be made automatic with the approach of Seminario, as has been suggested several times. Once the QM calculations are done, the parametrisation takes only seconds. However, it must be remembered that this approach is only approximate: It assumes that the bond lengths, angles, and dihedrals observed in the QM structure are optimal, although they actually are a compromise of strain and non-bonded interactions caused by the other ligands, and it involves a double-counting of non-bonded interactions, in particular for dihedrals.

These problems are avoided by the ideal iterative method by Norrby and Liljefors. In this approach, a penalty function is set up describing the goal of the force field and the importance of the various terms, e.g. the reproduction of QM bond lengths, angles, dihedrals, and Hessian elements. Then, the parameters are optimised using full minimisation at each step, numerical derivatives, and non-linear optimisation algorithms. This is a much more involved method, taking hours to several days for complicated systems. Moreover, the optimisation typically have to be run several times before all parameters are acceptable and significant human intervention and judging are needed. On the other hand, essentially a perfect fit to the QM data can be obtained (cf. Figures 1d and 5b), which is also reflected in the Zn–ligand distances during the simulations. As a results, reliable energies can be extracted from such simulations of metal complexes.

Furthermore, the accuracy of a parametrisation is affected by the choice of atom types. For a non-bonded model, it is natural to use standard atom types for all atoms. However, for a bonded model, the choice of atom types is more crucial. A reasonable choice for the Seminario approach is standard atom types for all ligand atoms, except those binding to the metal, for which new atom types are employed, different for all ligands (but using standard parameters within the ligand). For parametrisations with the Norrby–Liljefors approach, a more thorough consideration of atom types is necessary. This method is so accurate that the accuracy of the final model is typically limited by the force field of the ligands. Therefore, it is preferable to use new atom types also for all (not symmetry-equivalent) atoms of the ligands.

This study has also illustrated several possible pitfalls during the parametrisation of metal
sites. First, the ZnCys$_4$ complex showed that for negatively charged complexes, there is a risk that improper charges are obtained. In particular, it should be checked that ligand hydrogen atoms get a proper (positive) charge. For this model, QM calculations in vacuum also give poor results compared to experiments.

Second, we have showed that water molecules pose a serious problem for bonded models in force fields (like AMBER) that ignore non-bonded interactions for atoms separated by two bonds. The reason for this is that the repulsion between the ligating atoms is ignored. If these bind hydrogen atoms (as for water), these H atoms may form hydrogen bonds to the other ligating atoms with a wrong orientation, as is shown in Figures 5a and 6, leading to distorted structures.

With a single water molecule, it is possible to obtain reasonable structures, once it is ensured that the water H atoms have non-zero Lennard-Jones parameters. However, with several water molecules even the NL method gives strange structures in MD simulations. The only method that works in such a case is the restrained non-bonded model. It combines the best aspects of the non-bonded and bonded models, and avoids the problem with the 1,3-interactions by not explicitly define any bonds. Clearly, it is only an approximate method (cf. Figure 5c), but it can be improved by adding more restraints, e.g. for angles around the metal, at the end giving a model that is similar to the Seminario approach, but avoiding the problem of ignored 1,3-interactions. The restrained non-bonded model is similar to the points-on-a-sphere (POS) model, frequently used for coordination compounds. Both methods include metal–ligand bonds, exclude ligand–metal–ligand angles, and include ligand–ligand non-bonded interactions. However, the POS model normally retains all the other bonded terms involving the metal, whereas the restrained model excludes them. Moreover, the POS model typically ignores many non-bonded interactions involving the metal, whereas the restrained model includes them all.

In conclusion, we have seen that the parametrisation of metal sites is not an automatic approach and, as usual in computational methods, there is a pay-off between accuracy and speed. We would suggest the following general strategy: If the metal site is not of central interest (e.g. a structural metal far from a catalytic or ligand-binding site), a bonded parametrisation based on the Seminario method is recommended. If the metal site involves more than one water ligand, a restrained non-bonded model must be used. However, if the metal site is of central interest, either in structural or energy terms, a more thorough parametrisation is needed, based on the Norrby–Liljefors approach. Finally, we want to emphasize the need of testing the parametrisation before use, i.e. how well it reproduces the QM calculations used for the parametrisation in terms of structures and Hessian elements.
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Table 1. Performance of the various force fields for the ZnHis$_4$ complex. The six quality measures are the correlation coefficient ($r^2$) between all QM and MM Hessian elements, the root-mean-squared deviations (RMSD) for all bonds, angles, dihedral angles, and coordinates between the MM and QM optimised structures, and the maximum deviation (Max) for the coordinates.

<table>
<thead>
<tr>
<th></th>
<th>NB1</th>
<th>NB2</th>
<th>Restrained</th>
<th>ZAFF</th>
<th>Hess2FF</th>
<th>NL</th>
</tr>
</thead>
<tbody>
<tr>
<td>$r^2$ Hessian</td>
<td>0.861</td>
<td>0.978</td>
<td>0.967</td>
<td>0.979</td>
<td>0.972</td>
<td>0.963</td>
</tr>
<tr>
<td>RMSD bonds</td>
<td>0.973</td>
<td>0.045</td>
<td>0.025</td>
<td>0.011</td>
<td>0.016</td>
<td>0.010</td>
</tr>
<tr>
<td>RMSD angles</td>
<td>7.3</td>
<td>3.1</td>
<td>5.0</td>
<td>2.3</td>
<td>2.2</td>
<td>0.4</td>
</tr>
<tr>
<td>RMSD dihedrals</td>
<td>14.4</td>
<td>2.3</td>
<td>3.3</td>
<td>2.6</td>
<td>3.7</td>
<td>3.6</td>
</tr>
<tr>
<td>RMSD coordinates</td>
<td>2.45</td>
<td>0.26</td>
<td>0.33</td>
<td>0.18</td>
<td>0.20</td>
<td>0.20</td>
</tr>
<tr>
<td>Max coordinates</td>
<td>6.05</td>
<td>0.44</td>
<td>0.57</td>
<td>0.40</td>
<td>0.46</td>
<td>0.47</td>
</tr>
</tbody>
</table>
Table 2. Average performance of the various force fields tested for the twelve model complexes. The quality measures are the same as in Table 1. The raw data are given in Tables 1, 3–5, and S1–S8.

<table>
<thead>
<tr>
<th></th>
<th>NB1</th>
<th>NB2</th>
<th>Restrained</th>
<th>ZAFF(^a)</th>
<th>Hess2FF</th>
<th>NL</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>AT(_{\text{min}})</td>
<td>AT(_{\text{max}})</td>
<td>AT(_{\text{min}})</td>
</tr>
<tr>
<td>(r^2) Hessian</td>
<td>0.742</td>
<td>0.882</td>
<td>0.833</td>
<td>0.907</td>
<td>0.896</td>
<td>0.928</td>
</tr>
<tr>
<td>RMSD bonds</td>
<td>0.213</td>
<td>0.048</td>
<td>0.020</td>
<td>0.022</td>
<td>0.032</td>
<td>0.012</td>
</tr>
<tr>
<td>RMSD angles</td>
<td>3.6</td>
<td>3.2</td>
<td>3.3</td>
<td>2.6</td>
<td>2.9</td>
<td>1.9</td>
</tr>
<tr>
<td>RMSD dihedrals</td>
<td>11.9</td>
<td>10.1</td>
<td>10.3</td>
<td>8.2</td>
<td>10.3</td>
<td>8.4</td>
</tr>
<tr>
<td>RMSD coordinates</td>
<td>1.25</td>
<td>0.56</td>
<td>0.50</td>
<td>0.33</td>
<td>0.34</td>
<td>0.26</td>
</tr>
<tr>
<td>Max coordinates</td>
<td>2.31</td>
<td>1.10</td>
<td>1.04</td>
<td>0.79</td>
<td>0.71</td>
<td>0.57</td>
</tr>
</tbody>
</table>

\(^a\) ZAFF failed for two complexes (ZnHis\(_3\)(H\(_2\)O) and ZnHis\(_2\)(H\(_2\)O)\(_2\)), which are omitted from the average only for ZAFF.
<table>
<thead>
<tr>
<th></th>
<th>NB1</th>
<th>NB2</th>
<th>Restrained</th>
<th>ZAFF</th>
<th>Hess2FF</th>
<th>NL</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>AT\textsubscript{min}</td>
<td>AT\textsubscript{max}</td>
</tr>
<tr>
<td>( r^2 ) Hessian</td>
<td>0.869</td>
<td>0.836</td>
<td>0.384</td>
<td>0.853</td>
<td>0.901</td>
<td>0.904</td>
</tr>
<tr>
<td>RMSD bonds</td>
<td>0.330</td>
<td>0.245</td>
<td>0.062</td>
<td>0.076</td>
<td>0.016</td>
<td>0.014</td>
</tr>
<tr>
<td>RMSD angles</td>
<td>4.4</td>
<td>2.1</td>
<td>3.6</td>
<td>1.2</td>
<td>0.6</td>
<td>0.4</td>
</tr>
<tr>
<td>RMSD dihedrals</td>
<td>10.0</td>
<td>14.9</td>
<td>37.1</td>
<td>13.1</td>
<td>13.2</td>
<td>13.2</td>
</tr>
<tr>
<td>RMSD coordinates</td>
<td>0.49</td>
<td>0.46</td>
<td>0.30</td>
<td>0.32</td>
<td>0.32</td>
<td>0.32</td>
</tr>
<tr>
<td>Max coordinates</td>
<td>0.74</td>
<td>0.76</td>
<td>1.29</td>
<td>0.44</td>
<td>0.54</td>
<td>0.54</td>
</tr>
</tbody>
</table>
Table 4. Performance of the various force fields for the ZnHis$_2$(H$_2$O)$_2$ complex. The quality measures are the same as in Table 1.

<table>
<thead>
<tr>
<th></th>
<th>NB1</th>
<th>NB2</th>
<th>Restrained</th>
<th>ZAFF</th>
<th>Hess2FF</th>
<th>NL</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>AT$_{\text{min}}$</td>
<td>AT$_{\text{max}}$</td>
</tr>
<tr>
<td>$r^2$ Hessian</td>
<td>0.924</td>
<td>0.914</td>
<td>0.920</td>
<td>crashed</td>
<td>0.413</td>
<td>0.669</td>
</tr>
<tr>
<td>RMSD bonds</td>
<td>0.375</td>
<td>0.048</td>
<td>0.014</td>
<td></td>
<td>0.060</td>
<td>0.011</td>
</tr>
<tr>
<td>RMSD angles</td>
<td>4.6</td>
<td>5.6</td>
<td>2.7</td>
<td></td>
<td>10.8</td>
<td>10.6</td>
</tr>
<tr>
<td>RMSD dihedrals</td>
<td>8.2</td>
<td>7.1</td>
<td>2.2</td>
<td></td>
<td>49.1</td>
<td>40.6</td>
</tr>
<tr>
<td>RMSD coordinates</td>
<td>0.95</td>
<td>0.52</td>
<td>0.50</td>
<td></td>
<td>1.58</td>
<td>0.94</td>
</tr>
<tr>
<td>Max coordinates</td>
<td>1.51</td>
<td>0.87</td>
<td>0.81</td>
<td></td>
<td>3.48</td>
<td>2.44</td>
</tr>
</tbody>
</table>
Table 5. Performance of the various force fields for the ZnHis(H₂O)₃ complex. The quality measures are the same as in Table 1.

<table>
<thead>
<tr>
<th></th>
<th>NB1</th>
<th>NB2</th>
<th>Restrained</th>
<th>ZAFF</th>
<th>Hess2FF</th>
<th>NL</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>ATₘᵋᵣₐₓ</td>
<td></td>
</tr>
<tr>
<td>ATₘᵋᵣᵣ</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>ATₘᵋᵣᵣ</td>
<td></td>
</tr>
<tr>
<td>r² Hessian</td>
<td>0.781</td>
<td>0.759</td>
<td>0.750</td>
<td>crashed</td>
<td>0.821</td>
<td>0.967</td>
</tr>
<tr>
<td>RMSD bonds</td>
<td>0.405</td>
<td>0.080</td>
<td>0.024</td>
<td>0.163</td>
<td>0.015</td>
<td>0.015</td>
</tr>
<tr>
<td>RMSD angles</td>
<td>4.4</td>
<td>5.5</td>
<td>4.5</td>
<td>2.6</td>
<td>2.0</td>
<td>2.5</td>
</tr>
<tr>
<td>RMSD dihedrals</td>
<td>21.2</td>
<td>23.2</td>
<td>24.4</td>
<td>14.8</td>
<td>2.9</td>
<td>3.6</td>
</tr>
<tr>
<td>RMSD coordinates</td>
<td>0.89</td>
<td>0.54</td>
<td>0.31</td>
<td>0.37</td>
<td>0.09</td>
<td>0.11</td>
</tr>
<tr>
<td>Max coordinates</td>
<td>1.32</td>
<td>1.33</td>
<td>0.93</td>
<td>0.74</td>
<td>0.19</td>
<td>0.23</td>
</tr>
</tbody>
</table>
Table 6. Variation of the Zn–S bond lengths in the simulation of the δ' subunit of the clamp-loader complex of DNA polymerase III. The average, minimum, and maximum distances are given for the four Zn–S bonds, as well as their standard deviation (Stdev). The QM distances were all 2.53 Å.

<table>
<thead>
<tr>
<th>Force field</th>
<th>Average</th>
<th>Stdev</th>
<th>Min</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>NB1</td>
<td>Zn dissociates</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NB2</td>
<td>1.98</td>
<td>0.04</td>
<td>1.86</td>
<td>2.17</td>
</tr>
<tr>
<td>NB3&lt;sup&gt;a&lt;/sup&gt;</td>
<td>2.32</td>
<td>0.13</td>
<td>1.99</td>
<td>3.40</td>
</tr>
<tr>
<td>Restrained</td>
<td>2.43</td>
<td>0.09</td>
<td>2.11</td>
<td>2.74</td>
</tr>
<tr>
<td>ZAFF</td>
<td>2.40</td>
<td>0.09</td>
<td>2.08</td>
<td>2.74</td>
</tr>
<tr>
<td>Hess2FF–AT_&lt;sub&gt;min&lt;/sub&gt;</td>
<td>2.47</td>
<td>0.09</td>
<td>2.13</td>
<td>2.79</td>
</tr>
<tr>
<td>Hess2FF–AT_&lt;sub&gt;max&lt;/sub&gt;</td>
<td>2.48</td>
<td>0.09</td>
<td>2.11</td>
<td>2.85</td>
</tr>
<tr>
<td>NL–AT_&lt;sub&gt;min&lt;/sub&gt;</td>
<td>2.50</td>
<td>0.09</td>
<td>2.15</td>
<td>2.85</td>
</tr>
<tr>
<td>NL–AT_&lt;sub&gt;max&lt;/sub&gt;</td>
<td>2.52</td>
<td>0.08</td>
<td>2.20</td>
<td>2.85</td>
</tr>
</tbody>
</table>

<sup>a</sup> A non-bonded force field with RESP charges, but Merz Zn Lennard-Jones parameters.
Table 7. Variation of the Zn–ligand bond lengths in the simulation of the spore coat polysaccharide biosynthesis protein spsE. The average, minimum, and maximum distances are given for the four Zn–ligand bonds, as well as the O–O distance between the two water ligands.

<table>
<thead>
<tr>
<th></th>
<th>His1 Av</th>
<th>His1 Min</th>
<th>His1 Max</th>
<th>Wat1 Av</th>
<th>Wat1 Min</th>
<th>Wat1 Max</th>
<th>Wat2 Av</th>
<th>Wat2 Min</th>
<th>Wat2 Max</th>
<th>O–O Av</th>
<th>O–O Min</th>
<th>O–O Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>QM</td>
<td>1.95</td>
<td>1.95</td>
<td>2.05</td>
<td>2.05</td>
<td>3.08</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NB1</td>
<td>Zn dissociates</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NB2 a</td>
<td>2.11</td>
<td>1.87</td>
<td>2.52</td>
<td>2.20</td>
<td>1.89</td>
<td>2.84</td>
<td>1.90</td>
<td>1.73</td>
<td>2.18</td>
<td>1.92</td>
<td>1.73</td>
<td>2.34</td>
</tr>
</tbody>
</table>

Simulations with Merz Zn Lennard-Jones parameters

<p>| | | | | | | | | | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Restrained</td>
<td>1.98</td>
<td>1.84</td>
<td>2.13</td>
<td>1.97</td>
<td>1.84</td>
<td>2.13</td>
<td>2.03</td>
<td>1.84</td>
<td>2.28</td>
<td>2.03</td>
<td>1.85</td>
<td>2.25</td>
</tr>
<tr>
<td>ZAFF</td>
<td>Simulation failed</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hess2FF–AT min</td>
<td>1.92</td>
<td>1.75</td>
<td>2.18</td>
<td>1.94</td>
<td>1.73</td>
<td>2.13</td>
<td>1.73</td>
<td>1.47</td>
<td>1.92</td>
<td>1.72</td>
<td>1.49</td>
<td>1.96</td>
</tr>
<tr>
<td>Hess2FF–AT max</td>
<td>1.95</td>
<td>1.74</td>
<td>2.16</td>
<td>1.98</td>
<td>1.76</td>
<td>2.16</td>
<td>2.02</td>
<td>1.9</td>
<td>2.16</td>
<td>2.03</td>
<td>1.89</td>
<td>2.18</td>
</tr>
<tr>
<td>NL–AT min</td>
<td>1.92</td>
<td>1.75</td>
<td>2.12</td>
<td>1.94</td>
<td>1.76</td>
<td>2.12</td>
<td>2.02</td>
<td>1.86</td>
<td>2.14</td>
<td>2.02</td>
<td>1.89</td>
<td>2.14</td>
</tr>
<tr>
<td>NL–AT max</td>
<td>1.99</td>
<td>1.79</td>
<td>2.22</td>
<td>1.96</td>
<td>1.78</td>
<td>2.17</td>
<td>2.02</td>
<td>1.92</td>
<td>2.13</td>
<td>2.02</td>
<td>1.88</td>
<td>2.14</td>
</tr>
</tbody>
</table>

Simulations with Stote–Karplus Zn Lennard-Jones parameters

<p>| | | | | | | | | | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Restrained</td>
<td>2.49</td>
<td>2.40</td>
<td>2.58</td>
<td>2.49</td>
<td>2.42</td>
<td>2.59</td>
<td>2.57</td>
<td>2.43</td>
<td>2.71</td>
<td>2.56</td>
<td>2.45</td>
<td>2.70</td>
</tr>
<tr>
<td>ZAFF</td>
<td>Simulation failed</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hess2FF–AT min</td>
<td>1.87</td>
<td>1.84</td>
<td>2.54</td>
<td>1.90</td>
<td>1.84</td>
<td>2.09</td>
<td>1.64</td>
<td>1.84</td>
<td>1.91</td>
<td>1.79</td>
<td>1.85</td>
<td>1.95</td>
</tr>
<tr>
<td>Hess2FF–AT max</td>
<td>1.90</td>
<td>1.70</td>
<td>2.08</td>
<td>1.90</td>
<td>1.71</td>
<td>2.10</td>
<td>2.01</td>
<td>1.87</td>
<td>2.13</td>
<td>2.02</td>
<td>1.88</td>
<td>2.14</td>
</tr>
<tr>
<td>NL–AT min</td>
<td>1.89</td>
<td>1.76</td>
<td>0.66</td>
<td>1.91</td>
<td>1.90</td>
<td>2.11</td>
<td>2.01</td>
<td>1.89</td>
<td>2.13</td>
<td>2.02</td>
<td>1.77</td>
<td>2.15</td>
</tr>
<tr>
<td>NL–AT max</td>
<td>1.94</td>
<td>2.16</td>
<td>0.21</td>
<td>1.91</td>
<td>2.16</td>
<td>2.11</td>
<td>2.02</td>
<td>2.18</td>
<td>2.14</td>
<td>2.00</td>
<td>2.36</td>
<td>2.13</td>
</tr>
</tbody>
</table>

*The Wat 2 ligand for this simulation dissociated and was replaced by three new water ligands. The results in the Wat2 column are the average, minimum, and maximum values for these three ligands.*


Figure 1. Comparison of the QM structure (thin sticks) with the MM structures obtained with the (a) NB1, (b) NB2, (c) ZAFF, and (d) NL–AT$_{\text{max}}$ force fields (thick lines) for the Zn(His)$_4$ model.
Figure 2. Comparison of the QM (thin sticks) and Hess2FF-AT\textsubscript{max} structures of the ZnCys\textsubscript{4} model.
Figure 3. The structure of the Zn(His)$_2$(H$_2$O)$_2$ complex, optimised with the ZAFF force field, the step before the minimisation crashes. Note that two of the H and O atoms overlap.
Figure 4. A schematic representation of non-bonded interactions between two Zn-bounded water molecules, illustrating that the O1–O2 1,3-interaction is ignored, whereas the H1–O2 1,4-interaction is included.
Figure 5. Comparison of the QM (thin lines) and (a) the Hess2FF–AT\textsubscript{min}, (b) the NL–AT\textsubscript{max}, or (c) the restrained non-bonded structures of the Zn(His)\textsubscript{2}(H\textsubscript{2}O)\textsubscript{2} models. (a) shows that the Hess2FF–AT\textsubscript{min} structure has a close O–O interaction and hence, a strongly distorted structure. In (b) the fit is so perfect (the RMSD of the coordinates is 0.003 Å) that the thin lines cannot be discerned.
Figure 6. Snapshot of the MD simulation of spore coat polysaccharide biosynthesis protein spsE with the NL–AT$_{\text{min}}$ force field. The Zn ligands, as well as two second-sphere water molecules are shown. Note the short O–O interaction between the two original water ligands (0.89 Å).
Figure 7. Crystal structure of the spore coat polysaccharide biosynthesis protein spsE with the Zn ion (magenta), the two water ligands (red balls), the two His ligands (sticks), as well as Glu-22 and Glu-234 (sticks) emphasized.