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Abstract

The MAX IV facility in Lund, Sweden, consists of two storage rings for produc-
tion of synchrotron radiation, and a full-energy LINAC for top-up injections.
The LINAC also delivers short high-intensity electron bunches to a short pulse
facility. MAX IV was inaugurated in June 2016, and the larger 3 GeV ring has
been delivering light to users since November 2016. In this thesis, the design and
implementation of RF kickers for different systems in MAX IV are presented.

The first system is the chopper which is located in the so called thermionic
pre-injector that delivers the electron pulses to the main LINAC during ring in-
jections. The electron source is here a thermionic S-band RF gun. All electrons
that enter the chopper can not be captured by the rings during injection. These
undesired electrons are deflected and dumped by the chopper before they reach
the first accelerating structure in the LINAC. The RF kickers in the chopper
system are two planar striplines.

The second system is the bunch-by-bunch feedback system in the 3 GeV ring.
The system is mainly used to suppress coupled-bunch mode instabilities. These
instabilities drive coherent oscillations of the electron bunches. The oscillations
have a degrading effect on the beam quality since they increase the effective
emittance and the energy spread. By sampling the beam motion, the bunch-
by-bunch feedback system suppresses the oscillations by corrective kicks to the
bunches in all three planes via RF kickers. The system is also a comprehensive
diagnostic tool that can be used to characterize many different parameters of
the ring. This far, two striplines have been operating as RF kickers in the
three planes. A waveguide overloaded cavity kicker has been designed, and this
device will operate as a dedicated kicker in the longitudinal plane after the 2017
summer shut-down.

The third system is a diagnostic stripline with switching networks that is
mainly used for betatron tune measurements in the two MAX IV storage rings
and in the SOLARIS storage ring. This stripline can be used for many different
applications.
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Populärvetenskaplig
Sammanfattning

MAX IV-laboratoriet är en forskningsanläggning i Lund som består av en 300
meter lång linjäraccelerator och två lagringsringar för elektroner. Den större
lagringsringen har en omkrets på 528 meter och den mindre en omkrets på
96 meter. Lagringsringarna fylls på (injiceras) med elektroner som först har
accelererats till hastigheter nära ljusets i linjäracceleratorn. Elektronerna bil-
dar klungor med 3 m avstånd och dessa cirkulerar i ringarna. I ringarna finns
undulatorer, vilka består av ett hundratal permanentmagneter med växlande
polarisation som sitter i rader under och över elektronstrålen. Magneterna gör
att elektronstrålen svänger fram och tillbaka i sidled när den passerar genom
undulatorn och därigenom alstras synkrotronljus. Detta synkrotronljus är my-
cket intensivt och dess våglängd kan variera från infrarött till hårt röntgenljus,
beroende på vilken ring och undulator som används. Extremt korta ljuspulser
kan även skapas i en undulator i den så kallade kortpulsanläggningen i slutet av
linjäracceleratorn. Synkrotronljuset leds ut via strålrör till experimentstationer
där forskare inom områden som t.ex. biologi, fysik, kemi, miljö, geologi, teknik
och medicin använder det för att studera molekylära strukturer och ytor.

Inom vissa acceleratorapplikation krävs det att man kan ändra de accelererade
partiklarnas bana eller energi, och då används ibland RF- (Radio Frekvens)
kickers (från engelskans "kick"). En RF-kicker kan ses som en vakuumkammare
vars insida exciteras av elektromagnetiska fält då den matas med en extern
RF-signal. Då de laddade partiklarna färdas genom RF-kickern växelverkar
de med de elektromagnetiska fälten och deras rörelsemängd ändras. Som
RF-kickers i acceleratorer används oftast mikrovågskaviteter eller striplines.
Mikrovågskaviteter är metallstrukturer med hålrum där elektromagnetisk en-
ergi kan lagras. Striplines är vakuumkammare med en eller flera elektroder som
omges av elektromagnetiska fält då de matas med en RF-signal. Tre olika sys-
tem med RF-kickers som används på MAX IV presenteras i denna avhandling.

Det första systemet är choppern (från engelskans "chop") som finns i början av
linjäracceleratorn. Under injektion genereras elektronerna av en så kallad RF-
kanon. De flesta av dessa elektroner har en tidsstruktur som gör att de inte kan
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lagras i ringarna om de accelereras vidare. Choppern sparkar ut dessa oönskade
elektroner med hjälp av RF-kickers så att de dumpas på en metallskiva innan
de hinner bli accelererade av själva linjäracceleratorn. Genom att dumpa de
oönskade elektronerna när de har låg energi istället för att förlora dem när de
har full energi så minimeras strålningsnivåerna i anläggning. Detta skyddar
både personal och känslig elektronisk utrustning.

När de laddade elektronklungorna cirkulerar i ringarna omges de av elektromag-
netiska fält. Under speciella resonansförhållande kan elektronklungorna påverka
varandra via dessa elektromagnetiska fält (även kallade wakefields) och driva
koherenta oscillationer i elektronstrålen. När sådana oscillationer är exciterade
säger man att strålen är instabil. Resultatet blir att den effektiva strålstor-
leken och energispridningen ökar. För att hålla strålen stabil är så kallade
bunch-by-bunch feedbacksystem installerade i båda ringarna. Dessa system
mäter elektronklungornas positioner i alla tre planen och applicerar därefter
korrigerande signaler till strålen via RF-kickers som dämpar dess oscillationer.
Bunch-by-bunch feedbacksystemen presenteras även i denna avhandling.

Ett tredje system som presenteras i denna avhandling är diagnostikstriplines
med tillhörande utrustning. Dessa är RF-kickers som är installerade i båda
lagringsringarna och de används främst för att excitera elektronstrålen i det
horisontella och vertikala planet. Denna excitation gör att man kan mäta elek-
tronstrålens respons och därmed bestämma många av dess egenskaper.
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Chapter 1

Introduction

I started working in the MAX IV RF group in August 2011. During that time,
the three storage rings, MAX I-III, at the old MAX-lab facility were still in
operation, and the construction workers had just started to dig in the ground at
the location what is now the MAX IV facility. Today, MAX IV is in operation
and delivers light to external users. It has been exciting to take part in the
commissioning of the LINAC and the two storage rings, as well as designing
and installing subsystems that are now used in the accelerator. After a year
at MAX IV, I was given the opportunity to do PhD studies and to write a
thesis about the projects that I was working on. Since I wanted to specialize
in RF technology and electromagnetic field theory, I chose to register as a PhD
student at the department of Electrical and Information Technology. I include
three projects that I have been working on in this thesis; the chopper system,
the bunch-by-bunch feedback system, and a diagnostic stripline. What these
systems have in common is that some of their key components are RF kickers.
The scope of this thesis is therefore on the design and implementation of RF
kickers in MAX IV.

MAX IV consists of two electron storage rings that are injected from a full-
energy LINAC. In order to reduce the radiation levels in the facility, only elec-
trons that can be captured in the rings during injection are accelerated in the
LINAC. The electron source during injection is a thermionic RF gun. Most of
the electrons emitted by the gun are lost if they are accelerated further since
they have the wrong time structure. The purpose of the chopper system is to de-
flect and dump these undesired electrons before they reach the first accelerating
structure in the LINAC.

The electron beams that are circulating the two rings are bunched with a 100
MHz structure. During certain resonance conditions, the bunches can couple
to each other via wakefields and drive so called coupled-bunch mode instabili-
ties. These instabilities have a degrading effect on the beam quality since they
increase the effective emittance and the energy spread. The bunch-by-bunch
feedback system damps these instabilities by sampling the motion of each sin-
gle bunch and then applying correcting kicks to them via feedback kickers.

Several diagnostic devices are needed for stable operation of electron storage
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rings. One such diagnostic device is a stripline that can be used as a passive
device that monitors the beam motion. It can also operate as an RF kicker and
excite the beam so that some of the beam parameters can be measured. The
diagnostic stripline has mainly been used to excite coherent oscillations of the
beam during so called betatron tune measurements in the two storage rings.

An overview of the MAX IV facility is presented in Chapter 2. The basic
physics of RF kickers are explained in Chapter 3. In that chapter, some exam-
ples of typical applications for RF kickers in accelerators are also presented. A
brief overview of the RF kickers in MAX IV are given in Chapter 4. The papers
included in this thesis give a detailed descriptions of the projects.
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Chapter 2

MAX IV

The MAX IV Laboratory is a Swedish national research facility located in Lund.
MAX IV was inaugurated in June 2016, and consists of two electron storage
rings for production of synchrotron radiation, and a Linear Accelerator (LINAC)
[1]. Figure 2.1 shows an overview of MAX IV.

Figure 2.1: An overview of the MAX IV facility. Drawing by Johnny Kvistholm.

2.1 Storage Rings

The purpose of the two MAX IV storage rings is to produce synchrotron ra-
diation in the spectral range from UV to hard X-ray. Scientists in areas such
as biology, chemistry, engineering, environment, geology, medicine, and physics
can use this light to examine molecular structures and surfaces.

A charged relativistic particle emits synchrotron radiation in its propagation
direction when it is accelerated radially. As an example, a charged particle
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2.1 Storage Rings

beam emits a burst of radiation when it is deflected by a dipole magnet (the
acceleration is here perpendicular to the propagation vector), as illustrated in
Figure 2.2 (a). This dipole light can be extracted to an experimental station
and used for scientific measurements. The downside with dipole light is that
the emitted light cone is very wide in the horizontal plane. If the particle beam
instead passes a so called Insertion Device (ID), as shown in Figure 2.2 (b),
the emitted light cone becomes more compact and intense. An ID consists of
a periodic array of dipole magnets, and the intensity of the emitted light is
built up as the beam wiggles through the structure. The two types of IDs are
wigglers and undulators. The wiggler has a higher bending strength and by
that the emitted spectra becomes broad and similar to that of a dipole, while
the undulator spectra consists of a fundamental spectral line and its harmonics.

The MAX IV storage rings have been designed for low emittance and high
brilliance (especially the 3 GeV ring). The emittance measures the beam size
in phase space, and can be seen as the "temperature" of the beam. In the
horizontal plane, the emittance is defined as εx = σxσ

′
x, where σx and σ′x

are the horizontal beam size and divergence, respectively at a given position.
Similar, the vertical emittance is defined as εy = σyσ

′
y. The unit of emittance

is meter radians.
The brilliance, B, is a measure of the quality of the synchrotron light, and it

is given by

B =
F

4π2εxεy
(2.1)

Here F is the photon flux, which is the number of photons emitted per second
normalized to a ring current of 1 A. F is often defined over a photon energy
bandwidth of 0.1 %. The brilliance is proportional to the inverse of the hori-
zontal and vertical emittance and hence it is crucial to obtain a low emittance
in synchrotron light sources.

2.1.1 3 GeV Ring

The 3 GeV ring has a circumference of 528 m, and is optimized for production of
high-brightness hard X-ray light. This ring has an ultra-low emittance. At the
maximum design current of 500 mA the emittance in the horizontal plane will
vary between εx = 221 pm rad and εx = 372 pm rad, depending on the number
of installed IDs (the extra radiation losses introduced by the IDs decrease the
emittance) [3]. The vertical emittance varies between εy = 2 pm rad and
εy = 8 pm rad depending on the demands from the users. The low emittance
is obtained mainly thanks to the designs of the magnets and RF systems. The
beam commissioning of the 3 GeV ring started in the autumn of 2015.

The 3 GeV ring has a 20 fold symmetry, and the magnet layout in each such
section (achromat) is shown in Figure 2.3. The emittance in a storage ring scales
roughly as ε ∝M−3, whereM is the number of bending magnets (dipoles). For
that reason, the 3 GeV ring employs so called multibend achromats, where
each achromat has seven dipoles (see Figure 2.3). By increasing the number
of dipoles, the number of higher order magnets, such as focusing quadrupole
magnets, must also increase. This requires a very compact magnet design, and
this is achieved by using very small beam pipes (the inner diameter of the
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MAX IV

circular beam pipe is only 21 mm at the magnet blocks) [4]. The magnets are
integrated into larger iron blocks.

(a) (b)

Figure 2.2: Synchrotron radiation emitted when a charged particle beam passes
a dipole magnet (a), and an ID (b). The figures are take from [2].

Figure 2.3: A magnet diagram showing one of the 20 achromats in the 3 GeV
ring. The blue blocks are the bending dipoles, and the red blocks are focusing
quadrupoles. The function of the sextupoles (green) and octupoles (brown) are
to compensate for non-linear effects. The figure is taken from [3].

The electrons lose energy when they emit synchrotron radiation. The 3
GeV ring will in its final configuration be equipped with six accelerating RF
cavities to compensate for the radiation losses and to keep the beam energy
constant [5]. The cavities operate at a relatively low frequency of 100 MHz,
and commercial solid-state FM transmitters provide them with RF power. Due
to the RF system, the electron beam is bunched with a 100 MHz structure.
Thus, there are 176 electron bunches, with an intermediate distance of 3 m,
in the ring. In addition to the accelerating cavities, there are three harmonic
(Landau) cavities that operate at 300 MHz. Unlike the acceleration cavities,
the Landau cavities are passive, and the accelerating fields are excited by the
beam itself, and not by external RF sources. When introducing the Landau
cavities, the accelerating field gradient seen by the bunches is reduced (during
ideal conditions, the gradient is zero) which increases the bunch length. By
elongating the bunches, the particle density decreases and that reduces the
effects of intrabeam scattering, which is particle collisions that blows up the
transverse emittance. The longer bunches also reduce the growth rates of so
called coupled-bunch mode instabilities (see Paper IV).

The 3 GeV ring has currently four undulators and one wiggler. Three of the
undulators have delivered light to external users since the spring of 2017. The
ring will host 19 IDs when fully equipped.
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2.2 LINAC

2.1.2 1.5 GeV Ring

The 1.5 GeV ring is optimized for production of light in the IR to the soft X-ray
spectral range. It will mainly serve the same type of users that were doing
experiments at the old MAX II and MAX III rings. The circumference of this
ring is 96 m, and the maximum design current is 500 mA, i.e. the same as in
the 3 GeV ring. Beam commissioning started in the autumn of 2016. A replica
of the MAX IV 1.5 GeV ring has been built at the SOLARIS facility in Krakow,
Poland [6].

This ring also has a compact magnet design with multiple magnets integrated
into iron blocks. There is a 12-fold symmetry, and each achromat has two dipoles
[4]. The horizontal and vertical emittance is around εx = 6 nm rad and εy = 60
pm rad, respectively. The RF system is similar to that in the 3 GeV ring, but
due to the lower radiation losses in this ring, only two acceleration cavities and
two Landau cavities are installed. The 1.5 GeV ring has not yet delivered light
to any users, and the commissioning of the first three undulators will start in
the autumn of 2017. When fully equipped, this ring can host 10 IDs.

2.2 LINAC

The MAX IV LINAC is approximately 300 m long, and can accelerate electrons
to energies above 3 GeV. It operates both as an injector for the two storage
rings and as a source of short electron bunches [7]. The acceleration occurs in
39 5.2m long multi-cell copper structures. The structures are fed with 4 µs long
3 GHz pulses that are delivered by 20 klystron amplifiers. These RF pulses are
compressed in so called SLED systems before they are fed to the accelerator
structures. The maximum rms RF power in a pulse can reach values above 200
MW. An overview of the LINAC is shown in Figure 2.4.

When injecting into the rings, the electron source is a so called thermionic
RF gun that generates 1 µs long electron pulses at a heated cathode. Before
entering the first accelerator structure, most of that charge is removed by a
chopper system and an energy filter, so that the remaining electron pulse has
a time structure that matches the ring it is to be injected in (see Paper II).
The remaining electron pulse is then accelerated until it has an energy of 1.5
GeV or 3 GeV, and then injected into the corresponding storage ring from its
extraction point (see Figure 2.4). During ring injections, the LINAC is pulsed
with a maximum repetition frequency of 10 Hz.

When not injecting, the LINAC delivers short high-intensity electron bunches
to the Short Pulse Facility (SPF) that is located at the end of the LINAC
(see Figure 2.4). The SPF contains an undulator that is able to generate very
short and intense X-ray pulses that can be used for time-resolved measurements
at its experimental station. This is a great complement to the synchrotron
light that is produced in the two storage rings. When delivering to the SPF,
the electron source is a so called photo-cathode RF gun, where a single high-
intensity electron bunch is generated by a laser pulse that hits a copper surface
[8]. Before reaching the SPF, the bunch is compressed in two magnetic bunch
compressors (see Figure 2.4), and it will be possible to produce light pulses
that are shorter than 100 fs at the SPF. After future upgrades, the LINAC can
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MAX IV

operate with a maximum repetition frequency of 100 Hz when delivering beam
to the SPF.

There are plans to construct a Free Electron Laser (FEL) parallel to the
SPF [9]. In a FEL, the electrons in a single bunch are energy modulated until
a micro bunch structure within the bunch appears. When a bunch with ran-
domly distributed electrons propagates in an undulator, the emitted light will
be (almost) monochromatic, but the fields emitted by the electrons along the
bunch do not add up coherently. The power of the emitted light is therefore
proportional to the number of electrons within the bunch, N . The electrons in
a bunch with the micro bunch structure will however emit radiation coherently,
and the power of the emitted light is therefore proportional to N2. This is
illustrated in Figure 2.5.

Figure 2.4: A simplified overview of the MAX IV LINAC. The picture is taken
from [7].

Figure 2.5: The incoherent undulator radiation emitted from a bunch with
randomly distributed electrons (left), and the coherent radiation from a bunch
with a micro bunch structure (right). The picture is taken from [10].
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Chapter 3

RF Kickers in Accelerators

In this chapter, the basics physics of an RF kicker is explained. Some examples
of common applications for RF kickers in accelerators are also presented. A
more detailed report on kicker properties is given by [11].

3.1 Basic Working Principles of an RF Kicker

An RF kicker can be seen as a black box with a beam inlet and outlet, as shown
in Figure 3.1. An RF signal with the rms power P is applied to the kicker
via a waveguide. The signal induces electromagnetic fields within the kicker
boundaries.

Figure 3.1: A black box model of an RF kicker.

The momentum of a particle is given by p = m0γv, where m0 is the rest
mass of the particle, v its velocity, γ = 1/

√
1− (v/c0)2 is the Lorentz factor,

and c0 is the speed of light. When a particle with charge q passes through a
kicker it experiences the Lorentz force

F =
dp

dt
= q(E + v ×B) (3.1)

where E and B are the electric field and magnetic flux density inside the kicker,
respectively. If we assume that the electromagnetic fields of the kicker are con-
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3.1 Basic Working Principles of an RF Kicker

tained in the volume where −L < z < L (see Figure 3.1), the total momentum
gain of the particle when it passes the cavity is

∆p = q

∫ t+L

t−L

(E + v ×B)dt (3.2)

Here t−L and t+L are the times when the particle passes z = −L and z = L,
respectively. It is often convenient to separate longitudinal kickers from trans-
verse kickers. For the longitudinal and transverse kicker, ∆p corresponds to
changes ∆p|| of the longitudinal momentum and ∆p⊥ of the transverse mo-
mentum. In reality, purely longitudinal or transverse kickers do not exist due
to mechanical tolerances of the kicker, fringing fields, and misalignments of the
vacuum chamber and the particle beam, etc. In a real accelerator, the beam
will therefore experience a momentum change in all three planes when passing
the kicker.

In electron accelerators, one can in most applications assume that the beam
is ultrarelativistic and propagates along the z-axis with a velocity v = βc0ẑ,
where β ≈ 1. The analysis can be simplified further by using a constant-velocity
and a straight-line motion approximation. This implies that the momentum
change introduced by the kicker is relatively small, thus |∆p| � |p|. It is
often convenient to work with phasors when analysing RF component so that
the electromagnetic fields have a ejωt time dependence, where ω is the angular
frequency of the sinusoidal input RF signal. The longitudinal and transverse
voltage gain of an electron when passing a kicker are then defined as

V|| =

∫ L

−L
Ez(z)ejkzdz (3.3)

V⊥ =

∫ L

−L
(E⊥(z) + βc0ẑ ×B⊥(z))ejkzdz (3.4)

Here k = ω/βc0 is the wavenumber of the beam, and E(z) and B(z) are the
electromagnetic fields along the z axis at the time when the ultrarelativistic
electron reaches z = 0. Note that both E(z) and B(z) are complex vectors,
and they can for example have their own ejkzz dependency if the kicker is
a travelling wave structure, where kz is the wavenumber of the propagating
fields. Also note that V⊥ is not a voltage strictly speaking, but the transverse
work per unit charge since some of the forces come from a magnetic field. The
longitudinal and transverse momentum gain can now simply be obtained as
∆p|| = qe<(V||)/βc0 and ∆p⊥ = ê⊥qe<(V⊥)/βc0, respectively, where qe is the
electron charge, and ê⊥ is the unit vector of the transverse momentum change.
For a longitudinal kicker, it is sometimes more convenient to use energy instead
of momentum, and the energy change is then ∆W = qe<(V||). Similar, the
deflection angle is often a parameter used for a transverse kicker which is given
by Θ = qe<(V⊥)/W , where W = m0γc

2
0 is the energy of the electron.

A figure of merit of the kicker is its shunt impedance, which measures the
effectiveness to produce a voltage for a given input power, P . The longitudinal
and transverse shunt impedances, R|| and R⊥, are given by (3.5) and (3.6),
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respectively1. The shunt impedance is often (but not always) a parameter that
should be maximized when designing an RF kicker.

R|| =
|V|||2
2P

(3.5)

R⊥ =
|V⊥|2
2P

(3.6)

The two most common types of RF kickers that are used in accelerators are
striplines and microwave cavities. Other types exist, but the focus of this theses
is on these two types.

In the accelerator community, a vacuum chamber with one or more electrodes
(also called strips) that can interact with the beam is often referred to as a
stripline. For stripline kickers, one end of each electrode is fed with an input
signal, and the other electrode end is normally terminated with the reference
impedance of the RF system (often 50 Ω). The electromagnetic fields that
interact with the beam propagate in parallel with the electrodes, as illustrated
in Figure 3.2 (a). From a circuit perspective, a stripline electrode can be seen as
an extension of the coaxial waveguides at the upstream and downstream ends.
Therefore, a stripline can be made very broadband as long as no significant
impedance mismatch exists between the coaxial waveguides and the electrodes.
Striplines are often used as transverse kickers, but they can also operate as weak
longitudinal kickers, as shown in Paper IV.

Microwave cavities that are used as RF kickers are resonance structures en-
closed by metal walls that confine the electromagnetic fields inside the cavity.
Unlike striplines, microwave cavities are narrowbanded devices that can only
be excited at their resonance frequencies. To each resonance frequency belongs
an electromagnetic field that can be determined by solving Maxwell’s equations
in the confined volume. We refer to the electromagnetic field of a resonance as
the eigenmode. The eigenmode is excited by an external source via a coupler
(typically a loop, a waveguide slot, or a probe). When the charged particles
pass through the cavity volume via beam pipes, they interact with the stored
electromagnetic fields, as illustrated in Figure 3.2 (b). There exist many dif-
ferent cavity types in the accelerator community, and they can be single-cell or
multi-cell, normal conducting or superconducting. Microwave cavities are used
both as longitudinal and transverse kickers, and their stored fields can provide
much higher shunt impedances than striplines. One drawback with cavities
compared to striplines is the much longer rise and fall times of the fields, and
cavities are therefore not suitable for applications that require very short rise
and fall times.

1There exist several definitions of the shunt impedance in the literature. For cavities, it
is common to define the longitudinal shunt impedance as |V0|2/2P , where V0 =

∫ L
−L Ez(z)dz

is the instantaneously voltage. With this definition, the transit-time of the particle is not
considered. V0 relates to R|| in (3.5) as R|| = |V0T |2/2P , where T = |V||/V0| is called the
transit-time factor, and V|| is the longitudinal voltage as it is defined in (3.3). For LINAC
structures, the shunt impedance (sometimes called the "effective shunt impedance") is often
defined as |V|||2/P , thus a factor 2 greater than in (3.5) [12]. For LINAC structures, it is also
common to use the definition shunt impedance per unit length. Similar definitions exist for
the transverse shunt impedance.
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(a) (b)

Figure 3.2: A stripline that is operating as a vertical kicker (a), and a microwave
pillbox cavity that is operating at its TM010 mode as a longitudinal kicker (b).

3.2 Applications for RF Kickers

Some common applications for RF kickers in accelerators are listed in this chap-
ter. Note that RF cavities that are used for acceleration and for bunching
charged particle beams are normally not considered RF kickers, even though
they provide a longitudinal kick, ∆p||, as described above.

3.2.1 Transverse RF Separators

Transverse RF separators can be used to separate the bunches in a bunched
beam to different beamlines or to combine two (or more) bunched beams into
a single beam. A good example of such an application is the Compact Linear
Collider (CLIC) project [13], where the drive beam is initially bunched with a
0.5 GHz structure, and then split up and recombined in several steps so that
the final drive beam has a 12 GHz structure. Figure 3.3 shows the CLIC delay
loop where the bunch structure of the drive beam is increased from 0.5 GHz to
1 GHz.

Another application for transverse RF separators is to separate particles of
different masses in a secondary beam during experiments in nuclear physics [14]
[15]. The secondary beam can for example be the product when a (primary)
charged particle beam hits a target. This collision results in a burst of particles
with different masses that are deflected differently by the kicker fields.

Many chopper systems can also be considered to be transverse RF separators
since they dump charged particles that are outside a preferred time window
and/or have undesired energies. In the MAX IV chopper, S-band bunches that
can not be captured in the ring buckets during injection are vertically deflected
and dumped before they enter the main LINAC, as described in Papers I, II,
and III.
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Figure 3.3: An overview of the CLIC delay line where the bunch structure is
increased from 0.5 GHz to 1 GHz by using deflecting cavities. The figure is
taken from [13].

3.2.2 Bunch Length Diagnostics

A transverse RF kicker can be used as a diagnostic tool for bunch length mea-
surement if the bunch is deflected off-crest so that its centroid experiences a net
deflecting kick that is zero. The head and tail of the bunch will then obtain
transverse kicks in opposite directions. The chirped bunch is then projected on
a downstream located screen, as illustrated in Figure 3.4. As seen, the trans-
verse size of the projected beam is proportional to its bunch length. This set-up
makes it possible to measure time-correlated parameters, such as the longitu-
dinal bunch profile and the transverse slice emittance of the bunch. Measuring
these parameters is especially useful in free electron lasers, where it is important
to produce short high-intensity bunches with low emittance. In order to achieve
a high temporal resolution in the measurements, the required transverse voltage
of the kicker is often relatively high. Multi-cell transverse deflecting cavities are
therefore commonly used due to their high shunt impedances. A transverse de-
flecting cavity for bunch length diagnostics in the MAX IV LINAC is currently
being developed.

Figure 3.4: The working principle of a transverse deflecting cavity that is used
for bunch length diagnostics. The figure is taken from [16].

13



3.2 Applications for RF Kickers

3.2.3 Feedback Kickers

RF kickers can also be used as feedback kickers to correct the motion of a particle
beam. A good example of such an application is a Bunch-By-Bunch (BBB)
feedback system that is used in many electron storage rings to suppress coupled-
bunch mode instabilities. Here, it must be possible to provide a corrective kick
to a single bunch, while affecting the motion of the neighbouring bunches as
little as possible. Fast kickers (also known as actuators) with low rise/fall times
are therefore used. Typically, striplines provide the feedback in the transverse
plane, while overloaded cavities are providing feedback in the longitudinal plane.
The BBB feedback systems at MAX IV are described in Chapter 4.2 and in
Paper IV.

3.2.4 Bunch Excitation in Storage Rings

The beam in a storage ring can be excited by RF kickers in order to study the
beam response. It is then common to measure the betatron and synchrotron
tunes of the beam, which are the number of transverse and longitudinal oscil-
lations the particles perform per revolution, respectively. In its most simple
measurement set-up, the excitation signal is swept at the RF kicker (often
a stripline), and the magnitude response from a beam pick-up is monitored
with a spectrum analyzer. When the excitation signal is swept over the beta-
tron/synchrotron frequency, the magnitude response is maximized, as described
in Paper VII. If instead a vector network analyzer is used to both generate the
excitation signal and to monitor the beam, the phase response can also be ob-
tained. With this information available, the beam transfer function can be
calculated, which enables measurements of other parameters such as the beam
impedance, as described in [17]. The tunes and beam transfer function can also
be obtained by exciting and monitoring the beam with most modern digital
BBB feedback systems.

Another application where an RF kicker is exciting the ring bunches is Pulse
Picking by Resonant Excitation (PPRE), that was developed at BESSY-II [18].
In PPRE, an RF kicker excites the electrons in a single bunch close to the
betatron frequency. This drives incoherent oscillations of the electrons, which
increases the emittance and thereby the divergence of the light emitted by the
excited bunch. By using an adjustable knife-edge aperture at the beamlines,
one can dump the light emitted by the non-excited bunches while a fraction of
the light emitted by the excited bunch enters the experimental stations. This
is illustrated in Figure 3.5. The beamlines with inserted apertures enables time
resolved experiments that require pulsed synchrotron light with a repetition rate
that is lower than the bunch repetition frequency. The other can still benefit
from the much higher photon flux that multi-bunch experiments offer. The
average brilliance for the users that are performing multi-bunch experiments
during PPRE operation is only slightly decreased since only the emittance in
one single bunch is increased. There are plans to implement PPRE in the MAX
IV 1.5 GeV ring, and initial PPRE experiments have already been performed
where the BBB feedback system in the 3 GeV ring excites the bunches [19].

14



RF Kickers in Accelerators

Figure 3.5: The light cone emitted by an excited and non-excited (regular)
bunch that passes an undulator during PPRE operation. The light from the
non-excited bunches is dumped by an adjustable knife-edge aperture. The figure
is taken from [18].

3.2.5 Crab Cavities in Colliders

In circular colliders, such as the Large Hadron Collider (LHC), two counter-
rotating particle beams are propagating in two separate chambers. The two
beams cross each other with a crossing angle at one or more interactions regions
(IRs), where the collisions occur. It is possible to rotate the bunches of the two
beams around their barycentres with so called crab cavities before and after the
IRs, as illustrated in Figure 3.6 (a). By doing so, the overlap of the two beams
is maximised at the collision points, and that increases the luminosity of the
collider. Crab cavities will be installed around the IRs of the ATLAS and CMS
detectors in the High-Luminosity LHC (HL-LHC), which is the future upgrade
of LHC. Two different cavity designs, the Double Quarter Wave (DQW) and
the RF Dipole (RFD), are here being evaluated in parallel, and they can both
be seen in Figure 3.6 (b). Both designs are superconducting single-cell cavities
made of niobium.

Crab cavities can also be used in linear colliders to increase the efficiency of
the head-on collision. For example, the crab cavities in CLIC will be normal
conducting travelling wave multi-cell structures [20].

(a) (b)

Figure 3.6: (a) shows how the overlap between two beams at the collision point
can be increased by using crab cavities. (b) shows the two superconducting crab
cavity designs that are being evaluated for the HL-LHC upgrade. The figures
are taken from [21] and [22].
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Chapter 4

RF Kickers in MAX IV

This chapter describes the RF kickers, and their corresponding systems, that
are installed in MAX IV.

4.1 The Chopper System

As mentioned in Chapter 2, the electron source during ring injections is a
thermionic RF gun. The gun delivers an electron pulse with a length of ≈ 1 µs
that is bunched with an S-band (3 GHz) temporal structure. However, only
a fraction of that charge can be captured in the ring buckets during injection
since most of the electrons have too low energies and/or are within the wrong
time structure. The undesired electrons are therefore dumped in the thermionic
pre-injector before they reach the main LINAC, where they are accelerated to
their final energy. The advantage of dumping the undesired electrons in the
thermionic pre-injector, where they have energies below 3 MeV, is that the ra-
diation levels in the facility is reduced compared to the case where they would
have been dumped at higher energies. The undesired electrons are dumped by
a chopper system in combination with an energy filter, as described in Papers I,
II, and III. The basic components of the chopper system can be seen in Figure
4.1.

In order to achieve a high injection efficiency, the electron pulse that enters
the main LINAC must have a 100 MHz time structure that is synchronized to
the buckets of the ring. The 100 MHz structure is created by a stripline that
is fed with a superposed signal consisting of one 100 MHz, one 300 MHz, and
one 700 MHz signal. By adjusting the amplitudes and phases of these three
signals, it is possible to change the number of S-band bunches that are injected
into each ring bucket. The undesired electrons are deflected and dumped at
a downstream located collimator scraper. The second chopper stripline is fed
with two high-voltage pulses that determine the length of the electron pulse
that is accelerated in the main LINAC, i.e. the number of ring buckets that
are injected. Figure 4.2 (a) shows the striplines in the thermionic pre-injector,
and Figure 4.2 (b) shows the bi-polar BPM signal when injecting into ten ring
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buckets. An identical copy of the chopper system is installed in the SOLARIS
LINAC, and they are currently commissioning their system.

Figure 4.1: The basic components of the chopper system.
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Figure 4.2: (a) shows the chopper striplines in the MAX IV thermionic pre-
injector. (b) shows the bi-polar BPM signal, uBPM(t), obtained in the end of
the LINAC when injecting into ten ring buckets. Note the 100 MHz structure
in the electron pulse.

4.2 The Bunch-By-Bunch Feedback System

In order to provide high-brightness synchrotron light to the users, the stored
electron beam has to be stable in all three planes. Since the electron bunches
couple to each other via wakefields, they can under certain resonance condi-
tions drive coherent coupled-bunch oscillations. Such phenomena are known as
Coupled-Bunch Mode Instabilities (CBMIs). They can both increase the effec-
tive emittance and the energy spread of the beam. This decreases the brilliance
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of the produced light. The oscillations driven by CBMIs are damped with nega-
tive feedback applied by a Bunch-By-Bunch (BBB) feedback system. The BBB
feedback system in the 3 GeV ring is currently in operation, while the feedback
system in the 1.5 GeV ring will be commissioned in the autumn of 2017. Figure
4.3 shows a simplified block diagram of a BBB feedback system that is operating
in the vertical plane. The displacement of each individual bunch from its ideal
orbit is measured at a Beam Position Monitor (BPM). This displacement signal
is sampled by a signal processing unit that calculates the correction signal for
each bunch. The correction signals are then amplified and sent to the bunches
via kickers.

Figure 4.3: A simplified block diagram of a digital BBB feedback system.

The kickers in the BBB feedback system are also known as actuators. Two
striplines are used in the 3 GeV ring to provide feedback in the horizontal, ver-
tical, and longitudinal plane. After the 2017 summer shut-down, the feedback
in the longitudinal plane will instead be provided via a waveguide overloaded
cavity kicker. Figure 4.4 shows the striplines and the overloaded cavity when
they are installed in the 3 GeV ring. The design of the actuators and the layout
of the BBB feedback system in the 3 GeV ring are described in Papers IV,
V, and VI. Here, it is also shown that CBMIs have a degrading effect on the
quality of the light at the beamlines, and that the BBB feedback system can
suppress the CBMIs.

4.3 Diagnostic Striplines

Striplines can both excite and monitor the beam. Therefore, they can be used
for several applications. The two MAX IV storage rings and the SOLARIS ring
are equipped with one diagnostic stripline each. At MAX IV, these striplines
have mainly been used for betatron tune measurements. Figure 4.5 shows the
stripline that is installed in the 1.5 GeV ring. The number of horizontal/vertical
betatron oscillations that an electron perform around its ideal orbit during one
revolution in a circular accelerator is called the horizontal/vertical betatron
tune. It is important to monitor the tunes regularly since deviations from their
operation values indicate that the properties of the accelerator have changed.
This can for example be caused by a faulty magnet power supply. If the beam
is stable, the electrons perform betatron oscillations incoherently. Therefore,
the stripline excites the beam so that the electrons oscillate coherently at their
betatron frequencies, and the tunes can now be measured by using the signal
from a BPM. Unlike the striplines in the BBB feedback system, the diagnos-
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(a) (b)

Figure 4.4: The actuators for the BBB feedback system. (a) shows the two
striplines in Achromat 08, and (b) shows the overloaded cavity in Achromat 11.

Figure 4.5: The diagnostic stripline in the MAX IV 1.5 GeV ring.

tic striplines have four electrodes each. This makes it possible to change the
polarization of their deflecting fields by adjusting the amplitudes and phases
of the RF signals that are fed to the electrodes. This is for example useful
when monitoring the transverse tunes since it becomes easy to separate the two
planes from each other. The diagnostic stripline in the 1.5 GeV ring will also
be used as an actuator in all three planes for its BBB feedback system after the
2017 summer shut-down. The design of the diagnostic striplines are presented
in Papers VII and VIII.
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Comments on the Papers

I A Chopper System for the MAX IV Thermionic pre-Injector
In this paper, the initial design of the chopper system is presented. The
injection requirements and the advantages of a chopper system are ex-
plained. The design and measurements of the chopper striplines are pre-
sented, as well as the set-up of the chopper system and two stripline
driving schemes. Measurements of the electron pulses and charge projec-
tions when operating with the chopper system are also shown here. These
measurements were obtained at a test set-up at the old MAX-lab facility.
My contributions: I have done the design and analysis of the stripline kick-
ers, the implementation of the chopper system, and all the presented mea-
surements. I am the main author of this paper and I wrote the manuscript.
The co-authors were part of the commissioning team of the pre-injector,
and they have served as advisories.

II New Features of the MAX IV Thermionic pre-Injector
This paper presents the complete MAX IV thermionic pre-injector which
delivers the electron pulses to the main LINAC during ring injections.
Compared to the paper above, the analysis and versatility of the chopper
system are extended and all the measurements are now performed in the
actual MAX IV LINAC.
My contributions: The first authorship of this paper is shared with my
colleague Joel Andersson. Joel has mainly been focusing on simulations
of the electron beam, the gun, and the optics, while I have focused on the
chopper and the surrounding RF systems. I have investigated different
driving schemes of the chopper that allow us to adjust the number of ring
buckets that are injected and how many S-band bunches that are injected
into each ring bucket during a LINAC shot. Here, I show that the driving
schemes can be optimized analytically by assuming that the transverse
charge distribution of the S-band bunches that pass the energy filter is
Gaussian. I have also verified the driving schemes with measurements
of the current throughput and charge projections on YAG screens. The
measurements of the RF pulses from the klystron and in the gun have been
done together with Joel. I have written more than half of the manuscript,
and Joel the rest. The other co-authors served as advisories.
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III Commissioning Status of the Chopper System for the MAX IV
Injector
This paper describes how the chopper system has operated during beam
commissioning of the storage rings. The charge distribution of the in-
jected electron pulses are measured in the LINAC by using BPM signals
and YAG screens.
My contributions: I have done the analysis, the measurements, and writ-
ten the manuscript. The co-authors are part of the LINAC commissioning
team, and they served as advisories. I presented this work at a conference.

IV The Bunch-by-Bunch Feedback System for the MAX IV 3 GeV
Ring
In this technical report, the bunch-by-bunch feedback system in the 3 GeV
ring is described. The actuators of the feedback system are two striplines
and a waveguide overloaded cavity. The design, as well as measurements,
of these components are presented. A short introduction to the physics
of coupled-bunch mode instabilities, and how a digital bunch-by-bunch
feedback system works are also given. Finally, some measurements are
presented that show the degrading effect coupled-bunch mode instabili-
ties have on the beam quality, and how the feedback system can suppress
them.
My contributions: I have done the RF design and analysis of the striplines
and the cavity, the design and construction of the stripline back-end, all
the presented measurements, and written the manuscript. The mechan-
ical design of the striplines and the cavity was made by Karl Åhnberg.
The measurements at BioMAX and the diagnostic beam line presented
in Section 6.3.2 were assisted. The commissioning of the bunch-by-bunch
feedback system has been a long process, and has mainly been done to-
gether with Åke Andersson, Francis Cullinan, Pedro Fernandes Tavares,
and Dmitry Teytelman. The co-authors of this paper served as advisories.

V Design and Implementation of Stripline Feedback Kickers in
the MAX IV 3 GeV Ring
This paper explains how bunch-by-bunch feedback is applied in all three
planes via two stripline kickers in the 3 GeV ring. The stripline design is
discussed, and simulation results are compared to measurements. Initial
results from instability studies in the 3 GeV ring are also discussed.
My contributions: I have done the analysis, RF design and simulations
of the stripline kickers, and all the presented measurements. I have also
written the manuscript. With the exception of the mechanical design of
the striplines, which was made by Karl Åhnberg, the paper is entirely my
own work. Lars Malmgren served as an advisory. I presented this work
at a conference.

22



Comments on the Papers

VI A Waveguide Overloaded Cavity Kicker for the MAX IV
Bunch-by-Bunch Feedback System
This paper describes the design of the waveguide overloaded cavity kicker
for the 3 GeV ring that will provide feedback in the longitudinal plane.
The requirements of the kicker are explained, and simulation results are
presented.
My contributions: I have done the analysis, RF design and simulations
of the overloaded cavity. I have also written the manuscript. With the
exception of the mechanical design of the cavtiy, which was made by Karl
Åhnberg, the paper is entirely my own work. Lars Malmgren served as
an advisory. I presented this work at a conference.

VII Design of Striplines for the MAX IV and SOLARIS Storage
Rings
This is a detailed technical report on the diagnostic striplines that are
being used in the two MAX IV storage rings and in SOLARIS. Parame-
ters such as kick efficiency, pick-up characteristics and beam impedance
are derived analytically and compared to numerical results. It is shown
that the electromagnetic fields inside the stripline can be obtained with
high accuracy by solving Laplace equation over a 2D cross section. The
design and measurements of two RF networks that are used to change the
excitation polarization of a stripline, and to change the plane that is being
monitored at a BPM chamber are also presented. Initial measurements
on the beam spectrum are also shown, where the beam is excited and
monitored in the transverse plane.
My contributions: I have done the RF design and analysis of the striplines,
the design/construction of the RF networks, all the presented measure-
ments, and written the manuscript. With the exception of the mechanical
design of the striplines, which was made by Johnny Ahlbäck, the paper is
entirely my own work. The co-authors served as advisories.

VIII Design of Stripline Kicker for Tune Measurements in the
MAX IV 3 GeV Ring
This paper presents the initial RF design of the diagnostic stripline. The
kicker and pick-up performances are here obtained analytically, and then
compared to simulations.
My contributions: The paper is entirely my own work. I presented this
work at a conference
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a b s t r a c t

The MAX IV pre-injector will have one thermionic and one photocathode S-band RF gun, where the
former will be used for ring injections. During ring injections, the bunches leaving the pre-injector have
a structure that consists of ten 10 ns bunch trains, each containing three bunches. A chopper system
consisting of two striplines and an adjustable aperture is used, where the desired bunch structure is
obtained by superposing RF signals. The design of the chopper system and the initial tests of the
thermionic pre-injector are presented in this paper.

& 2014 Elsevier B.V. All rights reserved.

1. Introduction

MAX IV will be Sweden's next-generation synchrotron radia-
tion light source and will consist of two storage rings. MAX IV will
be operational and open for users in June 2016. The larger 3 GeV
ring has a circumference of 528 m and the smaller 1.5 GeV ring a
circumference of 96 m. A Short Pulse Facility (SPF) is located at the
end of the injector, and the design also includes an option for a
Free Electron Laser (FEL). The FEL would be a second development
stage of the facility. The injector consists of 39 constant-gradient
traveling-wave S-band LINAC structures that are fed by klystrons
via SLED systems [1]. During ring injections, the electrons are
injected at full energy, i.e. no ramp-up is needed.

The pre-injector consists of one thermionic and one photocathode
S-band RF gun [2] where the former is used during ring injections,
and the latter is generating the high-charge and low-emittance
bunches required for the SPF and FEL. The maximum repetition rate
is 10 Hz during ring injection and 100 Hz during SPF and FEL
operation. Initially, the plan was also to generate bunches for ring
injections in the photocathode gun, but the thermionic gun was
added to the pre-injector since it was considered as a simpler and
more reliable system. Another reason for the change of design was
that MAX-lab already has years of experience of a nearly identical
thermionic gun [3]. A chopper system is needed after the thermionic
gun in order to create the desired bunch structure for ring injections.

2. Bunch structure

Table 1 lists the design parameters of the thermionic pre-injector,
and Fig. 1 shows the desired bunch structure for ring injections.
These parameters are based on the requirements for injections to
the 3 GeV ring which are more narrow than for the 1.5 GeV ring. The
electrons are generated in an in-house developed thermionic RF gun
and have a bunch frequency of f gun ¼ 2:9985 GHz. The buckets in
the rings have a frequency of f ring ¼ 99:93170:5 MHz, and an
average of three bunches are injected into each bucket at a time.
During this 1 ns time window (3� 333 ps), the ring buckets have a
high electron capture efficiency. Ten bunch trains of 1=f ring � 10 ns,
each containing three bunches, are injected in each LINAC shot, thus
the current pulse in each shot is 100 ns long. The frequency of the
bunch trains is locked to fring, which needs to be variable in order to
compensate for temperature contractions/expansions and other
phenomena in the rings. However, f gun is fixed and locked to the
master frequency of the LINAC. That gives rise to a variation of
the distribution of the bunches within the 1 ns time window. Due to
the SLEDs, there is an energy chirp within the LINAC shot, and by
injecting a 100 ns long current pulse, the energy chirp becomes less
than 1.3%. A longer pulse results in a higher energy chirp and this is
the main reason why a longer current pulse is not injected [1]. The
thermionic injector has a maximum repetition frequency of 10 Hz.

The full-energy injector enables top-up injection which means
that by continuous injections the current in the rings can be kept
at a nearly constant level. This is in contrast to the present MAX-
lab where the rings are filled at a lower energy and then ramped
up to the energy of operation. The rings are then dumped and re-
filled when too much of the ring current has been lost. Top-up
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injection has several benefits, such as constant heat loading in
the vacuum chambers, constant signal levels detected by the Beam
Position Monitors (BPMs) and the ability to use more exotic filling
patterns than homogeneous filling. The users would also benefit
from top-up injection since the current is constantly kept at a high
level, which means maximum light flux for their experiments. An
algorithm determines which parts of the rings that require re-
filling in order to maintain a constant current and the desired
charge distribution over the buckets. Many modern light sources
are in the meantime operating with top-up injection [4]. A total
charge of 9 nC is injected every 6 min during regular top-up
operation [5].

Even though homogeneous filling with a 100 MHz bucket
structure is the standard mode of operation, other more exotic
filling patterns have been considered. One possible option is to
run the 3 GeV ring in a so-called camshaft mode. That benefits
experimental stations that require high time resolution. The filling
pattern and bucket distribution in this mode can be made in
different ways, with the common factor that there exists at least
one high-charge bucket that is well separated from the neighbor-
ing buckets. Hence, this requires the ability to also inject a single
bunch train with three bunches per LINAC shot. However, it has
not yet been decided if the camshaft mode option will be
implemented into MAX IV.

Keeping three bunches in a 10 ns bunch train also has the
advantage that it maximizes the 500 MHz Fourier component
detected by the BPM system. This is optimal for the spatial
resolution since 500 MHz is the operating frequency of the BPM
electronics.

Another purpose of the chopper is to reduce the radiation level
in the facility since it removes electrons that otherwise would be
lost at much higher kinetic energy, i.e. removing electrons that
cannot be collected by the ring buckets. This also reduces the
overall beamloading in the LINACs.

3. Stripline design

A design with two planar stripline electrodes (strips) is chosen
since it simplifies the manufacturing process and offers good field
homogeneity, when the separation of the strips is small. Each strip
has a length L¼150 mm, a width w¼15.8 mm, and a thickness
h¼2 mm. They are separated by a distance d¼10 mm, and
attached to N-type coaxial feedthroughs by screws, as seen in
Fig. 2. The pipe chamber is made of stainless steel and the strips of
copper. Both components are manufactured in-house. The strips
are oriented so that the shaking of the beam occurs in the vertical
direction. This is because the allowed vertical emittance is higher

than the horizontal one during ring injections, and the latter
should not be further increased.

The deflecting electric field E? ðrÞ for a TEM mode corresponds
to the transverse field E? ðrÞ ¼ �∇ΦðrÞ for the two-dimensional
geometry in electrostatics. Thus, the scalar potential ΦðrÞ can be
obtained by solving the Laplace equation over a cross-section of
the stripline. Here, COMSOL Multiphysics is used to optimize the
design and match it to the line impedance of 50Ω for the odd TEM
mode. The characteristic impedance of the even TEM mode is
88Ω. Fig. 3 shows ΦðrÞ of the two TEM modes obtained in
COMSOL. The transverse geometry factor, g? ¼ jE? ðρ¼ 0Þjd=2,
for the odd TEM mode is defined as the product of the transverse
electric field in the center and the distance to the strips that are
held at 71 V [6]. In this design, g? ¼ 0:99, thus the field in the
center is close to that between two infinitely long conducting
planes.

The stripline is fed at Port 1 (see Fig. 2 for port numbering)
which is a downstream port. The RF signal is circulated from Port 3
to Port 2 via a cable and an adjustable coaxial phase shifter. These
are tuned to a phase difference of 1801 between the incoming
signals at Port 1 and Port 2 at the frequency f 0 ¼ 100 MHz. Hence,
the propagating mode is an odd TEM mode at frequencies
f ¼ ð1þ2nÞf 0; nAN, i.e. odd harmonics of 100 MHz. The propagat-
ing mode is an even TEM mode when f ¼ 2nf 0; nAN. Port 4 is
terminated with a high-power load. The main advantage of this set-
up, compared to a more traditional solution with a 3 dB 180 degree
hybrid coupler (splitter) after the amplifier, is that the required
power is reduced by almost a factor of two at low frequencies.
A drawback is that the potential at the upper strip will be somewhat
lower due to the extra attenuation in the cable and the coaxial
feedthroughs. This reduces the kick efficiency, the 50Ωmatching of
the strips and the field homogeneity, especially at higher frequen-
cies. However, these effects are minor at frequencies up to 700 MHz,
which can be seen in Fig. 4 where the measured S-parameters of the
stripline are shown.

Since the stripline is pulsed during a couple of microseconds
with the same repetition frequency, 10 Hz, as the gun, the time
average of the resistive losses is low.

4. Creating the bunch structure

Since the RF signal is circulated through both strips, the ideal
voltage function at Port 1, U(t), is

UðtÞ ¼ U0 ∑
1

n ¼ �1
½θðtþτ=2þnT0Þ

Table 1
Design parameters of the MAX IV thermionic pre-injector.

Beam kinetic energy 2–2.5 MeV
Bunch frequency before chopper, f gun 2.9985 GHz

Bunch train frequency, f ring 99.93170.5 MHz
Number of bunches per bunch train 3
Number of bunch trains per LINAC shot 1 or 10
LINAC shot repetition frequency 10 Hz
Total injected charge per top-up injection 9.0 nC

Fig. 1. The desired bunch structure after the chopper (note that the scale is not
proportional).

Fig. 2. Cut through and port numbering of the stripline.
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�θðt�τ=2þnT0Þ

�θðtþτ=2þðnþ1=2ÞT0Þ

þθðt�τ=2þðnþ1=2ÞT0Þ� ð1Þ

where U0 is a constant, θðtÞ is the Heaviside step function and T0 is
the period of the bunch train. τ¼ 2L=c0þtw is the sum of the
stripline rise time and the time window tw where we want to keep
the electrons. In our case, T0 ¼ 1=f ring � 10 ns, and tw � 3�
333 ps� 1 ns (see Fig. 1). The dominant Fourier components of
this function have the frequencies 100 MHz, 300 MHz and
700 MHz. One can obtain the voltage function shown in Fig. 5 by
superposing these three frequency signals, where the 700 MHz
signal is phase shifted 1801 relative to the other two. The ideal
voltage function in Eq. (1) is shown in the same figure.

If N different RF signals are combined and fed into Port 1, the
total transverse voltage gain of the beam, V ? ðtÞ, has the time
dependence

V ? ðtÞ �
40c0g?

d
∑
N

n ¼ 1

ffiffiffiffiffi

Pn
p

sin ðωnL=c0Þ
ωn

cos ðωntþφnÞ ð2Þ

where Pn, ωn and φn are the rms input power, angular frequency
and relative phase of the nth RF signal, respectively. Note that
losses in the stripline are not included in Eq. (2). The vertical
deflection Δy at a distance Δz away from the center of the

stripline is determined by

ΔyðtÞ �ΔαðtÞΔzþy0 �
eV ? ðtÞ
Wtot

Δzþy0 ð3Þ

where ΔαðtÞ is the angular deflection, e is the elementary charge,
Wtot is the total electron energy and y0 is the vertical offset. The
vertical offset y0 can be adjusted by corrector magnets. If the signal
in Fig. 5 is fed to the first stripline with powers P100 MHz ¼ 210 W,
P300 MHz ¼ 490 W, P700 MHz ¼ 140 W, and if the total electron
energy is Wtot ¼ 3 MeV, the vertical deviation of the bunch train
at the aperture is the one in Fig. 6. As seen, three bunches in each
bunch train are located on a flat top, and by using correctors, these
bunches can pass the pre-injector centered in the pipe, while the
rest of the bunches are dumped at an aperture. In this example, it
must be possible to focus the beam within a circle with a diameter
of 1 mm, otherwise some of the neighboring bunches would also
pass. Cavity band pass filters are used for insulation between the
three signals combined in this set-up. The cavity filters are similar
to those used to combine multiple channels in the broadcast
industry and customized for our application.

An alternative is to feed a 300 MHz signal to the first stripline
and a 100 MHz signal to the second. Then, if P100 MHz ¼ 310 W and
P300 MHz ¼ 295 W, the vertical deviation at the aperture can be
seen in Fig. 7. The advantage of this set-up is that a larger aperture
can be used since the vertical separation to the undesired bunches
outside the time window is larger. However, the three bunches are

Fig. 3. The scalar potential ΦðrÞ of the odd (a) and even (b) TEM mode.
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now diverging relative each other and the emittance within the
bunch train is higher.

To achieve a bunch structure that is 100 ns long, when the
signals are combined at the first stripline, two pulsed DC gen-
erators are used to deflect the beam during this period. The two
DC generators have opposite polarities, 7 Û , and are connected to
the downstream ports (Port 1 and Port 2) of the second stripline,
while the upstream ports (Port 3 and Port 4) are terminated. Thus,
no cable is used to circulate the signal when using the DC
generators. The required voltage to deflect the beamΔy at a distance
Δz away from the center of the stripline is given by Eq. (4). In this
case, the distance to the aperture is Δz¼ 84 cm, and with a
transverse deflection of Δy¼ 3 mm, a voltage of Û ¼ 180 V is
required

Δy� 4eg? ÛL
Wtotd

Δzþy0 ð4Þ

When running the 3 GeV ring in camshaft mode, i.e. only
injecting one bunch train per LINAC shot to a specific ring bucket,

the pulse width of the two DC generators is adjusted to a couple of
nanoseconds.

If the set-up is chosen where each stripline is fed with a single
frequency, the amplifiers can be pulsed to define the start of the
bunch structure, while the end of the 3 GHz pulse to the gun
defines the end of the bunch structure. Note that this is not
possible if the signals are first combined using the cavity filters,
since the rise time would be too long. This solution is simpler than
using two pulsed DC generators to feed the second stripline, but
the start of the bunch structure will not be as well defined since
the amplifiers have a longer rise time. Fig. 8 shows the driving
schemes of the two set-ups mentioned above. Note that a hybrid
scheme is also possible where 100 MHz and 300 MHz are com-
bined and fed to the first stripline, and the DC pulses are fed to the
second. By doing that, a wider aperture can be used, and the
100 ns bunch structure is well defined.

In the early phase of commissioning of the new facility when
the ring RF cavities are not in operation, a single 500 MHz signal
can be fed to the first stripline while half of the bunches in each
500 MHz period are dumped. This would maximize the BPM signal
levels, both in the LINAC and in the ring, and thereby maximize the
spatial resolution.

5. Test set-up

The test set-up is almost identical to the planned MAX IV
thermionic pre-injector, and can be seen in Fig. 9. The divergent
beam leaving the gun is focused at the aperture by the first
solenoid, and then re-focused at the center of an Energy Filter (EF)
by the second solenoid. The first solenoid was actually placed
40 cm closer to the gun in the simulations, and will also probably
be so in the final set-up. The aperture consists of a movable plate
with two circular holes with diameters 1 mm and 2 mm. Thus, one
can select the obstacle by adjusting the plate. The plate can also be
removed from the beam pipe. Correctors are placed along the
beam pipe to keep the desired bunches centered. Since the
bunches leaving the gun have a low-energy tail, the EF is included
in the design in order to remove this tail and the low-energy
bunches that are generated in the first part of the 3 GHz RF pulse.
The EF is a copy of the one used in the present MAX-lab injector,
and consists of five quadrupoles, two bending magnets, and a
scraper [3]. The energy discrimination of the EF is adjustable
around a couple of percent. The exiting beam has zero dispersion.
Movable YAG screens with cameras, Current Transformers (CTs)
and a Faraday cup at the pre-injector end are used for beam
diagnostics.

A stripline BPM and a standard button BPM are mounted at the
end of the set-up. These two components are used for diagnostics
in the LINAC and in the rings, and the reason for including them in
the test set-up is to confirm that the BPM electronics can detect
signals strong enough for early commissioning.

6. Results

The tests were performed when the gun was not fully condi-
tioned, and the delivered power level was therefore very low
(5.4 MW compared to a maximum estimated power of 7 MW).
This resulted in a relatively low beam current. Fig. 10 shows the
bunch distribution projected on the YAG screen directly after the
aperture (the plate is not inserted) when using the driving
schemes equivalent to those in Figs. 6 and 7. Here, the exposure
time is longer than the 3 GHz pulse to the gun. Table 2 shows the
peak current, before and after the EF, for different apertures and
stripline driving schemes. The current after the EF measured by a
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Fig. 6. The vertical deviation as a function of time at the aperture when three
signals are combined at the first stripline. Here, P100 MHz ¼ 210 W, P300 MHz ¼ 490 W
and P700 MHz ¼ 140 W. The circles show the distribution of the bunches, and the
area enclosed by the two straight lines corresponds to the aperture. In this case, the
aperture has a diameter of 1 mm.
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Fig. 7. The vertical deviation as a function of time at the aperture when a 300 MHz
signal is fed to the first stripline, and a 100 MHz signal is fed to the second. Here,
P100 MHz ¼ 310 W and P300 MHz ¼ 295 W. The circles show the distribution of the
bunches, and the area enclosed by the two straight lines corresponds to the
aperture. In this case, the aperture has a diameter of 2 mm.
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CT is seen in Fig. 11. Note that physical and digital LP filters are
used to obtain a clean DC signal, so the real fall/rise time is actually
somewhat shorter. As seen in Table 2, the current loss after the EF
is roughly 3% when using the 2 mm hole, and 31% when using the
1 mm hole, compared to when no aperture is used. Ideally, the
current after the EF when using the chopper should be 10%
compared to the case with no chopper (3 of 30 bunches per bunch
train should pass). These ratios are lower in Table 2 for the two
driving schemes (7% and 8%) and might be improved by optimiz-
ing the focusing optics. However, parts of the two neighboring
bunches are leaking through the aperture when using three
frequencies and the 1 mm hole.

The design target is to inject a total charge of 9 nC during each
top-up injection. With a current of 2 mA after the chopper and EF,
the required injection time becomes 4.5 s at a LINAC shot

repetition rate of 10 Hz. Two more seconds are required for
ramping the injection magnets including the EF. This results in a
total injection time of 6.5 s. The current output during the initial
tests is somewhat low, and based on simulations and experience
with the gun at the present MAX-lab, it should be possible to
increase the peak current output after the chopper and EF at least
by a factor three by increasing the input power and by adjusting
the optics. By doing so, the injection time is reduced to below 4 s.

The pulsed DC supplies that are needed to cut the beam current
when using the cavity filter were not available at the time of the
measurements. However, the two amplifiers were pulsed when
running with the driving scheme presented in Fig. 8(b). It works well
and the result can be seen in Fig. 11. The measurements on the
stripline BPM and standard button BPM show that the detected
500MHz single-shot signal is strong enough for early commissioning.

Fig. 8. Two different driving schemes for the striplines. In (a), three frequencies are combined and fed to the first stripline to create the 10 ns bunch trains, while two DC
pulses with a width of 100 ns fed to the second stripline define the start and end of the bunch structure. In (b), the two striplines are fed with one frequency each to create
the 10 ns bunch trains. Here, the RF amplifiers are pulsed to define the start and end of the 100 ns bunch structure.

Fig. 9. The layout of the thermionic pre-injector during the tests. The first solenoid will be moved 40 cm closer to the gun in the final set-up.
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During alignment it was discovered that the horizontal position
of the beam moved as the beam energy was swept. This should not
be the case for a symmetric gun. It is believed that this is a result of
an interfering magnetic field originating from the ion pumps. By
applying a vertical magnetic field from an electromagnet over the
cathode cell, this phenomenon can be partly compensated for.

7. Future work

More conditioning and optimization of the gun and the pre-
injector optics will be performed during the spring/summer of
2014. Initial tests and simulations show that by increasing the
input power, the beam current can be increased further. The
current loss in the aperture might also be decreased by moving
the first solenoid. New ion pumps that are better shielded will also
be installed in order to decrease the interfering magnetic field in
the cathode area.

8. Conclusions

Initial tests of the thermionic pre-injector and the chopper
system show that the desired bunch structure can be created. The
overall performance is sufficient for MAX IV, both for normal ring
injection and for the spatial resolution of the BPM diagnostics,
during early commissioning. The current output is still somewhat
low, and we expect it to increase as the testing and conditioning of
the gun proceed.
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Fig. 10. The bunch distribution projected on the YAG screen directly after the aperture (the plate is removed) when three kicker frequencies are used (a), and when two
frequencies are used (b). The square in the middle of the screen has the size 5�5 mm. It is seen that the bunch distributions correspond to the vertical deviations in
Figs. 6 and 7.

Table 2
Peak current before and after the EF for different apertures and stripline driving
schemes.

Stripline driving scheme Aperture Current before
EF (mA)

Current after
EF (mA)

– Open 202 29
– 2 mm 80 28
– 1 mm 46 20
100 MHz, 300 MHz 2 mm 9.1 2.0
100 MHz, 300 MHz, 700 MHz 1 mm 5.3 1.7
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Fig. 11. The beam current after the EF for different apertures and stripline driving
schemes. Here, the 3 GHz pulse to the gun starts at t¼0.
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A B S T R A C T

The MAX IV facility in Lund, Sweden consists of two storage rings for production of synchrotron radiation. The
smaller 1.5 GeV ring is presently under construction, while the larger 3 GeV ring is being commissioned. Both
rings will be operating with top-up injections from a full-energy injector. During injection, the electron beam is
first delivered to the main injector from a thermionic pre-injector which consists of a thermionic RF gun, a
chopper system, and an energy filter. In order to reduce losses of high-energy electrons along the injector and in
the rings, the electron beam provided by the thermionic pre-injector should have the correct time structure and
energy distribution. In this paper, the design of the MAX IV thermionic pre-injector with all its sub components
is presented. The electron beam delivered by the pre-injector and its dependence on parameters such as optics,
cathode temperature, and RF power are studied. Measurements are here compared with simulation results
obtained by particle tracking and electromagnetic codes. The chopper system is described in detail, and different
driving schemes that optimize the injection efficiency for the two storage rings are investigated. During
operation, it was discovered that the structure of the beam delivered by the gun is affected by mode beating
between the accelerating and a low-order mode. This mode beating is also studied in detail. Finally, initial
measurements of the electron beam delivered to the 3 GeV ring during commissioning are presented.

1. Introduction

The MAX IV facility in Lund, Sweden consists of two electron storage
rings that will be operating at 3 GeV and 1.5 GeV, respectively, where the
former is designed for production of high-brilliance hard X-ray synchro-
tron light, and the latter will produce light in the IR to the soft X-ray
spectral range [1]. The 3 GeV ring is currently undergoing beam
commissioning, while the 1.5 GeV ring is being constructed. MAX IV
also includes a short-pulse facility (SPF) for experiments with short X-
ray pulses with high peak brilliance [2]. For injection into the two
storage rings, the electron beam is generated from a thermionic cathode
in the thermionic pre-injector and then accelerated in the main injector.
For SPF operations the electron beam is generated by photoemission
from a copper cathode in the photocathode pre-injector and then
accelerated in the main injector. In this paper the MAX IV thermionic
pre-injector is described both from a system and from a performance
perspective. The photocathode pre-injector, SPF and main injector are
not covered in detail, there are only some brief references to the first
LINAC section. The thermionic pre-injector is based on the design of the
pre-injector at the old MAX-Lab facility [3]. The major improvement is
the chopper system, explained in Section 6, used to create the correct
bunch structure of the electron beam and to properly time the bunches
to the two storage rings. An overview of the injector is found in Section 2,

followed by a more detailed overview of the pre-injector and the
requirements of the chopper system in Section 3. The sub-systems of
the pre-injector are then described in Sections 4–6. Through analytical
solutions and simulations the expected performance of the system is
investigated with respect to the optics and emittance as well as the
chopper system and bunch structure. During 2015 and early 2016, a
series of measurements were made to characterize the system, both on
optics, gun performance and the chopper system. These measurements
are reported in Section 4.7 for the electron beam, and Section 7 covers
the complete system performance. Finally, a conclusion is made on the
system performance, followed by topics of interests where investigations
will continue.

2. The MAX IV Injector

The two storage rings will be operating with top-up injections from
the MAX IV injector, a full-energy injector which consists of 39
traveling-wave S-band LINAC structures that are fed by klystrons via
SLED systems [4]. A schematic overview of the MAX IV injector can be
seen in Fig. 1. There are two bunch compressors in the injector to
compress bunches for SPF operations, one at 275 MeV and one at
3 GeV. The electron beam can be extracted from the injector at three
different points. The first point is the extraction to the 1.5 GeV ring, it
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is located after 19 LINAC structures, and the two other points are the
extraction to the 3 GeV ring and to the SPF, and they are both located
after 39 structures. Commissioning of the injector was carried out
during 2014–2015, and initial results are presented in [5]. The electron
beam is delivered to the main injector by two separate pre-injectors,
and the electron sources in these are a photocathode and a thermionic
RF gun, respectively. For SPF operation, the photocathode pre-injector
is used, where the high-charge electron bunch is accelerated in the
injector in combination with the two bunch compressors. The photo-
cathode gun might also be the electron source in a future free-electron
laser (FEL) [6]. The thermionic pre-injector is solely used for ring
injections, and is further described in Section 3.

3. The thermionic pre-injector system overview

For reliable operation of the injector system a thermionic RF gun
system similar to the well experienced solution at MAX-lab was chosen
for the thermionic pre-injector. The electrons are generated from a
thermionic cathode and then accelerated and bunched in the RF gun
cavities. The thermionic RF gun provides electrons at 2.5 MeV, but due
to the non-triggered emission from the cathode, the bunch contains an
energy tail. This tail should by preference be removed as early as
possible, which is achieved in an energy filter (EF). The requirements of
the temporal bunch structure of the electron bunches delivered by the
thermionic pre-injector depends on several parameters, such as avail-
able RF voltage and radiation losses in the ring that is about to be filled
(see Section 3.1). To create the correct temporal bunch structure and to
match the 3 GHz structure of the gun and injector to the 100 MHz of
the storage rings, a chopper system placed between the gun and the EF is
used. It streaks the low energy beam across an aperture. There are two
solenoids for focusing, one close to the gun exit used to focus the beam
onto the aperture, and a second solenoid after the aperture to collimate
the beam into the EF. A set of quadrupoles at the EF entrance puts a
double focus at the center of the EF, and a set of quadrupoles after the EF
matches the electron beam into the first LINAC section of the injector.

3.1. Injection requirements

Both storage rings will be operating with top-up injections that are
as transparent to the users as possible, i.e., the perturbation of the
stored beam that occurs during injection is minimized. Unlike many 3:
rd generation light sources that use closed four-kicker injection bumps,
pulsed nonlinear injection kickers will be used in the MAX IV storage
rings [7,8].

During normal operation, the thermionic RF gun delivers a current
pulse with a length of hundreds of nanoseconds that consists of S-band
bunches, and most of that charge can not be accumulated in the ring
buckets during injection. Therefore, a chopper system is needed to
create the desired time structure of the injected current pulse. The
chopper is installed in the thermionic pre-injector, and the unwanted
electrons are dumped before they reach the first LINAC structure. The
advantage of dumping them in the pre-injector where they have
energies below 3 MeV is that the electron losses at high energies are
minimized and thereby also the radiation emitted via bremsstrahlung.
Apart from protecting personnel and sensitive electronic equipment
from radiation, it also reduces radiation-induced demagnetization of
the permanent magnets in insertion devices (IDs).

Table 1 shows the number of S-band bunches that can be
accumulated in each ring bucket during an injection for different
values of the RF momentum acceptance (MA) resulting from a chosen
total RF cavity voltage in the two rings [9,10]. Note that Table 1 is valid
when injecting with the non-linear kicker, and only for the bare lattice.
The RF MA will decrease once IDs are added. As seen, the number of S-
band bunches that can be accumulated in the 3 GeV ring increases
when lowering the RF voltage since this results in a larger phase
acceptance of the separatrix. The reasons for the much larger phase
acceptance in the 1.5 GeV ring compared to the 3 GeV ring are that the
former has a larger MA for injected bunches, i.e. for bunches with large
amplitudes. Also note that the number of S-band bunches that can be
accumulated in each ring bucket actually decreases when lowering the
RF voltage in this ring. This is because the injection energy acceptance
extends all the way to the maximum RF acceptance in this ring. Hence,
when increasing the RF voltage, the MA increases and thereby the
number of S-band bunches that can be accumulated.

The RF acceptance and the life time will vary during a typical user
shift due to different ID gaps (assuming that this is not compensated
for by adjusting the RF voltage). This also changes the phase
acceptance and therefore the number of S-band bunches that can be
accumulated in each ring bucket during an injection. In the 3 GeV ring,
these variations might be considerable since the total radiation losses
from IDs and damping wigglers are large compared to the losses in the
bare lattice. Here, the radiation loss of the bare lattice is 364 keV/turn
while the total loss in the fully equipped ring is estimated to be
approximately 1 MeV/turn [10].

Since the LINAC structures are fed via SLED systems, the energy
gain is a function of the electron release time. This results in an energy
chirp within each LINAC shot [11]. This energy chirp limits the
number of ring buckets that can be filled during each shot since the
transfer lines that connect the extraction points of the injector with the
two rings each have a MA of ±0.8%. It is possible to reduce the chirp by
phase modulating the RF pulse to the SLED cavities, and thereby to

Fig. 1. Schematic overview of the MAX IV injector.

Table 1
The number of S-band bunches that can be accumulated during injection in the 3 GeV
ring (a), and in the 1.5 GeV ring (b) for different RF MA, δRF, resulting from a chosen
total cavity voltage, Ucav. Here, it is assumed that the electrons in the injected S-band
bunches have the same momentum as the synchronous particle in the ring, and the table
is only valid for the bare lattice (no added IDs).

Ucav δRF # S-band

[MV] [%] bunches

1.80 ± 7.1 4
1.00 ± 4.4 5
0.60 ± 2.4 7

(a)

Ucav δRF # S-band

[MV] [%] bunches

0.56 ± 4.0 19
0.37 ± 3.0 18
0.28 ± 2.3 16

(b)
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increase the injection efficiency further. This feature is however not yet
implemented into the LLRF system. The beam loading in the LINAC
structures depends on the injected current and has to be taken into
consideration since it affects the gain function. Note that the energy
spread in each LINAC shot scales down the phase window of the
buckets where the charges can be accumulated due to the rotation in
phase space. Aside from operating the two rings with uniform filling
patterns, the injector should also be able to fill the rings with other
exotic patterns with gaps [12].

The total lifetime in each ring is estimated to be at least 10 h, and if
one allows a deadband of 1% for this lifetime, one injection every 6 min
is required [7]. If smaller deadbands are desired, more frequently
injections are of course also possible. Note that more frequent
injections results in less experimental time for the SPF and future
FEL due to the rise and fall times of the extraction magnets. The timing
system that synchronizes the injector to the two rings has filling pattern
feedback and is further described in Section 5.2.

In order to fulfill the injection requirements, the chopper has to be
dynamic and able to adjust the number of S-band bunches that are
injected into each ring bucket and the number of ring buckets that are
filled in each LINAC shot. This is explained in detail in Section 6.

4. Design and performance of the electron gun and electron
beam

An overview of the pre-injector can be seen in Fig. 7, where the
different components are included. Current transformers (CT2-4) are
used for the thermionic pre-injector, CT1 is used for the photocathode
gun and is not included here.

4.1. Thermionic RF gun

The electron gun used for storage ring injection is an S-band RF
gun with a thermionic cathode. The design of the gun has been covered
before [3] and a short review is given here. A cut-through of the gun
can be seen in Fig. 2, where some of the dimensions are included. The
TM010 mode at 2.9985 GHz (π /2 mode) is used for acceleration, and the
magnitude of the electric field is roughly 50% in the cathode cell
compared to the coupled cell. The resonance frequency is tuned by
using a cooling/heating water system that can control the temperature
with an accuracy better than 0.1 °C. The gun currently in operation is
operated at 60.8 °C to have the correct resonance frequency at the
extracted charge levels.

Electrons are emitted from a 3 mm diameter thermionic barium
oxide on tungsten cathode produced by Spectramat [13]. The tem-
perature of the cathode filament is controlled using a heater wire,

where the current through the heating wire is supplied from a power
supply with a current accuracy of 0.2%. The emission from the cathode
depends on the temperature and the electric field at the cathode surface
through the Schottky effect. An additional effect that can have impact
on the emission is back bombardment, i.e. electrons that are emitted at
a point in the RF cycle so that they are accelerated backwards and hit
the cathode. This has not been studied in detail for the current
thermionic gun. The electron beam emitted from the gun is bunched
by the 3 GHz RF field, where each of these S-band bunches has a high
energy head and a long low energy tail. Due to the filling time of the
gun, the emitted charge and energy of each bunch increase over time as
the stored energy in the cavity increases, and thus the amplitude of the
electric field increases. To ensure an effective injection, the emitted and
accelerated charge needs to be as high as possible, while still keeping
beam quality parameters through the pre-injector at values to match
the beam to the subsequent accelerating systems.

The electromagnetic properties of the gun are simulated using
COMSOL Multiphysics [14] and SUPERFISH [15]. SUPERFISH can
only simulate 2D rotationally symmetric structures, but its field data
output is more suitable for the particle tracking code PARMELA [16].
COMSOL does full 3D simulations and is used to obtain the electro-
magnetic properties of the complete gun structure, including the
vacuum ports and the waveguide. The electric field output from
COMSOL is used together with the field output from SUPERFISH to
cross-check the simulation results. The field from COMSOL is also used
in ASTRA [17] for particle simulations.

The resonant structure contains three separate cells and there are
three resonant TM010 modes with different phase advances between the
cells. From the COMSOL simulations, the 0, π /2 and πmodes are found
at 2.9822 GHz, 2.9985 GHz and 3.1673 GHz, respectively. The mode
separation between the π /2 mode and 0 mode is 16.3 MHz which
should help to minimize excitation of the 0 mode.

The unloaded quality factor, Q0, of the structure obtained from
COMSOL is 12,830 and the coupling factor β is 2.0. COMSOL is also
used to simulate the maximum on-axis field amplitude based on input
power at the waveguide port. The simulated case corresponds to the
steady state solution, i.e. the field amplitude when the length of the RF
pulse is long enough to reach the maximum possible stored energy in
the cavity. Fig. 3 shows the maximum accelerating field amplitude in
the full cell for different input powers.

The filling time for the cavity is T Q ω β= / ( + 1)c 0 , where ω is the
angular frequency. T =c 220 ns for the simulated cavity. The length of
the RF pulse for the current mode of operation is 1.1 μs, and the field
amplitude reaches around 90% of the maximum value for this pulse
length without beam loading. The actual maximum field amplitude is
then 90% of the data in Fig. 3. At the current time, it is not foreseen

Fig. 2. Normalized electric field contour plot from COMSOL for the 0 mode (a) and the π /2 mode (b).
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that the gun will be operated at higher on-axis fields than approxi-
mately 100 MV/m in the full cell.

4.2. Gun RF measurements

Q0 and β were measured using a vector network analyzer, and their
values were 11,872 and 2.0, respectively. As seen, the measured Q0 is
slightly lower than the simulated one obtained from COMSOL, while β
agrees well with the simulations.

The bead-pull technique was used to obtain the accelerating field
inside the gun cavities. A small metallic sphere (1.1 mm in radius) is
moved through the center axis of the gun. The Slater theorem [18] can
be used to calculate the electric field, Ez(z), along the central axis of the
cavity. Since the radial and azimuthal electric field components as well as
the magnetic field in the vicinity of the central axis are close to zero, the
theorem simplifies into the following form

E z
ω ω z

π a
| ( )| ∝ − ( )

4 ϵz
0
2 2

0
3

(1)

where ϵ0 is the vacuum permittivity, and a is the radius of the metallic
ball. ω and ω0 are the angular frequencies with and without any field
perturbation, respectively. The results from this measurement are shown
in Fig. 4 together with Ez(z) obtained from COMSOL. The fields
correspond well, but there is a small discrepancy to the field amplitude
in the cathode cell. This might be caused by small errors in the physical
dimensions of the gun from the brazing procedure, since the coupling of
the electric field between the cells in the gun is less effective than in the
simulated model. The first data points in the measurement that form the
sharp peak are when the bead is very close to the cathode surface, and

these points should be ignored. Particle simulations, using the same
codes as in Section 4.6 are used to investigate if the difference on the
electric field properties would have a significant effect on the beam
properties. The difference in field amplitude is about 4% close to the
cathode surface, and it does change the beam properties but within
acceptable limits. Simulations shows that it is possible to operate with
the same settings in the pre-injector for up to 5% field difference at the
cathode. Larger field amplitude differences requires adjustments along
the pre-injector, however it has not been investigated in detail how large
differences that are acceptable with adjustments.

Fig. 5 shows the forward and reflected power measured with diode
peak detectors at a wave guide directional coupler at the gun input. As
seen, the 1.1 μs long forward RF pulse is not perfectly rectangular due
to limitations of the klystron and its modulator. This is the RF pulse
that is fed to the gun during ring commissioning, and the peak power,
Ppeak, defined as the average power within the RF pulse is 4.02 MW. The
two reflected RF pulses in the figure were obtained at two different
cathode filament currents and will be further explained in Section 4.3.

4.3. Beam loading

In the absence of beam loading, the filling time of the electric field
should be the same for different emitted currents, i.e. for different Ifil. It
can be seen in Fig. 6 for P = 4.02 MWpeak that the effects of beam
loading became visible for values of Ifil over 5.5 A, where the filling time
and maximum field amplitude start to decrease.

The effects of beam loading can also be seen when studying the
reflected power in Fig. 5. When beam loading is present, the coupling
to the gun goes from over coupled (β=2.0) to a coupling that is closer to
matched (β=1.0). As seen, the transient of the reflected power after the
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end of the forward RF pulse at 1.1 μs is higher when Ifil=0 A compared
to the case when Ifil=6.5 A. This shows that the over coupling is higher
in the former case. The reflected transient is emitted from the gun
cavity which still has electromagnetic energy stored after the end of the
forward RF pulse. The beam loading has therefore a significant effect
on the matching between the RF power source and the gun.

4.4. Optics and energy filter

There are two different focusing sections, the first section consists
of two solenoids and the second of five quadrupoles in the energy filter.
When the electron beam exits the gun it is divergent, and the first
solenoid at 0.5 m (position A in Fig. 7) from the cathode focuses the
beam for the high energy electrons onto an adjustable collimator
scraper (CS), 1.6 m from the cathode (position B in Fig. 7). The CS has
different types of obstacles that can be inserted into the beam path.

Before the beam reaches the CS, it passes two planar striplines and
two vertical corrector magnets. These components are part of the
chopper system, and are further described in Section 6.1. The vertical
deflection of the chopper makes it possible to create the correct bunch
structure of the electron beam. Electrons that are not selected by the
chopper are dumped before they reach the first LINAC structure. After
the focus at the CS, the beam becomes divergent, and the second
solenoid (at position C in Fig. 7) is used to collimate the beam before it
passes into the first quadrupole of the EF, 2.2 m from the cathode.

There are two quadrupoles at the entrance to the EF, focusing in the
horizontal and vertical planes, respectively. These quadrupoles create a
double focus at the central plane of the EF. The EF has two bending
dipoles with a dispersion correction quadrupole in the middle. This
quadrupole is mechanically split to make it possible to insert a scraper
into the beam at the middle plane of the EF. There is also a possibility
to insert a YAG screen at this position. The scraper is at the dispersive
plane of the EF, and can be moved through the beam in the direction
towards higher energy electrons. By combining the dipole settings with
the scraper edge position, the EF is tuneable both in respect to the
accepted energy and energy spread. The mechanical energy acceptance
of the energy filter is approximately 200 keV due to the size of the beam
pipe. After the second bending dipole there are two quadrupoles for
focusing in the horizontal and vertical plane, respectively. These

quadrupoles are used to refocus the beam to properly match it into
the first LINAC structure, 3.3 m from the cathode (position D in Fig. 7).

4.5. Particle emission

The electron source for the pre-injector is a thermionic cathode in
the first cell of the gun. There are diagnostic possibilities to measure
the cathode temperature with a pyrometer. The temperature was
measured for a set of different cathode filament currents, Ifil, and the
measured cathode temperatures were T = 1060 °Cfil for I = 6.0 Afil ,
T = 1130 °Cfil for I = 6.5 Afil and T = 1220 °Cfil for I = 7.0 Afil .

The initial electron beam properties depend on the emission process.
For a thermionic cathode it is possible to show that the transverse
emittance, ϵ, depends on the temperature T of the cathode as

σ
k T
mc

ϵ = B

0
2

(2)

where kB is the Boltzmann constant, σ is the rms size of the emitting
area,m the electron mass and c0 the speed of light. It is assumed that the
emission is radially uniform, so σ is half the cathode radius. Using the
temperature range obtained from the measurements, it is possible to
estimate that the thermal emittance is 0.35 – 0.37 mm mrad for the
emitted electrons during operating conditions. A value for the initial
transverse emittance of 0.37 mm mrad will thus be used for the initial
particle distribution in simulations.

4.6. Particle Tracking

To investigate the electron beam properties at the exit of the gun
and through the focusing systems, two different particle tracking codes
were used, ASTRA and PARMELA. ASTRA is used to simulate the first
part of the pre-injector from the cathode in the gun, acceleration in the
gun and beam propagation through the first solenoid. The beam optics
for this part of the pre-injector verify the results from PARMELA which
simulate the propagation through the full pre-injector, cathode to
LINAC entrance. The simulations are based on a maximum on-axis
electric field amplitude of 80 MV/m and a total extracted charge per S-
band bunch of 200 pC, unless otherwise specified. The full bunch

Fig. 7. Schematic overview of the pre-injector.
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length is 100 ps, corresponding to emission times where electrons are
accelerated out of the gun.

4.6.1. Beam energy and energy spread
The maximum electron energy can be found using ASTRA, with the

electric field amplitude and electric field distribution as obtained from
COMSOL, see Section 4.1. Fig. 3 shows the simulated maximum
electron energy as a function of input power from ASTRA at steady
state, where the electric field as function of the input power is also
found from COMSOL.

Fig. 8 shows the energy-phase distribution of the bunch from
PARMELA, as can be seen there is a large energy spread within the S-
band bunch. In the same figure the subplot shows the energy-phase
distribution of the bunch after it passes through the CS and EF where
the low energy tail has been dumped. Space charge effects during the
transport are visible as an energy expansion in the subplot.

4.6.2. Emittance and optics
From ASTRA the charge distribution in the bunch and the normal-

ized transverse rms emittance are found. Approximately 20%, or 40 pC,
of the bunch charge is in the top 100 keV of the bunch energy
distribution (2.45 – 2.55 MeV), and the emittance for this part of the
bunch is approximately 1 mm mrad. The emittance decreases to
0.7 mm mrad for electron energies of 2.2 MeV, and then increases
rapidly with lower electron energy. However, the next 20% of the bunch
charge has an energy spread of 300 keV which is outside the acceptance
of the EF, and in order to keep the maximum charge possible the top
100 keV of the bunch is kept through the EF.

From PARMELA the beam optics can be extracted, as well as how
much of the charge that is transported through the pre-injector. The
optics and transported charge for the pre-injector are shown in Figs. 9
and 10. As can be seen for the operating parameters, there is a double
focus in the energy filter at 2.5 m from the cathode. This simulation
does not include correctors or the chopper system. From this result it is
can also be seen that the S-band bunch charge at the entrance of the
first LINAC structure is approximately 40 pC (about 20% of the initial
S-band bunch charge). From the simulation it can be seen that the final
energy spread after the EF is roughly 150 keV (also illustrated in the
subplot in Fig. 8) and the emittance is around 3 mm mrad, which
verifies that the EF can be used to dump the low-energy electrons.

As mentioned, each S-band bunch from the gun has a high energy
head and a long low energy tail. Due to the chromatic properties of
solenoid 1, different parts of the beam have different focal points and
transverse positions at the CS. The CS has an aperture of 1 or 2 mm
and cut some of the beam depending on the beam properties. From
simulations in PARMELA, the acceptance of this additional energy
filtering can be estimated. Simulations show that for P = 4.02 MWpeak

the energy acceptance is 200 keV with the 1 mm aperture, and 300 keV
with the 2 mm aperture. It is also seen that the energy acceptance
depends on the divergence of the beam at the gun exit. A less divergent
beam leads to a higher energy acceptance through the CS.

The chopper system can be included in the ASTRA simulation by
using MATLAB to include the change of particle momentum through
the striplines. For a single 500 MHz signal fed to first the stripline, the
projected charge distribution at the YAG screen directly after the CS
can be seen in Fig. 22 (c), and compared to the measured projection it
is seen that the results agree well.

4.7. Measured electron beam properties

The EF can be used as a spectrometer by observing the beam at the
YAG screen that can be inserted at the position of the scraper. To
estimate the beam energy, the first solenoid focuses the beam onto the
YAG screen. The electron energy was then obtained by scanning the
current to the EF dipoles, placing the beam edge at the reference
trajectory through the EF and then using data on the dipole current to
kinetic energy for this reference trajectory. The results from these
measurements are seen in Fig. 11.

It is possible to compare these values to the simulations in Section
4.6.1 using the measured input power data. For P = 4.02 MWpeak and
I = 6.0 Afil it was found that the electric field amplitude is 83.5 MV/m.
For P = 4.02 MWpeak and I = 6.5 Afil the electric field amplitude was
79 MV/m. The measured data however shows a lower maximum
electron energy for higher emitted currents, which is expected if beam
loading is taken into account.
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For the two cases above the field amplitude ratio, i.e. the maximum
electric field amplitude at the end of the RF pulse compared to the
maximum electric field of the steady state simulation, was found. Then
the relative maximum amplitude compared to the maximum amplitude
in the cavity at absence of beam loading, i.e. at I = 4.0 Afil , was found
for each measurement settings. The relative maximum amplitude for
each setting was then multiplied by 83.5 MV/m and 79 MV/m,
respectively to find the electric field at steady state with no beam
loading. The steady state amplitudes are found to be 95.6 MV/m and
96.1 MV/m. Compared to the results from the simulations this
correspond to a input power of 4.3–4.4 MW, fairly well in agreement
with the measured input power.

In Section 4.6.2 it was described that the combination of the first
solenoid and CS becomes an energy filter. By adjusting the dipoles in
the EF and observing the beam on the YAG screen in the center of the
EF, the energy spread of the beam when entering the EF can be
estimated. For the operating parameters with P = 4.02 MWpeak and
I = 6.5 Afil , the energy spread at the EF was 1.3 MeV when the CS was
extracted. With the 2 mm aperture at the CS, the energy spread was
approximately 500 keV. For the same input power but I = 7.0 Afil , the
energy spread at the EF was approximately 300 keV. These measured
values are in the same order as the simulated results, but they do not
match exactly. In Section 4.3 it was shown that the accelerating
gradient is lowered for higher emitted beam currents due to beam
loading. For I = 7.0 Afil , a higher emitted current is expected, leading to
a lower accelerating gradient and a more divergent electron beam out
from the gun. The beam is not as focused onto the CS as for the higher
gradient case, and less electrons are accepted through the CS.

The measured current at CT2 during operating conditions is shown
in Fig. 22 (a). It was expected that this curve would rise smoothly over
the RF pulse duration, but in the measurement result an oscillating
component can be seen. The oscillation has a frequency of 16.6 MHz,
which is close to the mode separation between the π /2 mode and the 0
mode. The oscillating structure of the emitted current is therefore
believed to come from mode beating between the π /2 mode and the 0
mode. This will be further discussed in Section 4.8.

The emitted current from the gun at operating conditions was
measured to maximum 670 mA, which corresponds to approximately
220 pC emitted per S-band bunch. A series of measurements of the
emitted current (1 mV on u2=1 mA) as a function of input power and
filament current were made, and the results are shown in Table 2.

From these measurements it can be observed that the increase in
filament current does increase the emitted current as expected.

4.8. Mode beating

As mentioned in Section 4.7 it was observed that the emitted

current out from the gun had an oscillation with a frequency of
16.6 MHz. Since this is close to the measured mode separation between
the 0 mode and the π /2 mode, it is suspected that this could be caused
by excitation of the 0 mode. Fig. 22 (a) shows the measured beam
current out from the gun where the oscillation is clearly visible in the
u t( )2 signal (CT2). By simulating the charge out from the gun assuming
an excitation of the 0 mode, it is possible to show that this will create an
oscillation similar to the one observed in the beam current. Fig. 12
shows the simulated beam current from ASTRA with both the 0 mode
and the π /2 mode excited, at an electric field amplitude for the 0 mode
that is 5% of the π /2 mode. The value of 5% excitation was found to
produce similar amplitudes for the oscillation in the simulations as in
the measured beam current. Further work is being carried out to fully
be able to simulate the oscillation.

From the simulations it can also be seen that the energy difference
during the mode beating can be as high as 300 keV, which is outside
the acceptance of the EF. The mode beating also affects the divergence
of the beam out from the gun and the energy spread, and more particles
will be lost on the CS. This might have a significant impact on the
injection efficiency, but further measurements are needed to fully
characterize the impact.

A real-time spectrum analyzer was used to measure the power
density spectrum of the 1.1 μs output RF pulse from the klystron, seen
in Fig. 13. The spectrum of an ideal 1.1 μs long RF pulse of 2.9985 GHz
can also be seen in the same figure. As seen, the shape and magnitude
of the klystron spectrum do not differ much from the spectrum of the
ideal pulse, and no signs of any excited buncher cavities inside the
klystron can be seen in the spectrum in the vicinity of the 0 mode.
However, the power density close to this mode is of course not zero.

Fig. 14 shows the power density spectrum of the accelerating field
inside the gun obtained via the pick-up hook antenna. The spectrum at
three different cathode filament currents are plotted, and one can
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Fig. 11. The measured electron energy as a function of input power for three different
filament currents.

Table 2
Measured CT voltage and bunch charge at the gun exit for different input power and
filament currents.

Ppeak Ifil max (u t( )2 ) max (Qb)

[MW] [A] [mV] [pC]

4.02 7 1251 417
3.80 7 1180 393
3.57 7 1080 360
4.02 6.5 687 229
3.80 6.5 641 214
3.57 6.5 612 204
4.02 6 244 81
3.80 6 247 82
3.57 6 245 82
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Fig. 12. Simulated emitted current from the thermionic gun with excitation of both the
0 and the π /2 mode.
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clearly see that the 0 mode around 2.982 GHz is excited. As seen, the
excitation exists even when the cathode is not heated (I = 0 Afil ) which
indicates that the unwanted mode excitation is driven by the RF pulse
from the klystron. A very small peak current of 3 mA can however still
be measured at CT2 when I = 0 Afil . This is cold-emitted dark current,
and might partly explain the mode excitation in this case. However,
since the magnitude of the cold-emitted dark current is very low
compared to the emitted current when I = 6 Afil even though the
magnitude of the measured mode excitation is roughly the same in
the two cases, it is assumed that the mode excitation when I = 0 Afil is
mainly driven by the RF pulse. The mode excitation is much stronger
when I = 5 Afil compared to when I = 6 Afil . One can therefore draw the
conclusion that the unwanted mode excitation is partly driven by the
beam since different values of Ifil result in different beam loading and
therefore different time-dependent magnitudes of the accelerating
electric field. Even though the charges that can drive the mode
excitation are more numerous when I = 6 Afil , the field properties of
the accelerating π /2 mode seems to be more ideal for excitation of the 0
mode during the 1.1 μs pulse when I = 5 Afil .

Hence, the unwanted mode excitation seems to be a result of both a
non-zero power density in the vicinity of the 0 mode in the klystron
pulse, and an excitation by the emitted current via wakefields. One way

of reducing the impact of former is to amplitude modulate the rising
flank of the RF pulse in several steps and thereby making the power
spectrum more narrow. The latter can be reduced by finding a suitable
combination of the RF input power and the Ifil that minimizes the
wakefield excitation of the mode.

5. Design of the RF system

5.1. RF distribution

The 2.9985 GHz CW master signal of the injector originates from a
signal generator and is distributed to all the S-band structures. For the
thermionic gun, the master signal is distributed to a LLRF box, where
the pulse shaping of the CW signal is done using a fast GaAs switch,
and the phase relative to the other S-band structures is adjusted by a
voltage controlled varactor diode based phase shifter. The low-power
pulsed signal is then amplified, first by a solid state pre-amplifier and
then by a klystron which is driven by a solid state modulator. In order
to minimize amplitude jitter, the klystron is operated in saturation.
Therefore, the pulsed power delivered to the gun has to be adjusted by
adjusting the voltage in the modulator. The high-power RF pulse is
then fed to the gun via a waveguide system. A circulator is protecting
the klystron from the reflected field from the standing wave cavities of
the gun, and the waveguide system in the vicinity of the circulator is
filled with sulfur hexafluoride (SF6). Unlike the other S-band structures
(including the photocathode gun), the thermionic gun is not fed via a
SLED system. The forwarded and reflected pulses are monitored along
the RF chain from several directional couplers. The accelerating field in
the gun cavities is monitored via a hook antenna that is located inside
one of the pipes that are used for vacuum pumping. The cut-off
frequency of the TE11 mode in the pipe is well above 3 GHz, and the
antenna is only intercepting a small fraction via the leaking field.

Fig. 15 shows a block diagram of the RF distribution to the gun.

5.2. Timing and synchronization

As described in Section 6.2, the superposed RF signal that is fed to
the first stripline is always frequency synchronized to the ring that is
about to be filled. However, the synchronous phase will vary during
operation due to several parameters. Since the phase window where
charges can be accumulated during injection follows the drift of the
synchronous phase, the superposed signal in the chopper has to follow
the same phase drift. This will simply be accomplished by measuring
the synchronous phase and then adjusting the phases in each branch
line in Fig. 17.
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Since the LINAC RF and the main RF in the two rings are drifting
relative to each other, the vertical deflection of the S-band bunches
within the desired time window vary (they will drift along the trajectory
lines in the left plots in Figs. 20–21) from shot to shot. This phase drift
results in small variations in the total injected charge of the LINAC
shots over time. One way of reducing these variations of the injected
charge is to implement a coincident detector that is able to monitor the
beating between the frequency of the LINAC RF and the main RF of the
ring that is about to be filled. By doing so, the trig signals to the injector
are only generated when the phase difference is within an acceptable
interval. This coincident detector will be a future upgrade to the timing
system.

The top-up operation starts by injecting into ten successive ring
buckets. In order to decide which buckets to refill, a quantitative bunch
charge measurement is needed. This is done by measuring the sum
signal from one BPM head or by measuring the signal from a
photodiode at a diagnostic beamline using an oscilloscope. The
oscilloscope is triggered by the machine clock, and the waveforms of
all the buckets (176 in the 3 GeV ring and 32 in the 1.5 GeV ring) are
collected and read into the control system. An estimation of the relative
charge can then be determined for each bucket by data analysis. The
individual buckets that are refilled during each LINAC shot are then
selected by the control system by using the chopper.

6. Design and performance of the chopper system

6.1. Layout

As mentioned above, the main components of the chopper system
are two planar striplines, two vertical corrector magnets and a
collimator scraper (CS). Fig. 16 shows the basic set-up of the chopper
system. The first stripline is fed by a superposed RF signal that consists
of 100 MHz, 300 MHz and 700 MHz components (see Section 6.2), and
the second stripline is fed by two DC pulses of different polarities. The
superposed RF signal in the first stripline is circulated as shown in
Fig. 16, and the propagating mode is an odd (differential) TEMmode at
frequencies f n f n= (1 + 2 ) , ∈0 , i.e. odd harmonics of f = 1000 MHz.
The stripline design is further described in [19].

The electrons within the desired time structure experience a
deflecting net force that is zero (or close to zero) when passing each
stripline. This is because the Lorentz forces induced by the horizontal
magnetic field of the two correctors are canceled out by the forces
induced by the counter propagating TEM waves in the striplines.

Electrons outside the desired time structure are dumped at the CS
which is basically an adjustable plate. Three different obstacles can be
selected at this plate: a 1 mm aperture hole, a 2 mm aperture hole, or a
knife edge. Note that it is actually possible for some electrons to pass
the CS if they are outside the desired time structure, even if one of the
holes are inserted and centered in the beam pipe. These are electrons
with significantly lower energies than those in the head of the bunch
that are focused at the CS (see Section 4.6.1), and in order to pass they
need to approach the first stripline with a significant vertical angle.
However, even if some of these electrons manage to pass the CS, they
can not pass the energy discrepancy of the EF due to their lower energy.
This is shown in Section 7.1. With the 2 mm aperture inserted, it is
possible to find more efficient driving schemes for different phase
acceptances compared to the case when the 1 mm aperture is inserted.
From a radiation safety perspective, it is also an advantage to use the
2 mm aperture over the knife edge since the latter obstacle could result
in a higher current throughput with undesired time structure if wrong
settings are applied to the correctors and/or to the chopper (this can
for example be caused by a faulty power supply or amplifier).
Therefore, the chopper optimization and measurement results pre-
sented in this report are obtained when the 2 mm aperture is inserted.

The chopper is a critical component in the radiation safety system,
which should prevent that an electron current that is too high
accidentally enters the injector. In order to do that, the current levels
delivered to the two corrector magnets that are placed around the
striplines are monitored by a surveillance system that is separated from
the machine control system. The position of the CS is also monitored by
the same system, and an interlock occurs if the corrector current are
below a threshold level and/or if the plate of the CS is not located
within a certain interval. This prevents any electrons from entering the
first LINAC structure in case the chopper is not activated. The total
charge per shot before and after the EF is also monitored, and an
interlock also occur if the total charge exceeds a certain threshold.

6.2. RF and high-voltage distribution

As explained in [19], three signals of 100 MHz, 300 MHz, and
700 MHz were chosen to feed the first stripline since these are the
dominant Fourier frequency components of the ideal combined signal
when injecting 3 S-band bunches per ring bucket. This was the only
injection scheme that the chopper was initially designed for. By adding
more frequencies that are odd harmonics of 100 MHz to the super-
posed signal, it is possible to generate signals that are better optimized
for different phase acceptances of the ring buckets. However, this is at
the cost of a more complex feeding network, and it will be shown in
Section 6.5 that it is possible to obtain quite good driving schemes,
even with three frequencies.

It would be possible to synchronize and frequency lock the injector
master oscillator to the 30:th harmonic of the ring main RF frequency
by adjusting the temperature of the injector S-band structures as the
ring main RF frequency varies. However, this becomes unrealistic since
there are two storage rings whose main RF frequencies are set
independently of each other due to different thermal contractions/
expansions of the circumferences over time. Such continuous tempera-
ture adjustments in the injector would also have a negative effect on the
phase stability, which is crucial for the SPF and for the future FEL.
Instead, only the RF signals in the chopper system are phase and
frequency locked to the ring that is about to be filled. This is achieved
by distributing the main RF frequencies of the two rings to a switch
unit in the pre-injector. The RF signal of the ring that is about to be
filled is then fed to a comb generator which produces harmonics of the
original 100 MHz signal. The new signal is then split into four branch
lines, where each line is filtered with band pass filters. The frequencies
that are kept in the branch lines are 100 MHz, 300 MHz, 500 MHz, and
700 MHz respectively. Each branch line has its individual IQ mod-
ulator that operates as a vector modulator, and a fast switch. This

Fig. 15. The RF distribution to the thermionic gun.

Fig. 16. The basic components of the chopper system.
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enables control of the phase and amplitude of each individual branch
line, but also fast pulse shaping of the output signals. The 100 MHz,
300 MHz and 700 MHz signals are then amplified and fed to a cavity
combiner filter where the superposing RF signal that is fed to the first
stripline is created.

Note that the fourth branch line, which distributes the 500 MHz
signal, is only used for commissioning purposes in the injector and in
the rings since it maximizes the sensitivity of the BPM system. This is
because the BPM electronics [20] is sampling an oscillation in a
500 MHz band pass filter that is excited by the beam. During
commissioning, 1 or 2 S-band bunches per 500 MHz cycle are kept.
The signal from this branch line is not fed to the cavity combiner.
However, it is possible to also implement a 500 MHz cavity into the
combiner filter in the future. This would make it possible to create a
more complex superposed RF signal which makes the chopper system
more flexible.

Fig. 17 shows the RF distribution network for the first stripline. The
Swx00 signals control the pulse shaping, Ix00 and Qx00 control the
phase/amplitude of each branch line, while SwREF selects the source
of the RF harmonics. As seen, it is an analog system that eliminates the
need for creating each individual RF signal with digital signal gen-
erators.

The two DC pulses that are fed to the second stripline are generated
by two commercial switch modules. Basically, each such module
consists of a capacitor bank with a fast solid-state switch that is gated
by a trig signal. Each module is fed by a variable voltage supply which
can be seen in Fig. 16.

6.3. Deflection and current throughput

A particle, with charge q and a total kinetic energy W, that
propagates at the speed of light along the center of the beam pipe at
the entrance of the chopper, has a transverse displacement

t x y t yr x y( ) = + ( ( ) + )0 0 s 0 at the CS, where x0 and y0 are the static
displacements caused by the two corrector magnets. The vertical time
dependent displacement y t( )s , caused by the counter propagating TEM
waves in the two striplines, is given by
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Here Z Ω= 500 is the characteristic impedance of a single strip for the
odd (differential) TEM mode, i t( )DC is the current pulse delivered to the
upper strip of the second stripline, c0 is the speed of light in vacuum,
and L = 15 cms is the length of a single strip. L1 is the distance between
the center of the first stripline and the CS, and L2 is the distance
between the center of the second stripline and the CS. Pn, ωn, and φn
are the rms input power, angular frequency, and relative phase of the
n:th RF signal that is combined into the superposed signal and fed to
the first stripline, respectively. Z ω( )⊥ is the stripline transverse shunt
impedance and is given by
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where d= 10 mm is the spacing between the two strips, and g = 0.99⊥ is
the transverse geometry factor of the stripline defined in [21]. Note that
Z ω( )⊥ in (4) is a factor two greater than the shunt impedance found in
most literature, since the RF signal is circulating through both strips
(see [19]). Hence, the required power for a given kick is reduced by a
factor two compared to a more traditional system where the RF signal
is split using a 3 dB 180 degree hybrid coupler and then fed to the two
downstream ports. Note that this is a low-frequency approximation and
only valid when the losses in the ceramic feedthroughs are low. In (3),
it is assumed that the current pulse that is applied to the lower strip of
the second stripline is identical but has the opposite sign compared to
the current pulse applied to the upper electrode i t( )DC .

Assume that the charges are ultra-relativistic, and that the current
i t( )CS that reaches the CS at time t, has a normalized transverse
projected charge distribution in the transverse plane λ tr( , )⊥ so that
∫ λ t ar( , )d = 1⊥ . Then if the energy acceptance of the EF is

W W W≤ ≤− +, the current that passes the EF, i t( )EF , can be written as

Fig. 17. A somewhat simplified block diagram of the RF distribution to the first stripline.
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∫ ∫i t L c i t λ t a Wr( − / ) ≈ ( ) ( , )d d
W

W
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+

(5)

Here S is the surface of the opening area bounded by the CS, and L3 is
the distance in orbit between the CS and the scraper in the EF. S is
illustrated in Fig. 18, where (a) shows the knife edge and (b) shows the
aperture hole. The plate is inserted from above, so S x y y∈ ( , < )1 when
using the knife edge obstacle, where y1 is the vertical position of the edge.

During the time window where the electron current is injected, the
fields in the gun cavities have reached a state that is very close to steady
state. One can therefore consider the transversely deflected particle
flow from the gun to be a T0-periodic function within this time window,
where T = 100 ns is the fundamental period of the superposed signal.
Hence, i t i t nT( ) = ( + )CS/EF CS/EF 0 and λ t λ t nT( ) = ( + )⊥ ⊥ 0 , where n ∈ .

The total charge, Qw, injected to each ring bucket during its phase
acceptance window tw is given by (6). Consequently, one can define the
total charge Qf during a 10 ns period that passes the EF but is injected
outside tw as in (7). Qf will be lost in the ring or somewhere in the
injector.
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The total injected charge during one LINAC shot, Qinj, and the total
charge that is lost after the EF, Qloss, is given by (8) and (9),
respectively. Here, N is the number of ring buckets that are filled in
each shot, and inj is the time interval where the injection should occur
during each shot. Note that if the time interval within inj is shorter
than the time interval that is limited by the MA in the transport,
charges that are injected in the vicinity of inj can be collected by
neighboring buckets and are therefore not necessarily lost. However,
since the goal is to dump them in the pre-injector, they are included in
Qloss in the analysis. In (6)–(9) the simplification that there are no
electron losses along the injector, and that the capture efficiency of the
ring buckets is 100%, is used.

Q N Q= · winj (8)



∫Q N Q i t t= · + ( )df
t

loss
∉

EF
inj (9)

6.4. Optimizing the chopper driving schemes

Here, the driving scheme of the superposed signal that is fed to the
first stripline is optimized for different phase acceptances of the ring
buckets. These optimization schemes are valid during the time window
when the switch modules are gated, i.e. when the vertical net force
experienced by the electrons in the second stripline is zero.

Only the electrons that are within the MA of the EF are considered
(electrons outside this MA will be dumped anyway). Assume that these
electrons have the same energy (they obtain the same kick), and that
each S-band bunch has the longitudinal δ z c t( − )0 distribution and a
transverse Gaussian distribution λ r r( , )0⊥ when they reach the CS. The
displacement of the distribution center is r r= 0 (see Fig. 18 (b)). If the
aperture hole is inserted, then for the Gaussian distribution the
throughput of λ r r( , )0⊥ becomes
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where σ is the standard deviation of the transverse charge distribution,
and In is the modified Bessel function of the first kind of order n. Note
that (10) can be expressed using the Marcum Q-function which is
available in many numerical libraries. If instead the knife edge is
inserted, the throughput of λ r r( , )0⊥ becomes
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where erf is the error function. It is also assumed that the beam has no
horizontal displacement (x = 00 ), and thus the time dependent dis-
placement becomes t y tr y( ) = ( )0 . With the three RF signals and the
vertical corrector at the first stripline, the displacement of the bunches
at the CS becomes

∑y t y y ω t φ( ) = + cos( + )
n

n n n0
=1

3

(12)

where f f,1 2 and f3 are 100 MHz, 300 MHz, and 700 MHz, respectively.
φn is the phase of each signal, and y0 is the vertical offset introduced by
the corrector. With the assumption mentioned above, the time
dependent electron current that passes the EF is given by
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where qb is the total charge in each S-band bunch that will pass the EF
when the CS is extracted, and Tb=333 ps is the period of the S-band
bunches.

6.5. Chopper driving schemes

By using the approach presented in Section 6.4, a measurement series
was performed where 7 different driving schemes were compared. Here,
the injection window was optimized for 3, 5, 7, 9, 11, 13, and 15 S-band
bunches per ring bucket. It is shown in the Section 4.6.1 that approximating
the longitudinal charge distribution of an S-band bunch as a Dirac function
as in (10) is not entirely true since an S-band bunch that passes the EF has
a total length of approximately 10 ps. This results in a streak at the CS
which is proportional to the gradient of the deflecting fields in the chopper.
The maximum streak is less than a factor 1/10 of the total transverse beam
size at the CS for the driving schemes that are presented in this section. One
can compensate for this streak by using a larger σ in the optimizations of
the driving schemes. By doing so, Qf in (7) becomes overestimated which
result in more conservative schemes. In the optimizations of the driving
schemes, σ is set to 0.5 mm, and the 2 mm aperture (a = 1 mm) is used
which origin was set to r 0=1 . During the measurements, the fundamental
chopper frequency, f1, was set to a fractional of the LINAC main RF
frequency f = 2.9985 GHzL , thus f f= /30 = 99.95 MHz1 L . f2 and f3 were
as usually generated as harmonics of f1, and all three signals were phase
locked to the LINAC RF.

The maximum allowed total charge to pass outside the phase
acceptance window during a 10 ns period was set to Q q= 0.05·f b.
During the optimizations, the two harmonic signals set to be in phase

)b()a(
Fig. 18. The projected beam spot at the CS together with the geometry of the knife edge
(a), and the aperture hole (b).
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or antiphase with the fundamental one, thus φ = 01 and φ π∈ {0, }2,3 .
The optimized values of y y−0 3 in (12) for different phase acceptance
windows are listed in Table 3.

The average current within the desired time window, iavg, after the
EF for the different driving schemes was measured using CT4, is also
listed in Table 3. Of course, since r 0=1 , i t( )EF in (13) would be identical
if one would change the sign of all the yn parameters in each driving
scheme. As seen, i = 35 mAavg when the beam is passing the CS and the
EF with the chopper system turned off. When the CS was extracted, the
average current in this case did not drop, thus the transverse beam size
is significantly smaller than the 2 mm aperture. The current 35 mA
with the chopper disabled, corresponds to a transported charge of 12
pC per S-band bunch. It is shown in Section 7.1 that it is possible to
transport up to 20 pC per S-band bunch to the first LINAC structure,
but this measurement series was performed before that was possible.

Fig. 19 shows the measured current after the EF compared to the
current obtained from the analysis. As seen, a beam size of σ = 0.4 mm
shows a better agreement with the measurements compared to the more
conservative σ= 0.5 mm. In the analysis, qb is set to 12 pC. The vertical
displacements in time domain and the projections of the S-band bunches
for the different driving schemes are shown in Figs. 20–21.

7. Overall performance and operation

7.1. Performance during ring commissioning

Fig. 22 (a) shows the induced signals at CT2-4 that are shown in
Fig. 7. The set-up is typical for commissioning where a single 500 MHz
signal is applied to the first stripline in order to maximize the BPM
response. The HV pulses that are fed to the second stripline are 100 ns
long, and the electron pulse that is accelerated starts at t=0. Fig. 22 (b)
shows the projected charge distribution on the YAG screen directly
after the CS (see Fig. 7). Since the YAG screen is located before the EF,
electrons within a large energy span are projected here. However, one

can obtain a quite clear picture of the charge distribution in the high-
energy span by adjusting the first solenoid so that the low-energy
electrons are over-focused at the screen. The 500 MHz signal was here
generated as the sixth fraction of the LINAC master signal, and there
are 2 S-band bunches in each projected population per 500 MHz cycle.
For illustration purposes, the CS was extracted in Fig. 22 (b), and the
HV pulses at the second stripline are not applied (when applying the
HV pulses, two overlapping projections can be seen on the screen, each
containing 3 populations). Note that there is a 5×5 mm etched square
on the surface of the YAG screen. The contour of this square has been
enhanced in the figure. However, the HV pulses are applied and the
2 mm aperture is inserted when obtaining the CT signals in Fig. 22 (a),
and only the upper population passes the CS, thus 1/3 of the S-band
bunches are transported to the first LINAC section.

One can see that the average current at CT4 in the 100 ns electron
pulse that reaches the first LINAC section was approximately 20 mA.
This corresponds to a transported charge of 20 pC per S-band bunch
since 2 out of 6 S-band bunches pass during a 500 MHz cycle. With the
presented settings, the total charge in the 100 ns pulse can be
transported to the two extraction points at 1.5 GeV and 3.0 GeV,
respectively with very small losses. Note that both analog and digital
filters are applied to the three signals which makes the plotted rise and
fall times longer.

As mentioned in Section 6.1, it is possible for some low-energy
electrons to pass the CS when they are outside the desired time window
if they have a combination of low energy and a certain angle. This can
be seen as a small amplitude outside the desired time window in u t( )3 .
However, these charges are dumped downstream in the pre-injector
due to their lower energy, and they can not be seen in u t( )4 .

The voltage u t( )2 is the induced CT signal close to the exit of the gun,
and the average current output within the desired time window was
more than 600 mA. Thus, roughly 10% of the output charges (20 pC per
S-band bunch) within the time window have such high energy that they
can be transported to the extraction points.

Initial measurements of the pre-injector were reported in [19]. As
seen, the current throughput after the EF has been improved since the
previous measurements results were published. This was achieved by
doing more RF conditioning of the gun, and by further optimizations of
the optics. It was also reported that an interfering vertical magnetic
field was detected in the vicinity of the gun cavities. This altered the
horizontal trajectory of the beam when its energy was swept. The
interfering field originates from the nearby located ion pumps, and the
pumps have now been shielded with sheets of mu-metal. After the
sheets were applied, the interfering field was no longer detected, and
the alignment of the gun was done without taking the beam energy into
consideration.

7.2. Length of the injected current pulse

The chopper system proved to be adequate for defining the start
and stop of the injected current pulse and thereby selecting the number
of ring buckets that are filled during each LINAC shot. During the tests,
the number of injected ring buckets could easily be adjusted between
one and ten. Fig. 23 shows the induced signals at an upstream BPM
strip port during injection to one (a) and to ten (b) ring buckets.

In January 2016, some initial single-bunch experiments were
performed in the 3 GeV ring. Here, only one of the 176 ring buckets
was filled by injecting with the bunch train shown in Fig. 23 (b). The
maximum charge that could be accumulated in the single ring bucket
during the experiments was 15 nC with a total charge contamination of
≈2% in the neighboring ring buckets. The contamination can probably
be further decreased by adjusting the optics and timing in the injector.

This charge contamination is not a problem when shortening the
length of the injected current pulse in order to obtain a more even
charge distribution in the ring when operating with a uniform filling
pattern. This is because the additional charge injected into the

Table 3
Different driving schemes for different ring bucket phase acceptances, and the measured
average current after the EF. Negative values of yn means that the n: th signal is in
antiphase with the fundamental signal, thus φ π=n .

# S-band y0 y1 y2 y3 iavg after EF

bunches [mm] [mm] [mm] [mm] [mA]

3 −8 3.75 5.25 −0.75 3.5
5 −4 2.5 2.25 −1 5.8
7 −4.5 4.5 0.25 −0.5 7.8
9 −4.5 5 0 0 8.8
11 −4 4.75 −1 0.25 11.9
13 −3 3.75 −1 0 12.9
15 −1.5 2 −0.75 −0.25 14.7
30 0 0 0 0 35
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Fig. 19. Measured and analytical average current after the EF for the driving schemes
listed in Table 3.
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neighboring ring buckets is much smaller than the charge injected into
the targeted ring bucket. However, the charge contamination is
suboptimal when operating with exotic (non-uniform) filling patterns
with gaps. This contamination can be removed with bunch cleaning by
using RF-knockout. Transverse (and longitudinal) bunch-by-bunch
feedback systems are currently being developed for both rings, and
these systems will also be suitable for bunch cleaning as described in
[22].

Another way of injecting into a single ring buckets with high
precision and with low charge contamination would be to use the
photocathode gun. Preparations are ongoing where the laser and
timing systems are modified to allow ring injections using that gun

too. By doing so, one also gain redundancy in case the thermionic pre-
injector starts to malfunction.

8. Conclusions and future work

In this paper, the MAX IV thermionic pre-injector design is
presented. To fulfill the injection requirements, an electron beam with
the correct time structure needs to be injected into the two storage
rings, and the electrons outside this time structure must be dumped
before they reach the first LINAC structure. A thermionic RF gun is the
electron source during injections, and it produces an electron beam
containing S-band bunches with a large energy spread. The low-energy
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Fig. 20. The vertical displacements of the driving schemes with 3, 5, and 7 S-band bunches per ring bucket listed in Table 3. The left figures show the simulated vertical displacements in
time domain during one 10 ns period. Here, each circle is one of the S-band bunches, and the horizontal lines are the boundaries of the 2 mm aperture in the CS. The middle and right
figures show the simulated and measured projected charge distributions on the YAG screen directly after the CS. Note that the CS is extracted in these figures, and that there is no static
offset (y = 00 ) except for the upper right figure for the 3 S-band bunches per ring bucket where an offset of approximately −3 mm is applied. The reason for applying an offset to this

figure is that the projection is larger than the screen itself, and the top population on the YAG screen corresponds here to the top population in the simulation. There is an etched square
of size 5×5 mm on the screen, and its contours have been enhanced in the measured projections in the right figures. As a reference, the same square is plotted in the middle figures.
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electrons can not be captured in the injector and must be dumped. A
chopper system and an energy filter are used to dump the unwanted
electrons, where the former creates the correct time structure of the
beam, and the latter removes the low-energy tail of the S-band
bunches. Analytical solutions and simulation tools were used to
investigate the thermionic gun structure and the downstream compo-

nents to investigate the electron beam properties out from the gun and
through the pre-injector.

Using COMSOL Multiphysics and SUPERFISH, the electromag-
netic properties for the different modes in the thermionic gun were
simulated. Subsequent measurements of the manufactured gun show
that the achieved values are close to the simulated ones.
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Fig. 21. The vertical displacements of the driving schemes with 9, 11, 13, and 15 S-band bunches per ring bucket listed in Table 3. The layout of the figures is the same as in Fig. 20.
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Simulations using ASTRA and PARMELA give an indication of the
electron beam parameters in terms of maximum achieved energy,
transported charge and emittance of the beam. In PARMELA, the
complete pre-injector was described including the EF but not the
chopper system. At the entrance to the first LINAC structure the
electron beam has a simulated emittance of about 3 mm mrad and a
kinetic energy of 2.5 MeV. Simulations show that up to 40 pC of each S-
band bunch can be transportable with good beam quality all the way to
the first LINAC structure. During the measurements it was shown that
20 pC of each S-band bunch were transported through the system with
an energy setting for the EF corresponding to 2.5 MeV.

By distributing the 100 MHz RF signals of the two rings into an
exciter network that produces harmonics of the input signals, it is
possible to obtain 100 MHz, 300 MHz, and 700 MHz signals that are
phase locked to the ring that is about to be injected. These three signals
are then combined and fed to a stripline. Through a series of
measurements, it was shown that the number of S-band bunches that
are injected into each ring bucket can be altered by adjusting the

amplitudes and phases of the three signals. During commissioning of
the injector and during early beam commissioning of the 3 GeV ring,
the chopper has produced an electron beam with a 500 MHz structure
in order to maximize the BPM response along the accelerator. The
number of ring buckets that are filled during each LINAC shot can also
be adjusted, and in early 2016 it was shown that injecting into single
ring bucket in the 3 GeV ring is possible with an acceptable charge
contamination in the neighboring ring buckets. Together with the
filling pattern feedback system, this will make it possible to fill both
rings with arbitrary filling patterns, and to obtain an even charge
distribution among the ring buckets during top-up injection. Overall, it
was shown that the chopper system is versatile and able to create an
electron beam with an arbitrary bunch structure to adapt to the future
injection requirements of MAX IV.

Measurements on the emitted electron beam current showed
behaviour deviant from the simulated current. It was discovered that
there is an oscillating component of the emitted current, believed to
have its source from excitation of the 0 mode in the electron gun.
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Fig. 22. (a) shows the induced signals, u t( )2−4 at CT2-4, respectively. Each CT has a transfer impedance of Ω1 . Here, 2 out of 6 S-band bunches are kept, and the electron pulse that

enters the first LINAC structure is 100 ns long. Note that u t( )2 is a factor 10 greater than illustrated in the plot. (b) shows the measured projected charge distribution on the YAG screen

directly after the CS, where the latter is extracted for illustration purposes. The etched 5×5 mm square that is seen on the screen has been enhanced. Only the electrons in the upper
population are kept when the CS is inserted. (c) shows the same projected charge distribution obtained from particle tracking in ASTRA as described in Section 4.6.2 at the position of
the YAG screen.
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Simulations on this show that a 5% excitation of the 0 mode would
produce an oscillation as observed, and that it also will affect the
injection efficiency. Initial measurements indicate that the mode beat-
ing in the gun is affecting the performance of the pre-injector
negatively, work will continue to fully investigate why the mode beating
appear with the aim to be able to either remove it or limit its impact.

Beam commissioning of the 3 GeV ring is currently ongoing. During
this process, the phase and momentum acceptance of the ring bucket
are studied, and how the dispersion in the transport line limits the
length of the injected current pulse. This will provide valuable
information on how the injection efficiency can be optimized for
different modes of top-up operation.
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Abstract

The MAX IV facility in Lund, Sweden consists of two

storage rings for production of synchrotron radiation, and

a short-pulse-facility (SPF). The two rings are designed for

3 GeV and 1.5 GeV, respectively, where the initial beam

commissioning of the former has recently been completed,

and commissioning of the latter was started in September

2016. Both rings will be operating with top-up injections

delivered by a full-energy injector. In order to reduce losses

of high-energy electrons along the injector and in the rings

during injection, only electrons that are within a time struc-

ture where they can be accumulated in the ring buckets

are accelerated. Electrons outside this time structure are

dumped before they reach the first LINAC structure by a

chopper system. The performance of the chopper system

during commissioning of the 3 GeV ring is presented in this

paper.

INTRODUCTION

The MAX IV injector consists of 39 travelling-wave S-

band LINAC structures that are fed via SLED systems [1].

It provides top-up injections for two storage rings at 3 GeV

and 1.5 GeV, respectively. The injector also operates as

a driver for a short-pulse-facility (SPF) [2], and might be

the driver for a future free-electron laser (FEL) [3]. Initial

beam commissioning of the 3 GeV ring was completed in

the summer of 2016, and the facility will soon open up for

the user community. The beam commission of the 1.5 GeV

was started in September 2016.

For ring injections, the electron source is a thermionic

S-band RF gun that delivers an electron pulse with a length

of ≈ 1 s [4]. This electron pulse is bunched with an S-band

structure, and only a fraction of its charge can be accumu-

lated in the rings during injection. The RF systems in both

rings are operating at 100 MHz, and the number of S-band

bunches that can be accumulated in each ring bucket de-

pends on parameters such as available RF voltage and the

radiation losses. In its final state, the number of S-band

bunches that can be accumulated in each bucket in the 3

GeV ring might vary between 4 and 7, while the number

might be as high as 19 in the 1.5 GeV ring [5]. Due to the

SLED systems, the accelerated electron pulse has an energy

chirp [6] which limits the number of ring buckets that can

be injected during each LINAC shot because of the finite

momentum acceptance in the transport lines to the rings [7].

Electrons that can not be accumulated during injection

are dumped before they reach the first LINAC structure by

a chopper system. The electron losses at high energies, as

∗ email: david.olsson@maxiv.lu.se

well as the emitted bremsstrahlung, are by that minimized.

Apart from protecting personnel and sensitive electronic

equipment from radiation, it also reduces radiation-induced

demagnetization of the permanent magnets in insertion de-

vices (IDs). Such magnet degradation does not only reduce

the undulator/wiggler parameter, K , but does also result in

an extra broadening of the spectral lines since the demagne-

tization is often non-uniform along the IDs [8] [9].

THE CHOPPER SYSTEM

The chopper system consists of two planar striplines

with corrector magnets placed around them, as seen in the

schematic overview in Figure 1. By adjusting the strengths of

the correctors and the shape of the counter propagating TEM

waves that are fed to the striplines, only the S-band bunches

within the desired time structure experience a net deflect-

ing force that is zero when passing each stripline. S-band

bunches that are outside this time structure are vertically

deflected and dumped at a downstream located adjustable

aperture.

The first stripline is fed with a superposed signal con-

sisting of one 100 MHz, one 300 MHz, and one 700 MHz

signal. These three signals can be generated as harmonics

(in a comb generator) from any of the 100 MHz main RF

signals of the two rings. By doing so, the superposed signal

is always phase locked to the RF system of the ring that is

being injected. After the three signals have been generated,

they are amplified and combined in a cavity filter and fed

to the first stripline, as shown in Figure 1. Note that the

combined signal is circulated through both stripline elec-

trodes, and the total electrical length is adjusted so that the

propagating mode in the stripline is an odd (differential)

TEM mode at odd harmonics of 100 MHz. By adjusting

the amplitudes of the three signals, it is possible to change

the number of S-band bunches per 10 ns period that enters

the main injector, i.e. the number of S-band bunches that

are injected into each ring bucket. This is illustrated in Fig-

ure 2, where the vertical displacement at the position of the

aperture is shown for the driving scheme that has been used

during commissioning of the 3 GeV ring. With this driving

scheme, only 3 S-band bunches per 10 ns period pass the

boundaries of the aperture, while the rest are dumped. In [5],

other driving schemes are presented where up to 15 S-band

bunches per ring bucket are injected.

By feeding two high-voltage pulses with different polari-

ties to the second stripline, the total length of the electron

pulse that enters the main injector can be adjusted, i.e. the

number of ring buckets that are injected during each LINAC

shot. These pulses are generated by commercial switch

µ
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Figure 1: The basic components of the chopper system.
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Figure 2: The vertical displacement of the beam at the po-

sition of the adjustable aperture in Figure 1 during one 10

ns period. The red circles are the S-band bunches, and the

green lines represent the boundaries when a 2 mm aperture

is inserted.

modules consisting of fast solid-state switches and capacitor

banks.

The chopper system and the other component in the

thermionic pre-injector are described in further details in [5]

and in [10].

PERFORMANCE DURING RING

COMMISSIONING

The structure of the electron pulse that passes the chopper

can be studied at several BPM striplines situated throughout

the injector. For the chopper operations described above,

the induced voltage u(t) at a single upstream port of an ideal

BPM stripline is given by

u(t) =
g | |Zs

8
qb

N−1
∑

n=0

M−1
∑

m=0

{

ib(t − m · Tb − n · TRF)

− ib(t − m · Tb − n · TRF − 2L/c0)

}

(1)

where c0 is the speed of light in vacuum, qb the total charge in

each S-band bunch, Zs ≈ 50 Ω the characteristic impedance

of a single BPM stripline electrode (in sum mode), L =

−2 0 2 4 6
−1

−0.5

0

0.5

1

Time [ns]

u
(t
)/
m
a
x
(u
)

Figure 3: The induced voltage, u(t), at a BPM stripline port

that is located at the end of the injector obtained with a 4

GHz oscilloscope. 3 S-band bunches per ring bucket are

injected (M = 3).
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Figure 4: The induced voltage, u(t), at a BPM stripline port

at the end of the injector when injecting into 10 and into

1 ring buckets (N = 10 and 1). In both cases, 3 S-band

bunches are injected into each ring bucket (M = 3), but this

oscilloscope does not have high enough resolution to resolve

individual S-band bunches. Note that the horizontal and

vertical offsets in the green curve are 100 ns and 0.1 units,

respectively.
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Figure 5: The projected beam of a single LINAC shot at

a YAG screen in the transport line to the 3 GeV ring. The

vertical dispersion is here ηy = −1 m, and the axis shows

the corresponding relative beam energy W/W0. Ten ring

buckets are here injected as in Figure 4. One can distinguish

the electrons that are being injected into the first six ring

buckets as distinctive populations due to their larger energy

spread, while the electrons that are injected into the last four

ring buckets are located in the lower population. As seen, it

is even possible to distinguish the three S-band bunches in

the upper low-energy populations. These are clearly visible

in the zoomed area of the 2nd upper population.

15 cm the length of an electrode, and g | | the longitudinal

geometry factor defined in [11]. Tb = 333 ps and TRF =

30Tb = 10 ns are the period of the S-band bunches, and the

period of the ring RF systems, respectively. M and N are

the number of S-band bunches that are injected into each

ring bucket, and the number of ring buckets that are injected,

respectively. ib(t) is the longitudinal (normalized) charge

distribution of a single S-band bunch centered at t = 0. The

bunch length of an S-band bunch is tens of picoseconds,

i.e. small compared to the operating frequencies of the

chopper. In (1), it is assumed that the S-band bunches are

ultrarelativistic and propagate in the center of the beam pipe.

Figure 3 shows u(t) induced by the driving scheme illus-

trated in Figure 2 (M = 3). Here, three bipolar pulses (one

for each S-band bunch) can be seen whose negative and pos-

itive parts are separated by 2L/c0 = 1 ns. The remaining

oscillations are mainly caused by reflections due to the fact

that the BPM stripline is far from perfectly matched to 50 Ω

for the wideband spectrum of a single S-band bunch.

The blue curve in Figure 4 shows u(t) when injecting

into ten successive ring buckets thus (M, N) = (3, 10). This

is the injection scheme that has been used so far during

normal beam commissioning of the 3 GeV ring. It has been

possible to transport a total charge of 290 pC per LINAC
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0.98
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Electron Release Time [µs]

W
(t
)/
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0

 

 
Theory

Measurement

Figure 6: The relative energy gain, W(t)/W0, of the MAX

IV injector as a function of the electron release time. The

blue curve shows the theoretical gain, while the green circles

show the relative energy of the ten populations in Figure 5.

shot to the injection point with a capture efficiency in the

ring that is above 90 %. As seen, there is a small variation

in amplitude among the ten bipolar pulses which is caused

by mode beating the thermionic RF gun. The frequency of

this mode beating is 16.6 MHz, and it is further described

in [5].

The green curve in Figure 4 shows u(t) when injecting

into a single ring bucket, thus (M, N) = (3, 1). In January

2016, some initial single-bunch experiments were performed

in the 3 GeV ring, where only one of the 176 ring buckets

was filled using this injection scheme. The maximum charge

that could be accumulated in the single ring bucket during

the experiments was 15 nC, while the total charge contami-

nation in the neighbouring ring buckets was ≈ 2 %. Since

then, a transverse bunch-by-bunch feedback system has been

commissioned which makes it possible to perform bunch

cleaning that eliminates this charge contamination by RF-

knockout [12].

YAG screens located at dispersive sections along the in-

jector can be used as spectrometers and therefore to correlate

the bunch train from the chopper to the energy chirp caused

by the SLED systems. Figure 5 shows the charge distribu-

tion for a single LINAC shot projected at a YAG screen, and

Figure 6 shows the theoretical and measured energy spread

along the injected electron pulse. As seen, the measured

energy chirp is ≈ 0.75 %. The small deviation from the theo-

retical curve is partly due to a measurement error originating

from the mode beating.

CONCLUSIONS AND FUTURE WORK

During the commissioning of the 3 GeV ring, the chopper

system and the main injector delivered an electron beam with

the correct time structure for injection. Apart from further

optimization of the injection efficiency in this ring, the com-

missioning of the 1.5 GeV ring has recently started. Since

the latter ring has a significantly higher phase acceptance

during injection, other chopper driving schemes with higher

current throughput can be used to increase the injection rate.
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Abstract

The MAX IV facility in Lund, Sweden consists of two storage rings for pro-
duction of synchrotron radiation. The larger 3 GeV ring has been delivering
light to the first users since November 2016, while the smaller 1.5 GeV ring is
being commissioned. Coupled-Bunch Mode Instabilities (CBMIs) have been
observed in both rings, and they have a degrading effect on the beam quality
since they increase the effective emittance and the energy spread. In order to
suppress CBMIs, a digital Bunch-By-Bunch (BBB) feedback system has been
commissioned in the 3 GeV ring. The feedback in the three planes has this far
been two provided by two striplines kickers. A waveguide overloaded cavity
kicker, dedicated for feedback in the longitudinal plane, will soon be commis-
sioned. Apart from applying negative feedback, the BBB feedback system is
a comprehensive diagnostic tool. The design of the feedback kickers and the
implementation of the BBB feedback system in the 3 GeV ring are presented
in this report. Initial results from instability studies are also discussed.
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1 Introduction
The MAX IV facility in Lund, Sweden consists of two storage rings, where the larger
3 GeV ring is designed for production of high-brilliance hard X-ray synchrotron light,
and the smaller 1.5 GeV ring will produce light in the IR to the soft X-ray spectral
range [26]. The 3 GeV has currently five beamlines in operation, and this ring has
delivered light to the first users since November 2016, while the first beamlines in
the 1.5 GeV ring will be commissioned in the autumn of 2017.

In order to provide high-brightness synchrotron light to the users, the electron
beam has to be stable in all three planes. Since the electron bunches couple to each
other via wakefields, they can under certain resonance conditions drive coherent
coupled-bunch oscillations. Such oscillations are called Coupled-Bunch Mode Insta-
bilities (CBMIs). They can increase the effective emittance and the energy spread
of the beam which thereby decreases the brilliance at the beamlines. In order to
suppress these CBMIs, both rings will operate with Bunch-By-Bunch (BBB) feed-
back systems. The commissioning of the BBB feedback system in the 3 GeV ring
started in early 2016, while the commissioning in the 1.5 GeV ring will start in the
autumn of 2017. The focus of this report is therefore on the 3 GeV BBB feedback
system and on the beam measurements performed there.

A brief introduction to CBMIs and their effect on the electron beam is given
in Section 2. The driving sources of the CBMIs and different ways to suppress
them are also discussed in that section. The feedback signal is applied via kickers
(actuators), and striplines have this far been used as actuators in all three planes.
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The stripline design is presented in Section 3. Section 4 describes the design of
a waveguide overloaded cavity that will soon be the dedicated actuators in the
longitudinal plane (the two striplines will still provide feedback in the horizontal
and in the vertical plane). The basic principles and the layout of the BBB feedback
system in the 3 GeV ring is described in Section 5. Finally, some measurements on
how the BBB feedback system affects the beam properties are presented in Section
6. In this section, it is shown how the quality of the light seen at the beamlines is
affected by CBMIs and that they can be suppressed by the BBB feedback system.

2 Coupled-bunch Mode Instabilities
The main purpose of the BBB feedback system is to damp CBMIs since they have a
degrading effect on the quality of the synchrotron light seen at the beamlines. CBMIs
and the collective effects that are driving them is a vast and complex topic, and
only a brief introduction to the physics necessary to understand the basic concept
of CBMIs and BBB feedback systems is therefore presented in this section. A more
comprehensive and very intuitive guide on bunch-by-bunch feedback systems can be
found in the Cern Accelerator School material provided by M. Lonza [17]. For more
in-depth information on CBMIs and other collective effects, [19] is recommended.

2.1 Beam Dynamics in a Storage Ring

In circular accelerators, the displacement of a particle from its ideal orbit is described
by the equation of motion

x′′(t) + 2Dx′(t) + ω2x(t) = 0 (2.1)

where D = τ−1D is the radiation damping, and τD is the radiation damping time.
Since the particle emits synchrotron radiation, D > 0 and then the excited os-
cillations are damped. x(t) can describe the displacement in any of the three
planes. When (2.1) describes the horizontal/vertical motion, then ω is the hori-
zontal/vertical betatron angular frequency, and when it describes the motion in the
the longitudinal plane, then ω is the synchrotron angular frequency. If we assume
that ω >> D, the solution to (2.1) is approximated by an exponentially damped
sinusoidal oscillation

x(t) = Ae−Dt cos(ωt+ φ) (2.2)

where A and φ are an arbitrary amplitude and phase, respectively. In reality, the
displacement of a single electron is not entirely damped until it propagates along
its ideal orbit since it experiences smaller excitations continuously due to quantum
excitations when emitting light. Quantum excitations of the electrons is the main
contributor to the finite energy spread (also known as the natural energy spread) of
the beam, and appears because synchrotron radiation is emitted in discrete packets
of photons. Excitations do also occur due to collisions between the electrons. This is
knowns as intrabeam scattering, and becomes more notable at higher beam currents.
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The size of a stable beam is therefore not zero, and its average size in phase space
is given by its emittance.

In, (2.1), all oscillations are damped, and the electrons in a single bunch are os-
cillating around their ideal orbit incoherently. However, there is an electromagnetic
coupling between the bunches via wakefields. Under certain resonance conditions,
the wakefields might drive the electrons in a single bunch so that they oscillate co-
herently around their ideal orbit. These oscillations are known as coupled-bunch
oscillations. That modifies the equation of motion to

x′′(t) + 2(D −G)x′(t) + ω2x(t) = 0 (2.3)

with the solution
x(t) = Ae−(D−G)t cos(ωt+ φ) (2.4)

where G is the growth rate driven by the wakefields, and τG = G−1 is the growth
time. If G > D, the beam becomes unstable, and the oscillations grow exponentially,
which leads to an excited CBMI. If the oscillations grow larger than what is allowed
by the acceptance of the storage ring, then the exponential growth can result in
beam loss. For smaller values of G, the CBMI might not result in beam loss since
non-linear effects saturate the amplitude of the oscillations before they grow so large
that the beam is lost. If this is the case, the effects of transverse CBMIs can be
seen as an increased transverse beam size and thereby as an increase of the effective
emittance. Longitudinal CBMIs result in an increased energy spread which also
increases the beam size due to dispersion. It will be shown in Section 6.3 that
CBMIs have a degrading effect on the quality of the beam and the brightness of the
light seen at the beamlines. Since G is proportional to the beam current, it is always
possible to keep the beam stable below the current threshold where the CBMI is
excited.

The number of Coupled-Bunch Modes (CBMs) that can be excited depends on
the filling pattern in the storage ring. If all the ring buckets are filled, the number of
possible CBMIs is the same as the number of bunches, i.e., the same as the harmonic
number of the accelerator. As mentioned above, the electrons oscillate coherently
at their betatron/synchrotron frequency when a CBMI is excited. The index of the
CBM that is excited determines how the centroids of the bunches oscillate relative
to each other, i.e., the phase advance ∆φ of the oscillations between each bunch. If
all the M buckets in the storage ring are filled (as in normal operation at MAX IV),
∆φ is given by

∆φ = m
2π

M
(2.5)

where m = 0, 1, · · · ,M − 1 is the index of the CBM. Each excited CBM appears in
the beam spectrum as an infinite number at resonance peaks at

f = pfRF ± (m+ ν)f0 (2.6)

where fRF = Mf0 is the frequency of the RF system, f0 is the revolution frequency, ν
is the fractional betatron/synchrotron tune, and p ∈ Z. One important observation
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from (2.6) is that it is sufficient to monitor a frequency span of fRF/2 centred around
f = fRF(1/4 + n/2), n ∈ N in order to observe an excited CBMI. To illustrate
this, assume that we have a storage ring with M = 8 equally spaced bunches, the
circumference L, and a vertical fractional tune of ν = 0.33. Then, Figure 1 (a)
shows the vertical displacement of the 8 bunches at a given time when the vertical
CBM #1 (m = 1) and CBM #5 (m = 5) are excited compared to a stable beam.
Figure 1 (b) shows the corresponding beam spectrum in the span 0 ≤ f ≤ fRF for
the three cases.
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Figure 1: (a) shows the maximum vertical displacement of the 8 bunches at a given
time for a stable beam (blue circles), when CBM #1 (m = 1, green circles) is excited,
and when CBM #5 (m = 5, red circles) is excited. Here, M = 8, ν = 0.33, z is
the longitudinal position, and L is the circumference of the storage ring. (b) shows
the corresponding vertical beam spectrum lines for CBM #1 (green) and CBM #5
(red).

Figure 2: The longitudinal beam impedance, Z||(f), around a cavity HOM (blue
line). The two orange lines are the spectrum lines of CBM number m and M −m
(p = 0). As seen, the spectrum line of the latter overlaps with the impedance
response of the HOM, and that CBM can therefore be excited.

2.2 Drivers of CBMIs

As mentioned in the previous section, CBMIs are driven by wakefields. Below we
list the sources of the wakefields that give a coupling between bunches.
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2.2.1 Vacuum Chamber Discontinuities

Wakefields from a single bunch can be reflected at discontinuities in the vacuum
chambers and affect the motion of succeeding bunches. This can be the driving
source of both transverse and longitudinal CBMIs. Examples of such discontinu-
ities are tapers, BPM buttons, bellows, RF fingers, pumping ports, and accelerator
cavities.

In the longitudinal plane, the instabilities are often driven by high-Q eigenmodes
trapped in the vacuum chambers since the stored energy in these eigenmodes can
grow quite large due to coherent multi-turn wakefield superposition. At MAX IV,
many of the Higher-Order Modes (HOMs) in the main and in the Landau cavities are
such high-Q eigenmodes. These HOMs can drive CBMIs if their beam impedance
spectrum overlaps with the frequencies of the CBMs in (2.6), as illustrated in Figure
2. Since these eigenmodes are very narrowbanded, it is sometimes possible to shift
them in frequency and thereby avoid excitations of CBMIs as described in Section
2.3.4.

2.2.2 Resistive Wall Instabilities

The beam induces mirror currents on the inside of the vacuum chambers as it prop-
agates in the accelerator. Since the beam chambers are made of materials with a
finite conductivity, the mirror currents experience resistive losses. These losses as-
sert a decelerating force on the bunches which is proportional to the beam current.
The decelerating forces can drive CBMIs, and they are especially strong in low-gap
chambers (such as in-vacuum undulators/wigglers). One of the reasons for using
copper (a high-conductivity material) chambers in the 3 GeV ring is to reduce the
risks of resistive wall instabilities. Resistive wall instabilities can appear both in the
longitudinal and in the transverse plane, but is often a problem in the latter.

2.2.3 Ion-induced Instabilities

Ions in the vacuum chambers can drive ion-electron coherent oscillations that result
in transverse CBMIs. The ions, which are created when the beam is colliding with
gas molecules in the non-perfect vacuum, are trapped in the negative potential of the
beam and they are accumulated over several beam passages. Normally, the beam
current threshold, where the ion-induced instabilities appear, increases with time as
the vacuum improves. This was a also observed at MAX IV which is reported in
Section 6.3.1.

2.3 Methods to Suppress CBMIs

In the early design phase of an accelerator, one should reduce the risks of CBMIs. By
carefully designing the vacuum chambers, one can make sure that the geometrical
wake impedance is minimized. It is then important to redice the impact of high-Q
eigenmodes that are trapped in the structures. As already mentioned, materials with
low resistivity in the walls of the vacuum cambers reduce the impact of resistive-wall
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instabilities, and a good quality of the vacuum suppresses ion-induced instabilities.
However, once the accelerator is running and the "damage has been done", there
are several ways to suppress the CBMIs that hopefully makes it possible to operate
the storage ring with a stable beam at the nominal beam current. Some methods
that are used or considered at MAX IV are listed below.

2.3.1 Negative Feedback

The most straightforward way to suppress a CBMI is to damp the coherent oscilla-
tions with negative feedback. A BBB feedback system is here applying a kick to each
single bunch for every revolution. The kick signal is sinusoidal and proportional to
the derivative of the coherent oscillation so that the equation of motion from Section
2.1 becomes

x′′(t) + 2(D +Dfb −G)x′(t) + ω2x(t) = 0 (2.7)

where Dfb is the damping term from the feedback. We see that stability is achieved
if (D + Dfb − G) > 0. As mentioned in Section 2.1, it is sufficient to monitor
a carefully chosen span of fRF/2 in order to observe all the CBMs in the beam
spectrum. The same goes for the feedback signal, i.e., the feedback kickers should
have a bandwidth (BW) of at least fRF/2 in order to suppress all the CBMIs. The
BBB feedback system in MAX IV is presented in detail in Section 5.

2.3.2 Harmonic Cavities

Both MAX IV storage rings are equipped with passive 3:rd harmonic (Landau)
cavities that provide bunch lengthening up to a factor five compared to a single 100
MHz RF system [2]. The bunch lengthening decouples the high-frequency part of the
impedance spectrum of the machine from the beam, i.e., the impedance spectrum
at higher frequencies has little effect on the beam since the spectrum of each bunch
becomes more narrow as the bunch length increases. For example, the loss factor
κ|| in (4.9) is reduced as λ(ω) becomes more narrow. A very important consequence
of the bunch lengthening is that it reduces the excitation of the cavity HOMs that
are driving longitudinal CBMIs, and thereby increases the current threshold where
the beam becomes unstable.

The Landau cavities also increase the spread of the synchrotron frequency (tune
spread) among the electrons in a single bunch. The tune spread increases with the
non-linearity of the RF waveform [19]. With a single RF system, the RF waveform
is sinusoidal and is quite linear at the synchronous phase unless the total maximum
voltage provided by the RF system per turn is close to the voltage lost by the
electrons as synchrotron radiation per turn. When the Landau cavities are excited
for optimum bunch lengthening, the superposed RF waveform forms a plateau (the
derivative is zero) at the synchronous phase and is therefore more non-linear. The
tune spread has a damping effect on CBMIs since it reduces the coherency of the
driven bunch oscillations. This is also known as Landau damping.
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Simulation model fc [MHz] Q
101.91 21502

No HOM damper 407.18 34786
460.38 36920
101.90 21370

One HOM damper 406.99 1299
459.38 746

Table 1: The resonance frequencies fc and quality factors Q of the first three main
cavity eigenmodes, with and without HOM dampers. The simulations are done in
COMSOL [9].

Apart from reducing the impacts of collective effects, the bunch lengthening also
decreases the electron density which increases the Touschek lifetime and reduces the
transverse emittance.

2.3.3 Damping of HOMs

In the early design phase of MAX IV, there were plans to attach at least one HOM
damper to each main cavity. The purpose of the dampers is to increase the external
loading of the unwanted HOMs and thereby to decrease their quality factors as
described in [16]. By doing so, the growth rates of the CBMs driven by the HOMs
are reduced.

An in-air HOM damper prototype for the MAX IV main cavities has been de-
veloped. The prototype consists of a coaxial structure that forms a notch filter (re-
jection filter) around 100 MHz (around the cavity fundamental mode). The coaxial
structure is inserted into the cavity lateral surface, and it couples to the cavity mag-
netic fields via a loop antenna. The other end of the structure is terminated with a
50 Ω load. Figure 3 (a) shows a simulation model of the HOM damper inserted into
a main cavity, and (b) shows the prototype inserted into a vented cavity. By tun-
ing the notch filter to the frequency of the fundamental mode, many of the HOMs
can be damped, while the coupling to the fundamental mode is negligible. Table 1
shows the resonance frequency and quality factors of the fundamental and the first
two HOMs in a main cavity, with and without the prototype HOM damper. As
seen, the fundamental mode is quite unaffected by the HOM damper, while the two
HOMs are heavily damped. Note that the input coupling loop for the 100 MHz
RF power is not included in the model. The plan to implement HOM dampers is
currently on hold, and it will be evaluated if the combination of Landau cavities and
a BBB feedback system is sufficient to suppress all the longitudinal CBMIs up to
the design current of 500 mA.
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(a) (b)

Figure 3: (a) shows the HOM damper prototype together with a MAX IV main
cavity in COMSOL, and (b) shows the prototype when it is inserted into a vented
cavity.

2.3.4 Shifting Cavity HOMs in Frequency

Another passive way to decrease the impact of CBMs is to shift the frequencies
of the cavity HOMs and move them away from the spectrum lines of any harmful
CBMs (see Figure 2). There are two ways to shift the frequencies of the cavity
eigenmodes. The first method is to move the position of the cavity end plates with
a mechanical tuning system. The second method is to change the temperature of
the cavity with the cooling water, and thereby change the cavity volume due to the
expansion/contraction of the copper. When tuning the cavities, the aim is to keep
the frequency of the fundamental modes constant, and shift frequencies of the HOMs.
Thus for every new cavity temperature (within the operational span), there exists
an end plate position where the frequency of the fundamental mode is unchanged.
Since the HOMs are responding differently to mechanical and temperature tuning
compared to the fundamental mode, the new combination of end plate position
and temperature will shift the HOMs in frequency. An extensive study on how the
eigenmodes in the main and Landau cavities respond to mechanical and temperature
tuning can be found in [6].

This method is being used together with negative feedback in the longitudi-
nal plane in order to continuously increase the beam current threshold where the
beam becomes unstable. With the BBB feedback system it is possible to perform
grow/damp transient measurements (see Section 6.1) just below the current thresh-
old were the stability is lost and to see which CBM that has the highest growth
rate. That particular CBM is then the reason why stability is lost at a slightly
higher current. The next step is to identify which cavity the HOM that is driving
the CBM is originating from by tuning the end plates and the temperature of the
cavities. When the problematic cavity is found (for some reason, it is always the last
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cavity you investigate...), the HOMs of that cavity are shifted in frequency, and it is
now hopefully possible to keep the beam stable at higher currents. The procedure
is then repeated just below the new threshold where the beam goes unstable. These
studies are often very time consuming.

2.3.5 Non-uniform Filling Patterns

There are some advantages of operating a storage ring with non-uniform filling
patterns. For example, if ion-induced CBMIs are a problem, one can introduce
a gap in the filling pattern. By doing so, the negative potential of the beam is
distorted, and it might prevent trapping of ions if the gap is large enough. Such gap
is also known as an ion-clearing gap. The effects on the beam performance after
introducing an ion-clearing gap is reported in [25].

Since the bunches couple to each other via wakefields, it is also possible to
increase the longitudinal tune spread by introducing gaps in the filling pattern.
Note that we are here mainly increasing the tune spread among the bunches, and
not among electrons in each bunch as in the case with harmonic cavities. This
technique has been used at MAX IV at lower currents in order to keep the beam
stable.

Non-uniform filling patterns can be achieved in MAX IV by selecting the ring
buckets that are injected by adjusting the chopper [3] or by doing bunch cleaning
with the BBB feedback system (see Section 6.2).

2.3.6 Phase Modulation

One active method to suppress longitudinal CBMIs that is being used with success
at LNLS is to phase modulate the RF fields in the main cavities [1]. With the phase
modulation activated, the signal delivered to a main cavity, VRF(t), becomes

VRF(t) = V̂ cos(ωRFt+ φ̂mod cos(ωmodt+ ϕmod) + ϕRF) (2.8)

where V̂ and φ̂mod are the amplitude of the RF voltage and the phase modulation
respectively. ϕRF and ϕmod are arbitrary phases, and ωRF and ωmod are the fre-
quencies of the main RF system and the phase modulation, respectively. At LNLS,
ωmod is set to a value close to twice that of the synchrotron frequency, and the effect
of phase modulation is that the electrons in each bunch are split up into two (or
three) bunchlets, each with slightly different synchrotron frequencies. The phase
modulation increases the Landau damping by an increase of the longitudinal tune
spread in the bunches.

This far, LNLS has been operating with a single-RF system (no bunch length-
ening with harmonic cavities), and this is when phase modulation is most advanta-
geous. However, one drawback with phase modulating the main RF signal is that
it increases the energy spread within the bunches. At MAX IV, phase modulation
is therefore a tool that might be useful at lower beam currents to keep the beam
stable where there are no significant Landau damping due to bunch lengthening.
At date, it is not possible to phase modulate the main RF signal, but the required
modifications to the LLRF system would be rather small [21].
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3 Design of Striplines
As mentioned, stripline kickers are used as actuators when applying transverse feed-
back. Two striplines for the BBB feedback system are installed in the 3 GeV ring,
one for excitation in each plane. Striplines offer several advantages such as, high
transverse shunt impedance, simple design, short rise and fall times, and they can be
operated directly in the baseband (BB) span of 0-50 MHz, which is where the signal
processing units operate (see Section 5.1.2). The striplines can also simultaneously
be used as weak actuators for feedback in the longitudinal plane. This is possible
by upconverting the BB signal to a frequency range where the striplines have higher
longitudinal shunt impedance (see Section 5.1.3).

Since the in-vacuum parts of the two striplines are identical (they are only rotated
90 degrees relative to each other during installation), only the horizontal stripline is
analysed. The electromagnetic properties of a stripline are covered in detail in [20],
and no detailed analysis is therefore given in this report.

3.1 Geometry

The design of the striplines for the BBB feedback system is a modified version of
the design in [20]. Except for the dimensions, the two major differences are that the
new striplines only have two strips each, and that they have tapering sections at the
ends of the strips.

The main chamber, the strips, and the flanges are made of stainless steel 316.
Figure 4 (a) shows a 3D model of the chamber. Figure 4 (b) shows a 2D cross section
of the stripline mid section, where a = 13.5 mm, ag = 25.2 mm, φs = 107.20 degrees,
and φg = 12.75 degrees. The length of each strip (feedthrough-to-feedthrough) is
L = 300 mm, and the total length of the vacuum chamber (flange-to-flange) is 400
mm. Each strip has two tapered sections that make the transition between the
feedthroughs and the stripline mid section in Figure 4 (b) less abrupt. The length
of each tapered section is Lt = 25 mm, and they are visible in Figure 4 (a). Asides
from improving the transmission line impedance matching, the tapers also reduce
the beam impedance of the stripline at higher frequencies, as shown in Section 3.2.
Figure 5 shows one of the manufactured striplines.

3.2 Electromagnetic Properties

The electric scalar potential, Φ(ρ, φ), can be obtained analytically by solving Laplace
equation over a transverse cross section of the geometry, which is shown in [20].
Φ(ρ, φ) is here limited to the region where 0 ≤ ρ ≤ a and requires that the stripline
is evaluated far away from its end-gaps. E(ρ, φ) and H(ρ, φ) are then obtained as
−∇Φ(ρ, φ) and j

µ0ω
∇×E(ρ, φ), respectively.

The first propagating TEM modes are the odd (differential) and even (common)
modes. The potentials of the two strips have the same magnitudes but different
polarities in odd mode (U1 = V0 and U2 = −V0 in Figure 4 (b)), and the scalar
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(a) (b)

Figure 4: (a) shows a 3D cross section of the stripline, and (b) shows a 2D cross
section with some of its dimensions.

Figure 5: The manufactured vacuum chamber of the vertical stripline.

potential Φ⊥(ρ, φ) for this mode can be expanded in a Fourier series

Φ⊥(ρ, φ) =
8V0
πφg

∞∑

n=1,3,5,...

(ρ
a

)n sin
(
nφg

2

)
sin
(
nφs+φg

2

)

n2
cos(nφ) (3.1)

In the even mode, the two strips both have the same potential (U1 = U2 = V0),
and the Fourier series Φ||(ρ, φ) becomes

Φ||(ρ, φ) = V0
φg + φs
π

+
8V0
πφg

∞∑

n=2,4,6,...

(ρ
a

)n sin
(
nφg

2

)
sin
(
nφs+φg

2

)

n2
cos(nφ) (3.2)

Figure 6 shows Φ(ρ, φ) obtained in (3.1) and (3.2) (upper figure), together with
electrostatic simulations of the same modes in COMSOL (lower figure). The longi-
tudinal and transverse geometry factors, g|| and g⊥, defined in [14] are

g|| =
Φ||(ρ = 0)

V0
=
φs + φg
π

= 0.67 (3.3)
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Figure 6: Φ(ρ, φ) obtained analytically in (3.1) and (3.2) (upper), and numerically
in COMSOL (lower). The left figures show the odd mode, and the right ones show
the even mode.

g⊥ =
a|Ex(ρ = 0)|

V0
=

8

φgπ
sin

(
φg
2

)
sin

(
φs + φg

2

)
= 1.10 (3.4)

A design goal is to make the deflecting field as homogeneous as possible in
the vicinity of the beam. Figure 7 shows Ex(x, y = 0)/Ex(ρ = 0) and Ex(x =
0, y)/Ex(ρ = 0) for different values of φs. As seen, a quite good homogeneity is
obtained when φs = 107.2 degrees.

Since the characteristic impedance of the surrounding RF system is Z0 = 50 Ω,
each strip should be matched to this impedance in order to avoid reflections when
the strips are excited by the amplifiers and/or by the beam itself. The strips are
loaded differently in the odd and even mode which results in different impedances.
An optimization approach that can be found in the literature is Z0 ≈

√
Z0,⊥Z0,||,

where Z0,⊥ and Z0,|| are the characteristic impedance of a single strip in the odd
and even mode, respectively. The gap at the outer side of the strips are therefore
adjusted to fulfil this relationship. With the stripline dimensions mentioned above,
Z0,⊥ = 47.2 Ω and Z0,|| = 52.9 Ω.

As mentioned, the transmission line impedance matching is improved by imple-
menting the two tapered sections to each strip. The geometry of the tapers and the
grounded regions close to the them are optimized for the best possible S-parameters,
both when the stripline is fed in common and in differential-mode. There are also
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Figure 7: Ex(x, y = 0)/Ex(ρ = 0) (a) and Ex(x = 0, y)/Ex(ρ = 0) (b) obtained as
−∇Φ(ρ, φ) from (3.1) for different φs. Here, φg and a are set to 12.75 degrees and
13.5 mm, respectively.

some production limits that must be considered such as the minimum radius of the
tools and the milling angle. In Section 3.3, the simulated S-parameters are compared
with the measured S-parameters for one of the manufactured striplines.

The low-frequency approximation of the longitudinal and transverse (horizontal)
beam impedance, Z||(ω) and Zx(ω), are give by (3.5) and (3.6), respectively. As seen,
the last term makes the beam impedance converge to zero at higher frequencies due
to the tapers [4]. Figure 8 shows Z||(ω) and Zx(ω) obtained in GdfidL [13] up to
10 GHz. Note that the ceramic feedthroughs are simplified as simple coaxial lines
in these simulations. The loss factor, κ||, and the dissipated power, Ploss, due to
the beam impedance are listed in Table 2. Almost all of the beam induced power
is dissipating in the coaxial high-power loads that are connected to the upstream
stripline ports.

Z||(ω) =
Z0,||g2||

4

(
2 sin2

(
ω(L− Lt)

c0

)
+ j sin

(
2ω(L− Lt)

c0

)) sin2
(
ωLt

c0

)

(
ωLt

c0

)2 (3.5)

Zx(ω) =
c0Z0,⊥

2

(g⊥
a

)2 1

ω

(
2 sin2

(
ω(L− Lt)

c0

)
+ j sin

(
2ω(L− Lt)

c0

)) sin2
(
ωLt

c0

)

(
ωLt

c0

)2

(3.6)
An approximation of the transverse and longitudinal shunt impedances , R⊥(ω)

and R||(ω), are given by (3.7) and (3.8). In these two equations, it is assumed that
the stripline is fed in differential and common-mode, respectively. Figure 9 shows
R⊥(ω) and R||(ω) obtained analytically and from frequency domain simulations in
COMSOL. In the simulations, the ceramic and dielectric losses in the chamber are
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included, and all the sub components of the coaxial feedthroughs are included as
well.

R⊥(ω) = 2Z0,⊥
(g⊥c0

a

)2 sin2
(
ω(L−Lt)

c0

)

ω2

sin2
(
ωLt

c0

)

(
ωLt

c0

)2 (3.7)

R||(ω) = 4 Re(Z||(ω)) = 2Z0,||g
2
|| sin

2

(
ω(L− Lt)

c0

) sin2
(
ωLt

c0

)

(
ωLt
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)2 (3.8)
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Figure 8: Z||(ω) (a) and Zx(ω) (b) of the stripline obtained in GdfidL.
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Figure 9: R⊥(ω) and R||(ω) obtained from (3.7)-(3.8) (solid lines) and from COM-
SOL (circles).
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Figure 10: Sdd11 and Sdd21 of a stripline obtained from COMSOL and from a mea-
surement.

Guassian σ = 40 mm Quartic σ = 56 mm
κ|| [mV/pC] Ploss [W] κ|| [mV/pC] Ploss [W]
10.5 26.3 7.70 19.3

Table 2: The loss factor, κ||, and the dissipated power, Ploss, in a stripline due to
the beam impedance for two different bunch profiles. Ploss is obtained for a uniform
filling pattern at a total beam current of 500 mA.

3.3 Measurements

The simulated differential and common-mode S-parameters are shown in Figure
10 and 11, respectively. The simulations are performed with the frequency do-
main solver in COMSOL with all the details and material parameters of the coaxial
feedthroughs included. Dielectric losses in the ceramic and the resistive losses in
the metal walls are also included in the simulations. The differential-mode param-
eters, Sdd11 and Sdd21, are the reflection and transmission parameters, respectively
when applying transverse feedback in BB, i.e., feeding the two strips with opposite
polarities. Similar, the common-mode parameters, Scc11 and Scc21 correspond to
the S-parameters when applying longitudinal feedback via the stripline back-end,
as described in 5.1.3. The same S-parameters obtained from measurements of the
vertical stripline are also shown in the figures. Here, a 4-port VNA is used, and the
set-up during the mixed-mode measurements is the same as described in [20]. As
seen, there is a quite good agreement to the simulations, even though the simulations
slightly underestimate the transmission losses (up to 0.25 dB in the stripline oper-
ational range). The complete result from the mixed-mode measurements of both
striplines are shown in Figure 50-57 in Appendix A.
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Figure 11: Scc11 and Scc21 of a stripline obtained from COMSOL and from a mea-
surement.

There are some visible narrow-banded notches above 4 GHz in the measured data
in Figure 10. These notches are trapped eigenmodes, similar to those described in
[20]. The eigenmodes are not studied further since they are considered too weak and
located too high up in frequency in order to have any notable effect on the beam
quality.

4 Design of a Waveguide Overloaded Cavity
As explained in Section 3, the two striplines were initially used both as longitudinal
and transverse actuators. A waveguide (WG) overloaded cavity was designed as a
designated longitudinal actuator, and it was installed in the 3 GeV ring in July 2017.
Overloaded cavities are used as longitudinal actuators at several facilities, and most
of them are based on the DAΦNE design which was developed in the mid 90’s [7].
The main advantage of an overloaded cavity compared to a stripline is its much
higher longitudinal shunt impedance in the former.

4.1 Geometry

The basic components of the cavity are a standard stainless steel pipe and two copper
bodies. Figure 12 shows a 3D model of the assembled cavity. The steel pipe has an
inner radius of 100 mm, and four smaller pipes with CF16 flanges are attached to its
lateral surface. Coaxial N-type feedthroughs are attached to the CF16 flanges. The
steel pipe also has one attached pipe with a CF75 flange for an ion pump. Cavity
nose cones and four ridged WGs are milled into the copper bodies. Each copper
body is braced to a steel flange and then attached to the flanges that are welded to
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Figure 12: A 3D model of the assembled cavity.

the outer steel pipe. Proper electrical contact between the steel pipe and the copper
bodies are provided by silver plated CuBe contact springs as in the ELSA design
[15], where the springs are placed in grooves in the copper body as shown in Figure
13 (a). Electrical contact between the inner conductor of the coaxial feedthrough
and the copper body is provided by gold plated socket connectors that are screwed
to the latter as seen in Figure 13 (b). These socket connectors are the same type
as the female inner pin at the N-type connector of the feedthroughs. The cavity is
manufactured by FMB Berlin [12].

(a) (b)

Figure 13: (a) shows the silver plated contact springs that provide electrical contact
between the copper bodies and the steel pipe. (b) shows the gold plated socket
connectors where the inner conductor of the feedthroughs are inserted.
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4.2 Cavity Requirements

The first step when designing the cavity is to determine its center frequency fc
and its bandwidth (BW). As explained in Section 2.3.1, the minimum required
BW in order to suppress all CBMIs is fRF/2 = 50 MHz if fc is chosen so that
fc = fRF(1/4 +n/2), n ∈ N. fc in similar cavities might vary between 900 MHz [29]
and 1900 MHz [18], and is often carefully chosen and optimized for the conditions at
the facility where it is installed. Choosing a higher fc has several advantages such
as a more compact cavity and a higher achievable shunt impedance, R||. Another
advantage with a higher fc is that all the potentially harmful HOMs are shifted
upwards as well. The most important figure of merit when designing a cavity is the
longitudinal shunt impedance, R||, which is given by

R|| =
V||V||

∗

2P
(4.1)

where P is the input power, V|| is the gap voltage seen by an ultra-relativistic
particle, and V ∗|| its complex conjugate. V|| is obtained from the longitudinal electric
field along the center of the cavity Ez(z), and is given by (4.2) where k = ω/c0 is the
wavenumber and ϕ an arbitrary phase. Here, the integral length L is large enough
so that Ez(|z| > L) ≈ 0 1.

V|| =

∫ L

−L
Ez(z)ej(kz+ϕ) dz (4.2)

It is also useful to define the geometrical factor (R||/Q0) in order to compare the
performance of different geometries without taking the conductivity of the materials
and external loading into account. Q0 = ωW/P is the unloaded quality factor, where
W is the total stored electromagnetic energy inside the structure.

When selecting fc, one also has to consider the relatively long bunches at MAX
IV. Currently, both rings have double RF systems, where the accelerating cavities
operate at fRF = 100 MHz and the passive Landau cavities operate at 3 · fRF. With
optimum bunch lengthening, each bunch has a quartic (super Gaussian) distribution
with σ = 187 ps ≡ 56 mm (FWHM = 562 ps ≡ 169 mm). There are future plans
to operate with a triple RF system in the 3 GeV ring in order to increase the bunch
lengthening further by adding 5:th harmonic cavities as well. Figure 14 shows the
normalized charge distribution of a single bunch in TD, λ(t), and in FD, λ(ω),
during ideal bunch lengthening with a double and a triple RF system 2. The issue
with the long bunches is that the head of the bunch obtains a kick with the opposite
direction compared to its tail if fc is chosen too high due to the time varying fields.
To illustrate this, assume that each bunch has a normalized spatial distribution λz(z)
so that

∫
λz(z) dz = 1, and λz(c0t)c0 = λ(t). Then, a single electron at position z′

1Note that the gap voltage is sometimes defined as
∫
|Ez(z)|dz in the literature. Thus, with

that definition, V|| is a real value and the transit time of the particle is not taken into account.
2TD data provided by Pedro F. Tavares
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will experience the voltage Ve(z′)

Ve(z
′) =

∫ L

−L
Ez(z)ej(k(z−z

′)+ϕ) dz = V||e
−jkz′ (4.3)

The average voltage gain over the normalized electron bunch Vavg is then

Vavg =

∫ L

−L
λz(z

′)Ve(z
′) dz′ = V||

∫ L

−L
λz(z

′)e−jkz
′
dz′

= V||

∫ L/c0

−L/c0
λz(c0t

′)e−jωt
′
c0 dt′ = V||λ(ω) (4.4)

Note that the Fourier transform of λ(t) in (4.4) is only a valid approximation
when λ(z) ≈ 0 for |z| > L. Consequently, one can define the effective geometrical
factor (R||/Q0)eff as

(R||/Q0)eff =
VavgVavg

∗

2Prms

1

Q0

= (R||/Q0) · |λ(ω)|2 =
2

ω
κ||,1 (4.5)

where κ||,1 is the (longitudinal) modal loss factor of the fundamental mode (n = 1
in (4.11)). Note that (R||/Q0)eff → R||/Q0 when λ(t) → δ(t), where δ(t) is the
Dirac delta distribution. As seen in Figure 14 (b), we have to select an fc that
is considerable lower than for other similar cavities in order not to lose the kick
efficiency when operating with a triple RF system. A good compromise between
a compact cavity geometry and fairly high (R||/Q0)eff is to set fc = 625 MHz.
Here, |λ(fc = 625 MHz)| is 0.77 and 0.40 for a double and for a triple RF system,
respectively. This frequency is also well within the terrestrial UHF band which
makes it easier to find suitable commercial RF amplifiers and other high-power RF
component for the distribution network.

4.3 Cavity Body

Once fc was decided, the geometry of the unloaded (no attached WGs) cavity body
was designed. Some mechanical restrictions were set on the cavity body. The first
restriction was that the cavity beam pipe should have a circular cross section with
a radius of 15 mm which is the same cross section as the neighbouring vacuum
chambers. Secondly, the initial plan was to manufacture the cavity in-house, and
the restriction was that the largest allowed inner radius of the cavity was 103.5 mm
in order for the metal pieces to fit the milling machine. The goal is to maximize
R||/Q0 of the fundamental mode and at the same time to minimize R||/Q0 of the
first longitudinal HOMs. By minimizing R||/Q0 of the HOMs, their coupling to the
beam is decreased. The radius of a simple pillbox cavity with fc = 625 MHz is
(c0η0,1)/(2πfc) = 184 mm which is larger than the design restriction of 103.5 mm.
Therefore, fc is shifted with a coaxially loaded structure. In order to simplify the
manufacturing process, simple nose cones are added. Thus, no mushroom struc-
tures (as in the main and Landau cavities) are investigated. The nose cones also
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Figure 14: (a) shows the normalized charge distribution of a bunch in TD, λ(t), and
(b) shows the distribution in FD, |λ(ω)|. The charge distributions are for a double
(100 MHz + 300 MHz) and for a triple (100 MHz + 300 MHz + 500 MHz) RF
system during ideal bunch lengthening.
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Figure 15: (a) shows |E(r)| of the optimized rotation-symmetrical fundamental
mode of the unloaded cavity in COMSOL. The scale of |E(r)| is arbitrary. (b)
shows R||/Q0 of the rotation-symmetrical eigenmodes in the same cavity up to 4.5
GHz.
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increase the field focusing and thereby increase R||/Q0. The optimization of the 2D
rotation-symmetrical cavity body was performed in a MATLAB script with livelink
to COMSOL. Note that the geometry of the cavity has to be slightly modified when
the WGs are added since they perturb the fields and thereby shift fc. The fundamen-
tal mode of the optimized unloaded cavity has R||/Q0 = 162 Ω. Figure 15 (a) shows
|E(r)|of the fundamental mode obtained in COMSOL, and Figure 15 (b) shows
R||/Q0 of the rotation-symmetrical eigenmodes up to 4.5 GHz. As a comparison,
R||/Q0 of the main and Landau cavities are 86 Ω and 133 Ω, respectively.

4.4 Cavity Matching

As mentioned above, the required BW of the cavity is 50 MHz, centred around
fc. Here, the BW is define as the 3 dB BW of the common-mode transmission
coefficient Scc21 (see below). Note that it would also be possible to define the BW
from R||(ω). However, a somewhat larger BW of 70 MHz is chosen, and the cavity
is matched so that the 3 dB limits of Scc21 are located at 590 MHz and 660 MHz.
Of course, a larger BW lowers the peak R||, but it results in a better gain flatness
and makes the mechanical tolerances less critical in the manufacturing process. The
required BW gives a loaded quality factor of QL = fc/fBW = 8.9. The BW is simply
increased by increasing the power losses in the cavity system, and this is achieved
by adding four ridged WGs to the pillbox cavity as seen in Figure 16. The WGs
are optimized to have a good transmission to the cavity in a span from ≈ 500 MHz
to ≈ 2500 MHz. The large BW of the WGs also ensures that the first HOMs are
damped, which make them less likely to drive any CBMIs. Each WG is terminated
with 50 Ω via a coax-to-waveguide transition. The two pair of WGs at each side
are rotated 90◦ relative to each other in order to make the fields of the fundamental
mode as symmetric as possible. This orientation also improves the damping of dipole
HOMs. Consequently, almost all the power delivered to the cavity by the amplifier
and by the beam is lost in the external loads, and this also removes the need for
water cooling of the cavity. No tuning mechanism is added to the cavity since the
mechanical tolerances in the manufacturing process are relatively low due to the
rather large BW.

The fundamental mode is excited when the two WGs at the upstream (or down-
stream) end are driven with the same amplitudes and phases (common-mode), while
the other two WGs are terminated as shown in the driving scheme in Figure 17. The
amplifiers that feed the two WGs are protected via circulators from reflected waves
and from backward travelling waves that are excited in the cavity by the beam it-
self. Figure 18 shows the S-parameters obtained in COMSOL where the physical
ports 1 and 3 in Figure 17 form the logical mixed-mode port 1, and the physical
ports 2 and 4 form the logical mixed-mode port 2. As seen Scc11(f = 590 MHz
) ≈ Scc11(f = 660 MHz) ≈ −3 dB. Also note that fc is shifted to 621 MHz in order
to keep the BW in the 590 - 660 MHz range.

One can represent the cavity with the two identical (but orthogonal) upstream
and downstream WG pairs as the resonant circuit in Figure 20 (a), where the res-
onance frequency is given by ω2

c = (LC)−1. Here, each WG pair is modelled as a
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Figure 16: 1/4 of the cavity vacuum body when the four ridged WGs are added.

Figure 17: The driving scheme of the cavity.
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parameters of the cavity.
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Figure 19: R||(ω) of the cavity around
its span of operation.

coupler transformer with the turns ratio 1 : n. Each transformer is terminated with
a load with the impedance Z0 = 50 Ω via a transmission line with a characteristic
impedance of Z0. The RF source corresponds to the drive amplifiers. The cavity
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itself corresponds to the RLC circuit in the middle, with the circuit shunt resistance
R� Z0. The circuit in Figure 20 (a) can be transformed into the RF source circuit,
as in Figure 20 (b). Now, assume that a voltage V (t) = V̂ cos(ωct) is applied over
the circuit, then the total energy that is stored in the system is W = n2CV̂ 2/2. The
unloaded quality factor of the cavity itself becomes Q0 = ωcW/Pc = ωcRC, where
Pc = n2V̂ 2/(2R) is the power dissipated in the cavity walls. The quality factors of the
two external circuits (the two waveguides) are Qe1 = Qe2 = ωcW/Pe1 = ωcn

2Z0C,
where Pe1 = V̂ 2/(2Z0) is the power dissipated in the circuit of the RF source. The
loaded Q factor, QL, is then obtained as

1

QL

=
1

Q0

+
1

Qe1
+

1

Qe2
=

1

Q0

+
2

Qe1
(4.6)

If the interior material of the unloaded cavity is made of copper or SS316L, Q0

is 16808 and 2514, respectively. Since QL = 8.9 � Q0, we have that QL ≈ Qe1/2,
thus the choice of material has an insignificant effect on the cavity BW.

One drawback with the circuit model described above is that it is only accurate
for a cavity system with high QL where it is assumed that the coupler(s) have the
same transmission/reflection coefficients to the cavity within the narrow BW of the
resonator. This is not true in the case of overloaded cavity which can be seen in
the slightly asymmetrical S-parameters in the 3 dB BW span around fc in Figure
18. Despite this, the circuit model is an intuitive way to understand the overloaded
cavity, and it provides a good approximation of the power dissipation in the cavity
system.

(a) (b)

Figure 20: (a) shows an equivalent circuit model of the cavity with two identical
couplers, where the first one is connected to the RF source and the second to an
external load. (b) shows the same circuit transformed into the RF source.

The shunt impedance, R||(ω) = |V||(ω)|2/(2Pin(ω)) , around the frequency span
of operation can be seen in Figure 19. Here, Pin(ω) is the total input power at Port
1 and 3, as shown in Figure 17. V||(ω) is obtained from Ez(z, ω) in the 3D model.
As seen, R||(ω) is lower in the upper half of the operational span than in the lower
half. This is mainly because the transit time factor decreases with frequency. It
would be possible to make the shunt impedance more symmetrical in the span of
operation by shifting the port matching to a higher frequency, but it was decided to
keep the -3 dB S-parameter BW as it is.

The shunt impedance at the resonance frequency fc can also be roughly estimated
from the circuit model. If we feed the cavity as in Figure 17, almost all the power
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is lost in the two loads that are connected to Port 2 and 4 which correspond to the
right Z0 resistor in Figure 20 (b). Thus, with this set-up, the quality factor of the
complete system is ≈ Qe2. By using R||/Q0 = 162 Ω obtained from the unloaded
cavity in the 2D simulations, R||(ωc) can be estimated as in (4.7). The maximum
value of R||(ω) in Figure 19 is ≈ 3.4 kΩ.

R||(ωc) ≈ (R||/Q0) ·Qe2 ≈ 2.9 kΩ (4.7)

4.5 Wakefields and Heat Load

The wakefields in the structure are simulated in GdfidL [13], where the mesh size
and wake length are set to 0.4 mm and 40 m, respectively. Here, the feedthroughs
are simulated as simple coaxial waveguides that are terminated with several layers
of perfectly matched layers, i.e., the sub components of the feedthroughs are not
included. The longitudinal beam impedance Z||(ω) is shown in Figures 21-22, while
the transverse beam impedance Z⊥(ω) is shown in Figure 24. When inspecting
Re(Z||(ω)) in Figure 21, one can distinguish three different regions. In the first
region, where f . 3 GHz, the eigenmodes are heavily damped by the WGs, and
they are quite wideband. In the region where 3 GHz . f . 8 GHz, the eigenmodes
do not couple as much to the WGs due to the finite BW of the WGs and/or due
to the fact that these eigenmodes do not have field distributions that couple to the
geometrical cross sections of the WGs. Therefore, the eigenmodes in this regions
are narrowbanded compared to those in the first region. The broad-band impedance
region appears when 8 GHz . f which is above the TM01 cut-off frequency of the
beam pipe which is 7.6 GHz. Here, the longitudinal modes with field components
in the beam pipe center are not trapped, but are propagating or semi-propagating.
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Figure 21: Re(Z||(ω)) of the cavity up to 10 GHz.
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Figure 22: Im(Z||(ω)) of the cavity up to
10 GHz.
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Figure 24: Re(Z⊥(ω)) (a) and Im(Z⊥(ω)) (b) of the cavity up to 10 GHz.
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Since the fundamental mode has a quite high (R||/Q0)eff, the beam induced
power, Ploss, in the cavity is considerable. However, as explained above, almost all
beam induced power dissipates in the external loads, which is shown in (4.8). Ploss

is obtained from the longitudinal loss factor κ|| as in (4.9)-(4.10), where I0 is the
total beam current. Note that (4.10) is only valid for a uniform filling pattern and
has to be modified if other filling patterns are used. A conservative way to estimate
Ploss is to calculate it for Gaussian bunches with σ = 40 mm at the maximum
design current of 500 mA. Table 3 shows κ|| and Ploss obtained from (4.9)-(4.10)
for Gaussian bunches and for the quartic σ = 56 mm bunches (double RF system).
Unlike the striplines, the cavity is a non-directional device, and Ploss is distributed
almost equally among the four external loads. These loads have to be able to handle
Ploss plus the additional power from by the feedback system.

Ploss = Pc + Pe1 + Pe2 = Pc(1 + 2Q0/Qe1)⇒ Pc = Ploss/(1 + 2Q0/Qe1) (4.8)

κ|| =
1

π

∞∫

0

Re(Z||(ω))λ(ω)λ∗(ω) dω (4.9)

Ploss =
I20
fRF

κ|| (4.10)

Ploss can also be estimated from the modal loss factors κ||,n as seen from (4.11)-
(4.12). Here, ωc,n and (R||/Q0)n are the angular resonance frequency and the ge-
ometrical factor of the n:th eigenmode, respectively. This estimation is of course
more accurate when the modes are more narrow (higher Q) since the variations in
λ(ω) are smaller over the BW of the modes.

κ||,n =
ωc,n

2

(
R||
Q0

)

n

λ(ωc,n)λ∗(ωc,n) (4.11)

Ploss =
I20
fRF

∞∑

n=1

κ||,n (4.12)

To show how Ploss is distributed among the eigenmodes,
∫ ω
0

dPloss(ω
′) dω′ ob-

tained from (4.10) and (4.12) is plotted in Figure 23. Here, the modal loss factors
are obtained directly from the rotational-symmetric 2D simulations of the unloaded
cavity. Even though the WGs have shifted the eigenmodes and perturbed the fields,
there is a quite good agreement between the two methods. It is easy to see that
almost all the beam induced power couples to the fundamental mode.

In the calculations of Ploss above, it is assumed that the power lost by the beam
is incoherent, i.e., that there is no coherent multi-turn wakefield superposition. Such
coherent power loss appears when the multi-turn spectrum of the beam coincides
with peaks in Re(Z||(ω)) that are caused by eigenmodes with considerable Q-factors.
Thus, with a uniform fill pattern, this occurs if the spectrum of the eigenmodes
overlap with any harmonic of fRF. As seen in Figure 21, the lower part of the beam
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Guassian σ = 40 mm Quartic σ = 56 mm
κ|| [mV/pC] Ploss [W] κ|| [mV/pC] Ploss [W]
245 614 183 457

Table 3: κ|| and Ploss in the cavity obtained from (4.9)-(4.10) for two different bunch
profiles. Ploss is obtained for a uniform filling pattern at a total beam current of 500
mA.

spectrum of the fundamental mode overlaps with 6 · fRF due to the high BW, but
a QL of 8.9 is considered too low to cause any notable coherent power loss [24].
As a comparison, the fall time of the voltage in the eigenmode is τf = 2QL/ωc ≈
4.5 ns, while the bunch separation is 10 ns. Such coherent multi-turn wakefield
superposition is by the way the working principle of the passive Landau cavities,
but QL in those structures is above 10000.

4.6 Vacuum Port

Since the inner volume of the cavity chamber is quite large compared to the cross
section of the beam pipe, it was decided to add an ion pump to the design in order
to improve the vacuum quality inside the cavity and in its surrounding chambers.
The pipe that is connecting the ion pump to its CF75 flange is welded to the mid
part of the cavity lateral surface. In order to perturb the cavity fields as little as
possible, the pumping slits are milled so that they are oriented parallel to the surface
currents J = n̂×H . For the TM010 mode in a pillbox cavity, J is oriented in the
±z direction at the lateral surface. The four WGs do however perturb the fields and
add an azimuthal component of J on the lateral surface, as shown in Figure 25 (a).
The slits are therefore milled where Jφ is small, which is shown in Figure 25 (b).
Simulations show that the introduction of the ion pump has an insignificant effect
on the field distribution and on the port matching.

4.7 Measurements

The mixed-mode measurements were performed with a 4-port VNA, and Figure 26
shows the measurement set-up. The port indices correspond to those in the driving
scheme in Figure 17. The measured and simulated common-mode S-parameters
around the fundamental mode can be seen in Figure 27. The simulation results
are here obtained in COMSOL, and the full details of the ceramic feedthroughs are
included, unlike the evaluation of S-parameters in Figure 18. Resistive and dielectric
losses of the complete cavity are also included in the model. The measured 3 dB
BW obtained from Scc21 is 74 MHz (590 MHz - 664 MHz), which is acceptable.
The main reason why the measured Scc11 resonance is wider than the simulated is
that the losses in the ceramic feedthroughs are lower in the latter. The interior
of the feedthroughs is the same as in the striplines, and the simulations of these
components do also underestimate the losses (see Section 3.3), despite using all
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(a) (b)

Figure 25: (a) shows the surface currents J (arrows) and its magnitude |J | (color
scheme) at the cavity lateral surface. (b) shows the pipe that is added for the ion
pump and the orientation of the pumping slits at the lateral surface.

the dimensions and material parameters provided by the supplier. The measured
resonance frequency of the fundamental mode is fc = 621 MHz, and agrees well with
the simulations.

The volume around the feedthroughs and the ridged WGs were considered critical
from a tolerance perspective since proper electrical contact here is important for the
matching of the cavity. In order to verify the matching of each WG, a single-ended
measurement of each port was performed. Here, the reflection parameter of each
physical port was measured, while the other three ports were terminated. Figure
28 shows the results and one can see that the matching is slightly different for each
port. The variations are acceptable, and no further investigations were made to
find if the variations were caused by mechanical variations in the cavity or in the
feedthroughs.

Figure 26: The set-up during the mixed-mode S-parameters measurements of the
cavity.
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Figure 27: The measured and simulated common-mode S-parameters of the cavity
around the fundamental mode.
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reflection parameters of the cavity
around the fundamental mode.
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Figure 29: The measured and simulated
electric field in the cavity along its center
axis (x = y = 0).

A bead-pull measurement was also performed to characterize Ez along the cavity
center axis. Here, the bead was a steel ball (taken from a ball bearing) with a radius
of a = 4 mm. The ball was translated along the center axis via a 0.15 mm thick
fishing line, and the shift of the resonance frequency was measured from Scc11 as
the metal ball moved along the cavity. The Slater perturbation theorem describes
the shift in resonance frequency when a small volume is removed from a resonance
cavity. If the reduced volume is caused by a metallic ball, the relationship between
the frequency shift, ∆ω(z), and the magnitude of the longitudinal electric field,
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Parameter Measurement Simulation
fc 621 MHz 621 MHz
BW (from Scc21) 74 MHz 70 MHz
QL 8.4 8.9
R||(f = fc) 3.31 kΩ 3.35 kΩ

Table 4: The cavity parameters obtained from the measurements. The results are
compared with simulation results obtained in COMSOL, where the resistive and
dielectric losses from the cavity walls and from the feedthroughs are included.

|Ez(z)|, when the ball is at position z is given by

∆ω(z)

ωc
= −ε0πa

3

W
|Ez(z)|2 (4.13)

where ε0 is the permittivity of free space, ωc the resonance frequency of the un-
perturbed cavity, and W is the time average of the stored energy inside the cavity
[27]. In (4.13), it is assumed that the magnetic field is close to zero and that the
derivative E is small compared to a in the vicinity of the metal ball, which is true
in the gap between the nose cones. Ez also extends somewhat into the beam pipes,
and the approximation is less accurate here (the beam pipe has a radius of 15 mm),
and a larger discrepancy can here be seen in the measurement results. However, the
fields are quite low in these regions and contribute little to R||. Figure 29 shows
the measured and simulated |Ez(z)|2 along the center axis. As seen, there is a good
agreement. The voltage gain, V||, at the resonance frequency can now be calculated
as

V|| =

∫ L

−L
|Ez(z)|ejkz dz =

√
W

ωcε0πa3

∫ L

−L

√
−∆ω(z)ejkz dz (4.14)

where k is the wavenumber, and 2L is the total integration length. The shunt
impedance, R||, at the resonance frequency can then be obtained as

R|| =
|V|||2
2P

=
QL

ω2
c ε0πa

3

(∫ L

−L

√
−∆ω(z)ejkz dz

)2

(4.15)

where P is the total power fed to Port 1 and 3 in common-mode. In (4.15), we are
using the relationship between stored energy and power which is W/P ≈ Qe2/ωc ≈
2QL/ωc since almost all the input power is dissipating in the terminations at Port 2
and 4 (thus in the second external port as described in Section 4.4). The measure-
ment gives R||(ωc) = 3.31 kΩ, which is close to the simulated value of 3.35 kΩ (the
losses in the metal walls and in this feedthroughs are included in this simulation).
The measured and simulated parameters are summarized in Table 4.

5 The BBB Feedback System
As mentioned, the focus of this report is on the BBB feedback system in the 3 GeV
ring, and Section 5.1 describes the layout of that system. A short summary on the
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current status of the BBB feedback system in the 1.5 GeV ring is given in Section
5.2.

5.1 BBB Feedback in the 3 GeV Ring

The commissioning of the BBB feedback system in the 3 GeV started in the begin-
ning of 2016. This far, it has been possible to keep the beam stable in all three
planes at beam currents that are above 100 mA. The largest challenge has been to
keep the beam stable in the longitudinal plane. As mentioned, the longitudinal feed-
back has been provided by the striplines. It will hopefully be possible to reach the
maximum design current of 500 mA once the overloaded cavity is installed after the
2017 summer shut-down. At higher currents, we can also tune in the Landau cavi-
ties which would suppress the CBMs further due to the increased bunch lengthening
and Landau damping.

5.1.1 Front-End

The first part of the BBB feedback system is the detector-end, also known as the
front-end. The beam signal is here monitored at the standard 4-button BPM cham-
ber, depicted in Figure 30 (a). In order to create the horizontal and vertical dif-
ferential, as well as the sum signal from the four buttons, a hybrid network was
constructed which can be seen in Figure 30 (b). This network is basically the same
as the "receiving network" described in [20], except there are no electromechanical
switches. Figure 5 shows the phase and amplitude balance of the hybrid network
obtained from its S-parameters.

Horizontal Vertical Sum
BPM Port, x 20·log10(S5x) arg(S5x) 20·log10(S6x) arg(S6x) 20·log10(S7x) arg(S7x)

1 -9.92 56.1◦ -9.54 -123.2◦ -9.65 56.0◦
2 -9.77 -124.9◦ -9.64 -122.4◦ -9.77 56.7◦
3 -9.71 -123.4◦ -9.85 60.8◦ -9.65 58.4◦
4 -9.53 57.8◦ -9.89 63.4◦ -9.69 60.7◦

Table 5: The measured magnitudes and phases of the hybrid network at 1500 MHz.
The indices of the ports are shown in green text in Figure 30 (b). Note that the
front-end frequency was later changed from 1500 MHz to 1000 MHz.

The input signals to the signal processing units (see Section 5.1.2) must be in
baseband (BB), thus in the 0 - 50 MHz range. Therefore, the wideband signals
delivered from the hybrid network have to be downconverted to that span. This is
done by heterodyning the BPM signals together with a harmonic of the main RF
frequency in a front-end unit, as illustrated in Figure 31. The wideband BPM signal
is first filtered in a band-pass filter so that its frequency span is in the 950-1050 MHz
range, and then mixed with the 10th RF harmonic. The signal at the mixer RF input
(see green text in Figure 31) can be approximated as vR(t) = A(t) cos(10ωRFt+φ(t)),
where A(t) is an amplitude function which mainly depends on the transverse motion
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(a) (b)

Figure 30: (a) shows a 2D cross section of the BPM chamber and the indices of
the four buttons. (b) shows a circuit diagram of the hybrid network where the
horizontal, vertical, and sum signals are created.

Figure 31: A simplified block di-
agram of a front-end.

Figure 32: A simplified block diagram of a dig-
ital signal processing unit.

of the beam, and φ(t) is a phase function which is caused by longitudinal bunch
oscillations. The signal at the LO input is vL(t) = cos(10ωRFt + ϕ0), where ϕ0 is a
phase constant that is set by the phase shifter in Figure 31.

If we are monitoring the horizontal, or vertical differential signal, the amplitude
is proportional to the beam displacement in the corresponding plane. If we set
ϕ0 = 0, the output signal at the IF port, vI(t) = vR(t)vL(t), becomes

vI(t) =
1

2
A(t){cos(φ(t))+cos(20ωRFt+φ(t))} ≈ 1

2
A(t){1+cos(20ωRFt+φ(t))} (5.1)

Here, it is assumed that φ(t) � 1, thus the beam is stable in the longitudinal
plane. The second high-frequency term is then removed by the low-pass filter (see
Figure 31), and we see that the output signal of the front-end is proportional to
the amplitude of the transverse motion A(t). Signal detection in the horizontal and
vertical planes are therefore known as amplitude detection.

When we monitor the longitudinal plane, the sum signal from the hybrid network
is used. This signal is not sensitive to transverse beam oscillations, which makes the
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Figure 33: The heterodyning in the front-end (upper), and the span of the feedback
signals that are applied to the striplines and to the cavity (lower).

approximation A(t) = A0 relevant, where A0 is a constant. By setting ϕ0 = −π/2,
the voltage vI(t) = vR(t)vL(t), becomes

vI(t) =
1

2
A0{sin(φ(t))+sin(20ωRFt+φ(t))} ≈ 1

2
A0{φ(t)+sin(20ωRFt+φ(t))} (5.2)

Again, the second term is removed by the low-pass filter, and the front-end
output signal is therefore proportional to φ(t). Signal detection in the longitudinal
plane is therefore known as phase detection. Note that it is assumed in (5.1)-(5.2)
that the mixers are ideal and that they are operating in their linear region.

Figure 33 (upper) shows how the detected BPM signals around 10 · fRF are
downconverted to BB. A commercial front-end unit delivered by Dimtel [11] is used,
and this unit has three separated front-end channels, one for each plane. The Dimtel
front-end unit also contains a back-end that will be used for upconverting the BB
feedback signal for the overloaded cavity (see Section 5.1.3).

5.1.2 Signal Processing Units

The BBB feedback system is equipped with iGp12 FPGA based signal processing
units delivered by Dimtel. Each plane requires its own unit. The three iGp12 units
for the 3 GeV ring can be seen in Figure 38.

The signal processing chain consists of a high-speed 12-bit ADC, an FPGA, and
a high-speed DAC. The ADC is clocked by fRF, and it samples the turn-by-turn BB
signal from the front-end (see Section 5.1.1) of each single bunch. Note that the syn-
chrotron frequency is much lower than the betatron frequencies, so downsampling
has to be used in the longitudinal plane. The sampled signal is then demultiplexed
into 176 channels (one for each bunch), where each channel is processed with an
adjustable digital FIR (Finite Impulse Response) filter. The digital filters are de-
scribed in detail in [30], and they determine the correction signal (amplitude and
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phase) for each bunch. Finally, the correction signals from each channel are multi-
plexed to a DAC that is also clocked by fRF. The analogue correction signal is then
amplified and sent to an actuator (via a back-end if needed, as described in Section
5.1.3). Figure 32 shows a simplified block diagram of a digital signal processing unit.

Figure 34: The circuit diagram of the longitudinal stripline back-end. All part
numbers are from the Mini-Circuits’ catalogue.

The FPGA also has integrated data acquisition memories which makes it possi-
ble to analyse the turn-by-turn data (see Section 6.1). Each unit also contains an
integrated Linux based computer that controls the FPGA and provides the com-
munication with the outside world via ethernet. The controls are performed via
EPICS, and an EPICS-to-Tango gateway makes it possible to control the units via
the MAX IV control system.

5.1.3 Back-End

The BB DAC output signals from the three iGp units are differential (each unit has
two output ports, with the opposite signal polarity relative to each other). They are
named DAC(X/Y/Z)(+/-) depending on which plane, (X/Y/Z), and which polarity,
(+/-). The striplines have high transverse shunt impedances, R⊥(ω), in the 0-50
MHz BB span (see Figure 9), and the transverse feedback signals, DAC(X/Y)(+/-),
can therefore be fed directly to the striplines in differential-mode via drive amplifiers.

R||(ω) is however weak in the BB span, and the DACZ+ signal must there-
fore be upconverted to a span where R||(ω) is higher (DACZ- is not needed since
the striplines are fed in common-mode when applying longitudinal feedback). A
back-end that upconverts the DACZ+ signal to the f = (2 ± 0.5)fRF range with
heterodyning was therefore constructed. Figure 34 shows a block diagram of the
longitudinal stripline back-end, and Figure 35 shows the components assembled in a
standard 19” rack case. The heterodyning occurs in a mixer where the BB signal is
mixed with the second harmonic of fRF. 2 · fRF is generated in a frequency doubler,
and its phase is adjusted by a voltage controlled phase shifter. The control signal
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Figure 35: The longitudinal stripline back-end assembled inside a standard 19” rack
case.

to the phase shifter is provided by a channel from the general-purpose DAC of one
of the iGp units (this is not the same high-speed DAC that is used to generate the
feedback signals). This signal is amplified by an OP amplifier to the phase shifter’s
operational input range of 0-15 V. The upconverted signal is then split into four
signals and fed to the four strips via the amplifiers in common-mode. Before feeding
these upconverted signals to the amplifiers, they are combined with the DACX+,
DACX-, DACY+, and DACY- signals using four resistive splitters. This is shown
in Figure 34, and makes it possible to provide longitudinal and transverse feedback
with both striplines simultaneously.

Figure 36 shows the power spectrum of one of the output signals of the longitudi-
nal stripline back-end. Here, a 25 MHz CW signal at the maximum DACZ+ output
of +2 dBm is applied, and one can see that the isolation between the 25 MHz
sidebands of 200 MHz to the highest unwanted peak is more than 30 dB. These
neighbouring peaks are a combination of mixer products and harmonics created in
the frequency multiplier and in the amplifiers. Figure 37 shows the two output sig-
nals when driving 3 bunches (3 · 10 ns). As seen, the rise and fall times at 0 and 30
ns respectively are quite short which ensures good bunch-to-bunch isolation during
excitation.

The commissioning of the overloaded cavity will start in the autumn of 2017.
The DACZ+ signal will then instead be upconverted to the 600-650 MHz range in
the Dimtel front/back-end unit. Figure 33 (lower) shows the feedback spans that are
applied to the overloaded cavity and to the two striplines when they are operating
as transverse and longitudinal actuators.
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Figure 36: The power spectrum of one of
the output signals from the longitudinal
stripline back-end measured with a spec-
trum analyser. Here, a +2 dBm 25 MHz
CW signal from DACZ+ is applied.
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Figure 37: The two output signals to the
horizontal stripline from the longitudinal
stripline back-end when driving 3 bunches
with a 1 kHz signal from DACZ+. The ver-
tical offset of the green curve is 200 mV.

Figure 38: The BBB electronics in
a cabinet above Achromat 08 with
the Dimtel front/back-end unit,
the Dimtel iGp12 signal process-
ing units, the longitudinal stripline
back-end, and the R&S BBA150
amplifiers.
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Figure 39: A somewhat simplified block diagram of the BBB feedback system in the
3 GeV ring. Note that this set-up is used when applying longitudinal feedback with
the striplines, and not with the overloaded cavity.

5.1.4 Complete Set-up

Figure 39 shows a block diagram of the BBB feedback set-up in the 3 GeV ring. Fig-
ure 30, 31, 32, and 34 show the block/circuit diagrams of the sub components. The
feedback signals to the striplines are amplified by four Rohde & Schwarz BBA150
wideband amplifiers [22]. These amplifiers can deliver an rms RF power of at least
200 W in a frequency span from 9 kHz to 250 MHz. Thus they can be used for both
providing transverse feedback in the BB range and for longitudinal feedback in the
150 - 250 MHz range (see Figure 33). This is the set-up that has been used this
far. After the 2017 summer shut-down, the longitudinal feedback will be provided
by the cavity, and the longitudinal stripline back-end will no longer be needed. The
transverse feedback signals, DAC(X/Y)(+/-), are then fed directly to the striplines
via the amplifiers. The longitudinal common-mode feedback signal, DACZ+, will
be upconverted to the 600-650 MHz range in the Dimtel front/back-end unit and
fed to the cavity as shown in Figure 17. Commercial UHF amplifiers will be used
to drive the cavity.

The two striplines and the button BPM are installed in Achromat 08 (the 3 GeV
ring has 20 achromats in total). They are shown in the ring tunnel in Figure 40.
The overloaded cavity has recently been installed in Achromat 11, as seen in Figure
41. Figure 38 shows the BBB electronics installed in a cabinet just above Achromat
08.

5.2 BBB Feedback in the 1.5 GeV Ring

The 1.5 GeV ring is equipped with the same Dimtel signal processing units as in the
3 GeV ring. The Dimtel front/back-end unit is here operating at 1.5 GHz compared
to 1 GHz in the 3 GeV ring. While the front-end has been connected to a BPM, no
actuators have yet been connected to the system. Thus, it is possible to monitor the
beam motion with the system, but not applying any feedback. However, it has been
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Figure 40: The two striplines and the button BPM installed in Achromat 08.

Figure 41: The cavity when it is installed in Achromat 11.

possible to keep the beam stable at beam currents above 150 mA in the longitudinal
plane, even without feedback. This was achieved by injecting with an unstable beam
up to approximately 150 mA with the Landau cavities tuned in. At this current,
the induced fields in the Landau cavities are large enough to provide enough bunch
lengthening and Landau damping to make the beam longitudinally stable. This is
only possible at certain cavity temperatures where the dangerous HOMs are shifted
away from the spectrum of the CBMs. It has not yet been possible to use the same
technique in the 3 GeV ring to keep a longitudinal stable beam at high currents.
One explanation can be that the harmonic number is 176 in the 3 GeV ring and 32
in the 1.5 GeV ring, giving a 5.5 denser CBM spectrum in the former (see Section
2.1). Another explanation is that the longitudinal CBMIs are driven by HOMs in
the main and Landau cavities, and there are at date twice as many cavities in the 3
GeV ring.
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It has this far not been possible to keep the beam stable in the horizontal and
vertical plane at higher currents in the 1.5 GeV ring, so feedback will eventually
be needed. After the 2017 summer shut-down, feedback will be applied in all three
planes via the diagnostic stripline [20]. Here, the longitudinal BB signal has to be
upconverted, and a back-end for that purpose has to be constructed.

6 Beam Measurements
In this section, some measurements on the electron beam are presented where dif-
ferent applications of the BBB feedback system are being used.

6.1 Diagnostic Measurements

Since the signal processing units record the beam motion over several turns, the
BBB feedback system can be used as a comprehensive diagnostic tool. This can
even be done in parallel with feedback operation. An an example, the transverse
tunes are obtained as an FFT of the beam motion and monitored by the MAX IV
control system during operation.

The BBB feedback system can also create transients in the oscillation amplitudes
of the bunches, which makes it possible to measure growth and damp times. The
transients are generated by switching the filter settings in the feedback system. An
example of a grow/damp transient measurement in the horizontal plane is shown
in Figure 42. Here, the beam is horizontally unstable without feedback but stable
when the feedback is running, thus D −G < 0 and D + Dfb −G > 0 in (2.7). The
grow transient is generated when the feedback is turned OFF at t = 0. As seen in
Figure 42 (a), the oscillation amplitudes of all the 176 bunches grow exponentially
until t = 25 ms when the feedback is turned ON again. After that, the oscillation
amplitudes of the bunches are damped exponentially. Since the oscillations of each
single bunch are recorded during the grow/damp transient, it is possible to do a
mode analysis to find which of the CBMs that are driving the instability. This is
shown in Figure 42 (b), where the mode spectrum is plotted. As seen, CBM #152
is driving the instability, and this mode is excited by a cavity HOM. During this
measurement, the growth rate measured when 0 < t < 25 ms was D − G = −0.29
1/ms, while the damping rate when t > 25 ms was D +Dfb −G = 2.50 1/ms.

Grow/damp measurements have been particularly useful when suppressing lon-
gitudinal CBMs by shifting the frequencies of the cavity HOMs, as described in
Section 2.3.4. If instead the beam is naturally stable (D−G > 0), one can drive the
bunches with positive feedback (Dfb < 0) until they oscillate with a relatively large
amplitude, and then turn OFF the feedback and measure the damping time as the
oscillations decay. This is knowns as a drive/damp measurement.

More diagnostic applications for a BBB feedback system are described in [17].
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(a) (b)

Figure 42: (a) shows the evolution of the oscillation amplitude for each bunch during
a horizontal grow/damp measurement. The horizontal feedback is turned OFF at
t = 0 ms, and turned ON again at t = 25 ms. (b) shows the evolution of the CBMs
during the measurement. As seen, the instability is caused by CBM #152.

6.2 Bunch Cleaning

As mentioned in Section 2.3.5, there are several advantages of operating with non-
uniform filling pattern. The BBB feedback system can perform bunch cleaning where
individual bunches are driven at their betatron frequency until they oscillate with
so large amplitudes that they hit the physical boundaries of the beam chambers and
are lost. At MAX IV, the bunch cleaning is often performed in the verical plane, and
the unwanted bunches are dumped at a vertical scraper that is inserted close the to
beam. As an example, Figure 43 shows the measured filling pattern for the uniform
filled ring, and when 8 populations, each with 11 bunches, are kept. In [10], it is
reported that bunch cleaning has been used to perform single-bunch experiments.

(a) (b)

Figure 43: The filling pattern measured from the bi-polar BPM signal with an
oscilloscope. (a) shows an almost uniform filling pattern, while (b) shows the filling
pattern when 8 populations, each with 11 bunches, are kept.
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Figure 44: The diffracted transverse
beam profile measured at the diagnos-
tic beamline when the vertical feedback
is turned ON and OFF. The CBMIs are
here driven by ions.
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Figure 45: The horizontal beam spec-
trum around the 1032:nd revolution
harmonic, with the horizontal feedback
ON and OFF. CBM #152 is excited
which is driven by a cavity HOM.

6.3 Feedback Effect on Beam Quality

As mentioned, the BBB feedback system is a comprehensive diagnostic tool that can
be used for many types of beam studies. However, in the end, its most important
task is to suppress CBMIs and thereby make sure that the effective emittance and
energy spread of the beam are kept at their design values. Some examples where
the beam properties are measured, with and without, feedback are now presented.

6.3.1 Transverse Feedback

During the early commissioning of the 3 GeV ring, ion-induced instabilities in both
the horizontal and in the vertical plane were detected at beam currents as low as 30-
40 mA. These CBMIs have this far been relatively weak, and it has been possible to
suppress them with feedback. Figure 44 shows the transverse beam profile measured
at the diagnostic beamline in Achromat 20, with and without feedback, when a
vertical ion-driven CBMI is excited. The beam profile is here obtained from the
synchrotron light radiating from a dipole magnet that is projected on a CCD camera
[8]. As seen, the vertical beam size, and thereby the effective vertical emittance, is
blown up when the feedback is turned OFF. The threshold where the ion-driven
CBMIs appear has steadily moved towards higher beam currents as the quality of
the vacuum has improved. They were rarely seen at currents below 100 mA in June
2017.

CBMIs that are driven by trapped transverse high-Q eigenmodes in the cavities,
have also been observed. As an example, Figure 45 shows the horizontal beam
spectrum around the 1032:nd (5·176 + 152) revolution harmonic when the feedback
is turned ON and OFF. The spectrum is obtained with a spectrum analyser and the
BPM receiving network described [20]. The CBM is found at 586.0289 MHz, and
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its spectrum line is suppressed by more than 50 dB when the feedback is running.
Note that the magnitude of the revolution harmonic at 585.9582 MHz is unchanged
by the feedback (as it should). The RF frequency and horizontal fractional tune
during the measurement were fRF = 99.9308 MHz and ν = 0.1246, respectively, and
we see from (2.6) that it is CBM #152 (m = 152) that is excited. Note that this is
the same mode that was excited during the grow/damp measurement in Figure 42.

6.3.2 Longitudinal Feedback

The longitudinal CBMIs have this far been driven by HOMs in the cavities, and it
has been necessary to operate with feedback in this plane in order to keep the beam
stable at higher currents. It is possible to measure the longitudinal bunch profile at
the diagnostic beamline by measuring the temporal distribution of the dipole light
with an optical sampling oscilloscope. As an example, Figure 46 shows the measured
bunch profile at 70 mA, with and without longitudinal feedback 3. The Landau cav-
ities are here completely detuned, and do not contribute to any bunch lengthening.
The bunch profile should therefore be rather Gaussian which can be seen when the
feedback is ON. When the feedback is turned OFF, the Gaussian-shaped bunches
are oscillating in the longitudinal plane around their energy equilibrium which also
results in an increased energy spread of the beam. Thus, the wider bunch profile
measured with feedback OFF is not a result of any notable bunch lengthening, but
mainly due to an oscillating beam and to the fact that the oscilloscope is unable
to capture data from a single bunch at a single turn. The centroid of the unstable
bunch is oscillating with a magnitude of approximately ∆T = ±200 ps. This corre-
sponds to ∆φ = ±7.2 degrees relative to the 100 MHz RF system. The synchrotron
frequency, fs during the measurement was 1.00 kHz, and with this parameter known,
we can estimate that the dipole oscillation of the centroid corresponds to a relative
energy oscillation, ∆W/W0, of

∆W

W0

=
2πfs
α

∆T = ±0.0041 (6.1)

where α = 3.06 · 10−4 is the momentum compaction factor of the ring. The natural
energy spread of the bare lattice is 7.7 · 10−4, so the dipole oscillations introduced
by the longitudinal CBMI result in an additional energy spread of the beam that is
several times greater than that of a stable beam.

While measurements of the beam profile and beam spectrum show that CBMIs
have a degrading effect on the beam quality, the ultimate measurement would be
on the spectral lines at the beamlines since they comprise the light delivered to the
users. Spectral measurements with longitudinal stable and unstable beams have
been performed at the BioMAX beamline4. BioMAX is an X-ray macromolecular
crystallography beamline where the photon energy range is 5-25 keV [5]. The X-
ray source is an in-vacuum undulator with a magnetic length of 2 m, and with a
minimum magnet gap of 4.2 mm.

3The measurement was assisted by Jens Sundberg
4The measurements at BioMAX were assisted by Roberto Appio and Thomas Ursby
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Figure 46: The bunch profile measured at the diagnostic beamline at a 70 mA,
with longitudinal feedback ON and OFF. Note that the wider profile measured with
feedback OFF is mainly a result of the bunches oscillating around their energy
equilibrium, and not due to bunch lengthening.

One measurement series was performed in April 2017 around the 7:th harmonic
spectral line. The beamline configuration was the same that has been used during
beam delivery to some of the first users. Figure 47 shows the measured photon flux
at a beam current of 37 mA with longitudinal feedback ON and OFF. As seen, the
spectral line is wider and the peak flux is decreased when the beam is unstable in
the longitudinal plane due to the increased effective energy spread. A simulation of
the photon flux with the same beamline parameters was performed in SPECTRA
[23]. The simulation results can also been seen in Figure 47 where the peak flux has
been normalized to that of the stable beam. There is an excellent agreement to the
measurement. The spectrum was also measured at a beam current of 3.3 mA (see
Figure 47), and the current is here so low that the beam remains stable even without
feedback. The normalized flux for the stable beam at 37 mA and 3.3 mA are plotted
in Figure 48. As seen, the line widths look very similar for the two curves, and one
can therefore conclude that the properties of a beam that is stabilized with feedback
is very similar to that of a beam that is naturally stable.

The magnitude of the dipole oscillations for the unstable beam in Figure 47
is not as large as during the bunch profile measurements shown in Figure 46. A
measurement series at BioMAX, with larger dipole oscillations, was performed in
November 2016. The results can be seen in Figure 49. Here, the 5:th harmonic
spectral line is measured at a beam current of 12 mA. The reason why the oscillations
are larger during this measurement, despite that the beam current is a factor three
lower, is mainly because more dangerous cavity HOMs are here overlapping the
spectrum of the CBMs (see Section 2.3.4). The two peaks of the unstable beam are
found at approximately ±0.06 keV from the 5:th harmonic spectral line of 8.92 keV.
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Figure 47: The photon flux around the 7:th harmonic spectral line at the BioMAX
beamline measured in April 2017. The results are compared to a SPECTRA simu-
lation.
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Figure 48: The normalized photon flux
around the 7:th harmonic spectral line
of a naturally stable beam at 3.3 mA
and of a stabilized beam at 37 mA. It is
the same measurement as in Figure 47.
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Figure 49: The measured photon flux
around the 5:th harmonic spectral line.
The measurement was performed at the
BioMAX beamline in November 2016 at
a beam current of 12 mA.

The photon wavelength of the k:th harmonic spectral line can be approximated as

λk =
λu

2kγ2

(
1 +

K2

2
+ γ2ϑ2

)
(6.2)

where λu is the undulator magnetic period, γ the Lorentz factor, K is the undu-
lator/wiggler parameter, and ϑ is the observation angle from the forward direction
of the emitted synchrotron radiation [28]. The photon energy is then given by
E = ~c0/λk, where c0 is the speed of light and ~ is the Planck constant. We can see
that the sizes of the collimators used during the measurements are very small since
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the spectral lines of the stable beams in Figure 47-49 look quite symmetrical. Thus,
the spectrum is close to that of a pin-hole spectrum, and the red-shift due to the
Doppler effect (ϑ is small in (6.2)) has little effect on the observed spectrum. The
corresponding relative energy oscillation of the bunch centroid during the measure-
ment is estimated to approximately ∆W/W0 = ±0.0034 when using (6.2). Here,
λw = 1.8 cm, k = 5, and K = 1.825. It is also assumed that ϑ = 0 (the horizontal
and vertical design dispersion at the undulator is zero).

7 Conclusions and Future Work
It has been observed that the CBMIs have a degrading effect on the quality of
the beam in the two MAX IV storage ring. A BBB feedback system has been
installed in the 3 GeV ring for suppression of CBMIs, and it has this far been
possible to keep a stable beam at currents above 100 mA. Two stripline kickers have
been manufactured, and they have provided feedback in all three planes. A WG
overloaded cavity kicker that is dedicated for longitudinal feedback has also been
deigned and manufactured, but has not yet been commissioned.

After the 2017 summer shut-down, the WG overloaded cavity will be commis-
sioned, and this will hopefully make it easier to achieve a longitudinally stable beam
at higher currents. The BBB feedback system in the 1.5 GeV ring will also be com-
missioned during the autumn of 2017. The ultimate goal is to deliver light to the
users in both storage rings with stable beams at the design current of 500 mA.
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Appendix A Stripline S-parameter Measurements
Figure 50-57 show the measured mixed-mode S-parameters of the two striplines. The
measurement set-up with the physical and logical ports are the same as described in
[20]. Here, all the 2x16 parameters are not shown since Sdc11 ≈ Scd11, Sdc22 ≈ Scd22,
Sdd21 ≈ Sdd12, Scc21 ≈ Scc12, Sdc21 ≈ Scd12, and Sdc12 ≈ Scd21.
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Figure 50: Differential and common-mode reflection coefficients of the horizontal
stripline.
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Figure 51: Differential and common-mode reflection coefficients of the vertical
stripline.
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Figure 52: Cross-mode reflection coefficients of the horizontal stripline.
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Figure 53: Cross-mode reflection coefficients of the vertical stripline.
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Figure 54: Differential and common-mode transmission coefficients of the horizontal
stripline.
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Figure 55: Differential and common-mode transmission coefficients of the vertical
stripline.
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Figure 56: Cross-mode transmission coefficients of the horizontal stripline.
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Figure 57: Cross-mode transmission coefficients of the vertical stripline.
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Paper V

DESIGN AND IMPLEMENTATION OF STRIPLINE FEEDBACK

KICKERS IN THE MAX IV 3 GeV STORAGE RING

D. Olsson∗, L. Malmgren, K.Åhnberg
MAX IV Laboratory, Lund, Sweden

Abstract

Commissioning of the Bunch-By-Bunch (BBB) feedback
system in the MAX IV 3 GeV storage ring was started in
early 2016. At the moment, the actuators are two stripline
kickers oriented in the horizontal and in the vertical plane, re-
spectively. Apart from providing feedback in the transverse
plane, they are simultaneously operating as longitudinal ac-
tuators. This is done by upconverting the longitudinal 0 -
50 MHz baseband signal to the 150 MHz - 250 MHz range
where the longitudinal shunt impedance of the striplines is
higher. The upconverted signal is then fed to the stripline
electrodes in common-mode. The design of the stripline
kickers and the layout of the BBB feedback system in the 3
GeV ring are presented in this report. Results from instability
studies in this ring are also discussed.

INTRODUCTION

The MAX IV facility in Lund, Sweden consists of two
storage rings for production of synchrotron radiation, and a
Short-Pulse-Facility (SPF) [1]. The two rings are designed
for 3 GeV and 1.5 GeV, respectively, where the initial beam
commissioning of the former has recently been completed,
and commissioning of the latter was started in September
2016. Both rings will be operating with top-up injections
delivered by a full-energy injector [2].

The two rings have been equipped with BBB feedback
systems, where the signal processors are delivered by Dimtel
[3]. In the 3 GeV ring, two stripline kickers that are dedicated
for BBB feedback have been installed and commissioned.
Apart from applying transverse feedback, the striplines are
also simultaneously operating as weak longitudinal actuators
and applying feedback in that plane too. The commission of
the BBB feedback system in the 1.5 GeV has not yet been
started.

The 3 GeV ring has been delivering synchrotron light
to users since November 2016, and it has been observed
that both longitudinal and transverse Coupled-Bunch-Mode-
Instabilities (CBMIs) have a degrading effect on the quality
of the light if they are not suppressed.

STRIPLINE DESIGN

The feedback stripline design is based on the diagnos-
tic stripline used for tune measurements [4], and the cross-
section and the dimensions of the geometry can be seen
in Figure 1 and in Table 1, respectively. The main differ-
ence to the design in [4] is that the feedback striplines only
have two electrodes, each with a length of L = 300 mm

∗ email: david.olsson@maxiv.lu.se

(feedthrough-to-feedthrough). Each electrode has also two
tapered sections of Lt = 25 mm. The tapered sections re-
duce the impedance mismatch between the electrodes and
the coaxial feedthroughs, but they also suppress the beam
impedance at higher frequencies as shown in [5]. The ta-
pered sections can be seen in Figure 2. Both the vacuum
chamber and the electrodes are made of stainless steel. The
electrodes are welded to the inner conductors of the coaxial
feedthroughs.

Figure 1: A transverse cross-
section of the geometry.

Parameter
a 13.5 mm
ag 25.2 mm
L 300 mm
Lt 25 mm
φs 107.20◦

φg 12.75◦

Table 1: Parameters of the
stripline geometry.

Figure 2: A cut-through of the stripline.

One can analytically obtain the electric scalar potential
Φ(ρ, φ) in the region 0 ≤ ρ ≤ a of the first propagating
TEM modes by solving Laplace equation in 2D by using the
methods presented in [6]. Φ(ρ, φ) is given by (1), and the
electric field is then obtained as E(ρ, φ) = −∇Φ(ρ, φ). Here
we assume that the electric field in the four gaps between the
electrodes and the zero-potential chamber walls at ρ = a is
constant and purely azimuthal, thus E(a, φ) = ±

U1
aφg
φ̂. The

potential of the two electrodes (see Figure 1) for the odd and
even mode are U1 = −U2 and U1 = U2, respectively. The
odd mode is excited when driving the stripline in differential-
mode and applying transverse feedback, while the even mode
is excited when driving the stripline in common-mode and
applying longitudinal feedback. Figure 3 shows Φ(ρ, φ) ob-
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Φ(ρ, φ) =
φg + φs

2π
(U1 +U2) +

4
πφg

∞
∑

n=1

(

ρ

a

)n sin
(

n
φg

2

)

sin
(

n
φs+φg

2

)

n2
(U1 cos(nφ) +U2 cos(n(φ − π))) (1)

Figure 3: Φ(ρ, φ) obtained analytically from (1) (upper),
and numerically from COMSOL (lower). The left figures
show the odd mode, and the right ones show the even mode.

tained from (1) and from electrostatic simulations in COM-
SOL Multiphysics [7].

The width of the two electrodes φs are optimized for on-
axis field homogeneity when operating in differential mode,
and ag is set to obtain a characteristic impedance close to
50 Ω. The characteristic impedance of a single electrode
when operating in differential and common-mode are Z0,⊥ =

47.2 Ω and Z0, | | = 52.9 Ω, respectively, and they are chosen
so that

√

Z0,⊥Z0, | | = 50 Ω. The transverse and longitudinal
shunt impedances, R⊥(ω) and R | | (ω), of a stripline can be
approximated as

R⊥(ω) = 2Z0,⊥

(

g⊥c0

a

)2 sin2
(

ω(L−Lt )

c0

)

ω2

sin2
(

ωLt

c0

)

(

ωLt

c0

)2
(2)

R | | (ω) = 2Z0, | |g
2
| |

sin2
(

ω(L − Lt )

c0

) sin2
(

ωLt

c0

)

(

ωLt

c0

)2
(3)

where g⊥ = a |E(ρ = 0) |/U1 = 1.10 and g | | = Φ(ρ =

0)/U1 = 0.67 are the transverse and longitudinal geometry
factors obtained for the odd and even mode, respectively as
defined in [8]. R⊥(ω) and R | | (ω) obtained analytically and
from frequency domain simulations in COMSOL are shown
in Figure 4.

Figure 5 - 6 show the differential (Sddx1) and common
mode (Sccx1) S-parameters, respectively obtained from
COMSOL and from measurements with a 4-port vector net-
work analyser. In the mixed-mode measurements, the two
physical downstream ports form the first logical port, while
the two physical upstream ports form the second logical port.

0 200 400 600 800 1000
0

1

2

3

4

5
x 10

4

Frequency [MHz]

R
⊥
 [

Ω
]

0 200 400 600 800 1000
0

10

20

30

40

50

0 200 400 600 800 1000
0

10

20

30

40

50

R
||
 [

Ω
]

Figure 4: R⊥(ω) and R | | (ω) obtained from (2)-(3) (solid
lines) and from COMSOL (circles).

The dominant source for impedance mismatch and transmis-
sion losses are the ceramic feedthroughs. Note that three
narrow-band notches are visible in the measured data above
4 GHz in Figure 5 but not in Figure 6. These are eigenmodes
with dipole components (hence only excited in differential
mode) that are trapped inside the structure.
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Figure 5: The measured and simulated differential-mode
S-parameters.

The main ring RF system in MAX IV is operating at 100
MHz [9], so the span of the BBB feedback baseband signals
is 0-50 MHz. Both striplines are simultaneously operating as
weak longitudinal actuators. This is possible by feeding the
longitudinal baseband signal, upconverted to the 150 MHz-
250 MHz range, in common-mode to the electrodes. As seen

THPIK086 Proceedings of IPAC2017, Copenhagen, Denmark

ISBN 978-3-95450-182-3
4286Co

py
rig

ht
©

20
17

CC
-B

Y-
3.

0
an

d
by

th
er

es
pe

ct
iv

ea
ut

ho
rs

07 Accelerator Technology
T06 Room Temperature RF

124



Paper V

0 500 1000 1500 2000 2500 3000 3500 4000 4500
−35

−30

−25

−20

−15

−10

−5

0

Frequency [MHz]

2
0
 ⋅
 l
o
g

1
0
(S

)

 

 

S
cc11

 COMSOL

S
cc11

 Measurement

S
cc21

 COMSOL

S
cc21

 Measurement

Figure 6: The measured and simulated common-mode S-
parameters.

in Figure 4, R | | (ω) is quite low, and an overloaded cavity that
will operate as a permanent longitudinal actuator is being
constructed, and it will be installed in June 2017 [10]. Figure
7 shows a simplified circuit diagram of the upconverting
back-end, where BB(x/y/z)(+/-) are the differential-mode
baseband signals from the signal processors. The four output
signals are fed to the four stripline electordes via broad-band
R&S BBA150 drive amplifiers [11].

Figure 7: A simplified circuit diagram of the stripline back-
end.

COUPLED-BUNCH INSTABILITIES IN

THE 3 GeV RING

The longitudinal CBMIs in the 3 GeV ring are driven by
Higher-Order Modes (HOMs) in the main and in the 3:rd
harmonic (Landau) cavities, and it has been possible to sup-
press them with feedback at currents well above 100 mA
this far even with the Landau cavities completely detuned
(without any bunch lengthening). This was, however, only
possible after mapping the dangerous HOMs in the cavi-
ties and by tuning their resonance frequencies away from
the frequencies of the nearby coupled-bunch modes that are

driving the instabilities. Figure 8 shows the longitudinal
bunch profile measured with a sampling oscilloscope at the
diagnostic beamline [12] with longitudinal feedback ON and
OFF. The Landau cavities are here detuned, so the profile of
the stable bunch is rather Gaussian. The much wider profile
observed without feedback is mainly due to longitudinal
dipole oscillations of the bunches and due to the fact that
the sampling oscilloscope is unable to capture data from a
single bunch at a single turn. The centroid of the unstable
bunches are here oscillating with a magnitude of approxi-
mately ±200 ps which corresponds to ±7.2◦ relative to the
100 MHz RF system.

The observed CBMIs in the transverse plane have this
far mainly been driven by ions, and the threshold where
they appear has moved towards higher beam currents as
the quality of the vacuum has improved. The transverse
feedback voltage provided by the striplines has this far been
more than enough to suppress them.
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Figure 8: The longitudinal bunch profile measured at the
diagnostic beamline at a beam current of 70 mA.

CONCLUSIONS AND FUTURE WORK

This far, the BBB feedback system has been able to sup-
press the transverse and longitudinal CBMIs in the 3 GeV
ring at currents above 100 mA, and it has made it possible
to deliver a stable beam to the first users at MAX IV. More
powerful feedback can soon be applied in the longitudinal
plane when the overloaded cavity is installed during the sum-
mer of 2017. Commissioning of the BBB feedback system
in the 1.5 GeV ring will be carried out in the second half of
2017.
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Paper VI

A WAVEGUIDE OVERLOADED CAVITY KICKER FOR THE MAX IV

BUNCH-BY-BUNCH FEEDBACK SYSTEM

D. Olsson∗, L. Malmgren, K. Åhnberg
MAX IV Laboratory, Lund, Sweden

Abstract

The Higher-Order Modes (HOMs) in the main and the
3:rd harmonic cavities are driving longitudinal Coupled-
Bunch Mode Instabilities (CBMIs) in the MAX IV 3 GeV
storage ring. This far, negative feedback has been applied
in the longitudinal plane by two stripline kickers. However,
the maximum longitudinal feedback voltage provided by the
striplines is rather weak, and a Waveguide (WG) overload
cavity was therefore designed. Due to the long bunch length
in the MAX IV storage rings, a relatively low center fre-
quency of 625 MHz is selected. The new cavity kicker is
being manufactured, and will be installed in the 3 GeV ring
in June 2017. In this paper, the RF and mechanical design
of the cavity is presented.

INTRODUCTION

The MAX IV facility in Lund, Sweden consists of two
storage rings for production of synchrotron radiation, and a
Short-Pulse-Facility (SPF) [1]. The two rings are designed
for 3 GeV and 1.5 GeV, respectively, where the initial beam
commissioning of the former has recently been completed,
and commissioning of the latter was started in September
2016. Both rings will be operating with top-up injections
delivered by a full-energy injector [2].

The 3 GeV ring is operating with a Bunch-By-Bunch
(BBB) feedback system, where the signal processors are
delivered by Dimtel [3]. In this ring, there is one horizontal
and one vertical stripline installed, and they are dedicated
as actuators for feedback in the transverse plane. At the
moment, the two striplines are simultaneously operating as
longitudinal actuators as well, as described in [4]. However,
the longitudinal voltage provided by the striplines is rather
weak, and a WG overloaded cavity based on the original
DAΦNE design [5] that is dedicated for longitudinal feed-
back has therefore been designed. The new cavity will be
installed in the 3 GeV ring in June 2017.

The commissioning of the BBB feedback system in the
1.5 GeV ring will start in the second half of 2017.

KICKER REQUIREMENTS

The first step when designing the cavity is to determine its
center frequency fc and its Bandwidth (BW). The minimum
required BW in order to suppress all CBMIs is fRF/2 =
50 MHz if fc is chosen so that fc = fRF(1/4 + n/2), n ∈ N.
fRF = 100 MHz is the operating frequency of the MAX
IV ring RF system. fc in similar cavities might vary be-
tween 900 MHz [6] and 1900 MHz [7], and is often care-

∗ email: david.olsson@maxiv.lu.se
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Figure 1: (a) shows the normalized longitudinal profile of a
bunch in time domain, λ(t), and (b) shows the same profile
in frequency domain, |λ(ω)|. The green curves are for a
double (100 MHz + 300 MHz) and the blue curves are for a
triple (100 MHz + 300 MHz + 500 MHz) RF system during
ideal bunch lengthening.

fully chosen and optimized for the conditions at the facility
where it is installed. Choosing a high fc has several advan-
tages such as a more compact cavity and a higher achievable
shunt impedance, R | | . Another advantage with a higher fc
is that all the potentially harmful HOMs are shifted upwards
in frequency as well. The shunt impedance is defined as
R | | = |V| | |

2/2Prms, where Prms is the rms power supplied to
the cavity by the amplifiers. The voltage gain, V| | , is defined
as

V| | =

∫ L

−L

|Ez(z)|e
j(kz+ϕ)dz (1)

where Ez(z) is the on-axis longitudinal electrical field, k =

ω/c0 is the wave number, 2L → ∞ is the integration length,
and ϕ is an arbitrary phase.

When selecting fc , one also has to consider the long ring
bunches at MAX IV. Currently, both rings have double RF
systems with passive 3:rd harmonic (Landau) cavities for
bunch lengthening. There are also future plans to operate
with a triple RF system in the 3 GeV ring in order to increase
the bunch lengthening further by adding 5:th harmonic cavi-
ties as well. If the filling pattern is uniform, each bunch has a
normalized longitudinal profile in time domain, λ(t), so that
∫

λ(t)dt = 1. λ(ω) is the same bunch profile in frequency
domain, and λz(z) is the normalized spatial profile where
c0λz(c0t) = λ(t). Figure 1 shows λ(t) and λ(ω) during ideal
bunch lengthening with a double and a triple RF system. If
fc is too high, the head of the bunch obtains a kick with a
different direction compared to its tail, and the net kick over
the bunch can be zero in a worst-case scenario. The average
voltage gain over the normalized electron bunch Vavg is
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Vavg =

∫ L

−L

λz(z
′)

{∫ L

−L

|Ez(z)|e
j(k(z−z′)+ϕ)dz

}

dz′

= V| |

∫ L/c0

−L/c0

λz(c0t ′)e−jωt′c0dt ′ = λ(ω)V| | (2)

As seen in Figure 1 (b), fc must be relatively low in order
to keep a high kick efficiency. A good compromise between
a compact cavity geometry and fairly high Vavg is to set
fc = 625 MHz. Here, |λ(ω)| is 0.77 and 0.40 for a double
and a triple RF system, respectively.

CAVITY DESIGN

A simple pillbox cavity with fc = 625 MHz would have
a radius of 184 mm. However, it was decided to decrease
the cavity radius so that a standard steel pipe with an inner
radius of 100 mm can be used as the cavity lateral surface. fc
is therefore shifted downwards with a coaxial loaded struc-
ture with long nose cones. The nose cones also increase the
geometry factor, R | |/Q, due to field focusing. Initially, the
optimization of the 2D rotation-symmetrical unloaded cavity
volume was performed in a MATLAB [8] with livelink to
COMSOL [9]. Here, R | |/Q was optimized for the funda-
mental mode while it was kept as low as possible for the first
rotation-symmetrical HOMs. Four ridged WGs are added to
the unloaded cavity, and they are optimized to achieve the
necessary BW of the fundamental mode, but also to damp
unwanted HOMs.

Figure 2 shows a 3D model of the assembled cavity. The
nose cones and the ridged WGs are milled into two copper
bodies. Each copper body is braced to a steel flange and then
attached to the flanges that are welded to the outer steel pipe.
In order to improve the vacuum in the vicinity of the cavity,
an ion pump is added to the design, where the pumping
occur via grids on the outer pipe (see Figure 2). The grids
are parallel to the surface currents, J = n̂ × H, on the cavity
inner lateral surface of the fundamental mode, and their
presence has a neglectable effect on the cavity performance.

Proper electrical contact between the outer tube and the
copper bodies are provided by contact springs as in the ELSA
design [10], where the springs are placed in grooves in the
copper body. Contact between the inner conductor of the
coaxial feedthrough and the copper body is provided by gold
plated socket connectors that are screwed to the latter as seen
in Figure 2. These socket connectors are the same type as the
female inner pin at the N-type connector of the feedthroughs.

SIMULATIONS

As mentioned above, the first step was to optimize the un-
loaded cavity, and R | |/Q of the rotation-symmetrical eigen-
modes up to 4.5 GHz can be seen in Figure 3. R | |/Q = 162Ω
for the fundamental mode.

In order to reduce the requirements on mechanical toler-
ances and to improve the gain flatness, a somewhat larger
−3 dB BW of 70 MHz (590 MHz - 660 MHz) was chosen.

Figure 2: A 3D model of the cavity. The socket connector
can be seen in the zoomed area.
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Figure 3: The simulated values of R | |/Q for the rotation-
symmetrical eigenmodes of the unloaded cavity up to 4.5
GHz.

Figure 4 shows the simulated common-mode S-parameters
when the four WGs have been added. Here, the two physical
downstream ports form the first logical port, while the two
physical upstream ports form the second logical port. As
seen, fc has been shifted slightly downwards in frequency
in order to keep the desired BW. Figure 5 shows R | |(ω) ob-
tained in COMSOL. R | |(ω) decreases more rapidly at higher
frequencies which is mainly because the transit time factor
decreases with frequency.

Figure 6 shows the real part of the longitudinal beam
impedance, ℜ(Z | |(ω)), obtained in GdfidL [11]. As seen,
the WGs are effectively damping the HOMs up to ≈ 3 GHz.
At higher frequencies, the eigenmodes are more narrow-
banded up to ≈ 8 GHz where the broadband region starts
due to the TM01 cut-off frequency of the beam pipe. For
optimum bunch lengthening with the double RF system, the
power lost in the structure by the beam is ≈ 460 W when the
filling pattern is uniform at a beam current of 500 mA. Be-
cause of the narrow bunch spectrum in Figure 1 (b), almost
all power lost by the beam is induced in the fundamental
mode, and it is dissipating in the external coaxial termina-
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tions, and not in the cavity itself. Since the loaded quality
factor, QL = 8.9, of the fundamental mode is very low, con-
tributions from coherent multi-turn wakefield superposition
are neglectable.
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Figure 4: The simulated common-mode S-parameters of the
cavity.
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Figure 5: The longitudinal shunt impedance R | |(ω) obtained
in COMSOL.

CONCLUSIONS AND FUTURE WORK

This far, the longitudinal BBB feedback in the MAX IV
3 GeV ring has been provided by two striplines. However,
the striplines are very weak longitudinal actuators, and in
order to increase the kick voltage, a waveguide overloaded
cavity has been designed and is being constructed. Due to
the long bunches at MAX IV, a relatively low cavity center
frequency of 625 MHz was chosen in order to keep a high
kick efficiency. The cavity will be installed in June 2017.
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Abstract

MAX IV and SOLARIS are two synchrotron light sources located in Lund
and in Krakow, respectively. A stripline is a standard multi-purpose compo-
nent that is used in many accelerators and consists of one or multiple elec-
trodes. The currents that are induced by the Lorentz contracted fields of the
electron beam at the electrodes can be used for beam diagnostics, or one can
excite the electrodes in order to manipulate the properties of the beam. The
design and initial measurements of the MAX IV/SOLARIS striplines are pre-
sented in this report. Different design considerations and possible applications
for the striplines are also presented.
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1 Introduction
The MAX IV facility is a national Swedish research facility located in Brunnshög
outside Lund [12]. The facility consists of two electron storage rings that are op-
erated at 3 GeV and 1.5 GeV [20], respectively, where the former is optimized for
production of high-brilliance hard X-ray synchrotron light, and the latter will pro-
duce light in the IR to the soft X-ray spectral range. The rings will be operated
with top-up injections where the electron losses are compensated by injections at
short intervals. The full-energy injector consists of a 39 S-band LINAC structures
[21], and will also operate as a driver for a Short Pulse Facility (SPF) where X-ray
pulses with durations down to tens of fs are produced. The LINAC might also be
the driver for a future Free Electron Laser (FEL) [3], and in this case it is likely that
more LINAC structures are added in order to reach higher energies. The 3 GeV ring
has recently started delivering light to the first users, while the 1.5 ring is under
beam commissioning.

The SOLARIS Synchrotron is a national Polish research facility located in Krakow,
and consists of an injector and a storage ring [19]. The storage ring is basically a
replica of the MAX IV 1.5 GeV ring. One key difference compared to MAX IV is
that the SOLARIS injector has an energy gain of 550 MeV, and the electrons are
therefore injected and stored at this energy before the beam energy is increased by
the accelerating cavities, and by synchronously increasing the magnetic fields. This
process is known as ramp-up.

The design parameters of the MAX IV and SOLARIS storage rings are listed in
Table 1, and these parameters will be further explained in the following sections.
However, the focus in this report is on the design and measurements of the stripline,
and its related RF components, that are installed in the MAX IV 3 GeV ring.

Several diagnostic devices are needed for the operation of an electron storage
ring. In this paper we describe a stripline can be used for two different types of
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Parameter 3 GeV Ring 1.5 GeV Ring
(MAX IV) (MAX IV / SOLARIS)

Beam energy 3.0 GeV 1.5 GeV
Maximum beam current 500 mA 500 mA
RMS bunch length 56 mm 56 mm
Main radio frequency 99.931 MHz 99.931 MHz
Harmonic number 176 32
Ring circumference 528 m 96 m
Betatron tune (horizontal/vertical) 42.20/16.28 11.22/3.15
BPM pick-up frequency 500 MHz 500 MHz

Table 1: The design parameters of the MAX IV and SOLARIS storage rings.

beam diagnostics. It can act as a passive device that monitors the longitudinal
and transverse motion of the beam. It can also be an active device that excites the
beam and by that makes it possible to measure several parameters of the accelerator.
Aside from being used as a purely diagnostic device, a stripline can also be used to
excite the beam in a way that gives it properties that some users would benefit from
or to damp unwanted beam oscillations that are driven by instabilities.

In Section 2, different applications for the stripline are listed. Here, a brief
review of the transverse beam dynamics in a circular accelerator is also given. The
geometry and manufacturing method of the stripline vacuum chamber is presented
in Section 3. An analysis of the transmission line properties and the electromagnetic
fields inside the chamber are presented in Section 4. The ability of the stripline to
kick the beam and to monitor the motion of the beam are discussed in Section 5
and 6, respectively. When a charged beam propagates inside a vacuum chamber it
induces mirror currents on the walls of the chamber. These mirror current generate
electromagnetic fields which act back on the beam itself. Such phenomena are
known as collective effects and are further described in Section 7. In Section 8 the
scattering parameters of the manufactured stripline are presented. The design and
measurements of an RF distribution network that is feeding the stripline, and an
RF receiving network that is monitoring the beam motion are presented in Section
9. Finally, some initial measurements from the commissioning of the MAX IV 3
GeV ring are presented in Section 10 where the beam is excited using the stripline.

2 Applications for the Stripline
A stripline is a multi-purpose tool that can both excite and monitor the electron
beam. In this section three possible applications of the stripline are listed.

2.1 Tune measurements

The main purpose of the stripline is to excite the beam during measurements of
the betatron tunes. Here, a brief review is given on transverse beam dynamics in
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a circular accelerator, and it is shown why monitoring the transverse beam motion
provides valuable information about the status of the accelerator.

2.1.1 Transverse Beam Dynamics in a Circular Accelerator

In order to understand the concept tune measurements, one has to understand the
basic principles of transverse beam dynamics. In this report, only a brief review is
given on the subject. For further reading, [22] and [23] are recommended.

The ideal orbit of a particle with a nominal energy in a circular accelerator is
defined by the magnet layout (the lattice). The trajectory of a single particle that
moves in the vicinity of the orbit can be described by using a co-moving cartesian
coordinate system K(x, y, s) whose origin moves along the orbit with the longitu-
dinal position s. x(s) and y(s) are the horizontal and vertical displacement at the
longitudinal position s, respectively. For a particle with nominal energy x(s) satisfies
Hill’s differential equation

d2x(s)

ds2
+ k(s)x(s) = 0 (2.1)

where k(s) is an L periodic focusing function determined mainly by the quadrupole
magnets, and L is the circumference of the ring. The solution to (2.1) is the hori-
zontal oscillating function around the ideal orbit known as the betatron oscillation

x(s) =
√
εxβx(s) cos(ψx(s) + ϕx) (2.2)

ψx(s) =

s∫

0

ds′

βx(s′)
(2.3)

where εx is the emittance, βx(s) is the beta function, ψx(s) is the phase advance
function, and ϕx is a constant. Analogously, the vertical displacement from the
ideal orbit is given by y(s) =

√
εyβy(s) cos(ψy(s) + ϕy). The number of (horizon-

tal/vertical) betatron oscillations performed by a particle travelling once around the
ring is called the betatron tune, Qx/y, and is given by

Qx/y =
1

2π

s+L∫

s

ds′

βx/y(s′)
(2.4)

There is a chance of resonance growth of the betatron oscillations if Qx or Qy

are integers or simple fractions. These instabilities are known as optical resonances,
and they may even result in beam loss. However, it is not sufficient to choose Qx

and Qy individually so that they are not integers or simple fractions since the field
strength in one plane depends on the displacement in the other plane for multipole
fields of higher order. A coupled optical resonance has the order |m|+ |n|, with the
resonance condition mQx + nQy = p, {m,n, p} ∈ Z. Generally, the strength of an
optical resonance decreases with its order. As seen in Table 1, the optical resonances
of the operation points have the order 5 (m = ±5, n = 0) in the 3 GeV ring, and
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order 11 (m = ±5, n = ±6) in the two 1.5 GeV rings. This pair of values for Qx

and Qy is called the working point of the machine.
The amplitude function

√
εxβx(s) in (2.2) is called the horizontal beam envelope.

A single particle might have different displacement from its ideal orbit when passing
the same longitudinal position in a storage ring. However, the magnitude of this
displacement is never greater than the beam envelope, as seen in (2.2). The beta
function is determined by the lattice. In (2.2), εx is a single particle constant of
motion, and πεx is the area of the ellipse of particle motion in the x-x′ phase space,
where x′ = dx/ ds. However, a beam consists of many particles oscillating with
different amplitudes. One can show that the transverse distributions of an electron
beam in a storage ring are nearly Gaussian distributions with rms beam sizes σx
and σy. It is therefore more customary to define εx as the emittance corresponding
to the emittance of electrons travelling at exactly one STD, σx, from the ideal
orbit. By doing so, the amplitude function

√
εxβx(s) = σx(s) can be referred to as

the horizontal rms beam size at the longitudinal position s. εx can be seen as the
horizontal "temperature" of the beam.

2.1.2 Obtaining the Tunes

When operating the machine, it is vital to monitor its betatron tunes and to confirm
that it is operating far away from any strong optical resonances. Deviations from
the working point might imply misaligned magnets or drift in the magnet power
supplies.

Consider a single particle with charge q that is propagating with velocity v on
the design orbit in a circular machine. The charge density λ(t) of the particle can
be described as a Fourier series of the revolution frequency ω0

λ(t) =
q

v

∞∑

n=−∞
δ(t− nT0) =

q

L

∞∑

n=−∞
cos(nω0t) (2.5)

where T0 is the revolution period. The transverse dipole moment d(t) of the particle
is defined as the product of its charge and its transverse displacement from the
orbit, thus the horizontal displacement becomes d(t) = q · x(t). From here on, the
horizontal/vertical indices of the parameters listed above are dropped since it should
be obvious from the content which index to use. The horizontal displacement of the
particle is x(t) = x0 + x̂ cos(Qω0t), where x0 is a constant offset due to a closed orbit
distortion. Here, a smooth approximation is applied on the phase advance function
in (2.3) where ψ(s) ≈ 2πQ

L
s. One can measure the displacement at a single point in

the machine with, for example, a standard button BPM by combining the signals
from two opposite located buttons with a 180◦ hybrid combiner (see Figure 1). By
using this set-up, the obtained signal is proportional to the dipole moment of the
particle (higher multipole components are discarded in the analysis). Note that a
misalignment of the BPM device results in an additional component to the offset of
the measured signal, similar to x0. However, the measured offset can be rejected by
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calibration, and by dropping this term the dipole density becomes

d(t) =
qx̂

L

∞∑

n=−∞
cos((n+Q)ω0t) =

qx̂

L

(
cos(Qfω0t) +

∞∑

n=1

cos((n±Qf )ω0t)

)
(2.6)

where Qf is the fractional part of Q. Apart from the first term in (2.6) at Qfω0, the
spectrum consist of frequency components separated ±Qfω0 from each harmonic of
ω0. The integer part of Q in the measured signal is however lost which is known
as the stroboscope effect. One method of measuring the integer part is to perform a
position measurement along the machine with the offsets at each BPM rejected by
calibration. A small dipole field is then applied somewhere in the machine which
results in a a small closed orbit distortion, and the number of betatron oscillations
per turn can then be counted by taking the difference between the new orbit and
the calibrated orbit.

A particle in a circular machine also performs a longitudinal oscillation, or a
synchrotron oscillation, due to the gradient of the fields in the accelerating cavities
when the particle is accelerated off-crest. This is known as phase focusing, and the
oscillation occurs around the nominal phase (relative to the phase of the acceler-
ating fields) of an ideal particle known as the the synchronous phase. Due to the
synchrotron oscillation, the particle receives a different momentum gain every turn
when it passes the accelerating cavities. Note that the momentum gain per turn
is equal to the momentum loss per turn when the phase of the particle is equal to
the synchronous phase. The momentum deviation from the nominal momentum p0

results in a deviations from the nominal revolution period T0 = 2π/ω0 which relation
is

dT

T0

= ηc
dp

p0

(2.7)

where ηc is the phase slip factor. The momentum deviation also causes a shift in
the betatron tune since the L-periodic focusing function k(s) in (2.1) has a differ-
ent magnitude for a particle with an non-nominal momentum. This tune shift is
described by the chromaticity of the lattice, and given by

ξ =
dQ/Q0

dp/p0

(2.8)

where Q0 is the nominal betatron tune.
When including the phase focusing into the transverse spectrum, the dipole

moment of a single particle can be written as in (2.9), where Jm is the Bessel
function of the first kind with indexm, Ωs is the angular frequency of the synchrotron
oscillation, ϕ is a phase constant, and τs is the maximum amplitude of the oscillation
of the revolution time [18].

d(t) =
qx̂

L

∞∑

n=−∞

∞∑

m=−∞
j−mJm

((
n+Q− ξQ

ηc

)
ω0τs

)
ejmϕej((n+Q)ω0+mΩs)t (2.9)
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As seen in (2.9), there is an infinite number of synchrotron satellites at ±mΩs

around the betatron lines that were found in (2.6). All these spectral lines are also
amplitude and phase modulated. There will be a momentum spread among the
electrons in the beam which results in a spread in their betatron tunes and their
revolution frequencies. The spectral lines in (2.9) are therefore smeared out in a
signal from a real electron beam. Transverse wakefields (see Section 7) result in
a shift of the betatron tunes, which means that the position of the spectral lines
also depends on the total stored current. Measurements of the beam spectrum are
presented in Section 10.

Since the individual electrons also oscillate with different phases, they all per-
form betatron oscillations around the ideal orbit incoherently. Therefore, in order
to measure the betatron tunes one has to excite the beam so that the electrons per-
form transverse oscillations coherently. This excitation can be made by applying an
external driving force to the beam (via for example the stripline), or the beam can
be excited by itself due to an instability. The latter case is undesired, and will not
be considered in this report. In the 3 GeV ring, three different methods of exciting
transverse oscillations and measuring the betatron tunes are implemented.

The first method includes the stripline which excites the beam when it is swept
with a sinusoidal signal. The transverse beam position is then monitored by a button
BPM where the differential signals between opposite located buttons are measured.
Figure 1 shows a simplified illustration of the measurement set-up. A more detailed
overview of the RF distribution in the measurement set-up is presented in Section
9. The frequency of the exciting signal is generated by the tracking generator of a
spectrum analyzer, and the differential signal at the BPM is monitored by the same
instrument. Coherent transverse oscillations are excited when the frequency of the
tracking generator is close to the frequency components of the Fourier series in (2.9),
and are therefore displayed as spectrum lines by the spectrum analyzer.

In the second method, the beam is excited by a fast transverse kick which has
a duration that is less than the revolution period of a bunch. For this purpose,
fast pinger magnets are installed in the rings that can kick the beam both in the
horizontal and vertical plane. The beam position is then measured at the positions
of the button BPMs along the ring. This method is not as accurate as the first
method.

A third method is to use the bunch-by-bunch feedback system. Here, an external
excitation signal is swept in the vicinity of the betatron frequency (just as in the
first method), and the beam spectrum is then obtained as an FFT of the signal from
a single button BPM. The bunch-by-bunch feedback system is described in [16].

2.2 Pick-up Device

The stripline will intercept fractions of the mirror current induced by the electron
beam. This results in induced signals at the stipline ports which can be used for
estimating the total charge, the transverse and longitudinal motion, and the charge
distribution of each ring bucket. Even though the storage ring already has several
diagnostics tools such as capacitive buttons (button BPMs), current transformers,
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Figure 1: A simplified block diagram that shows the set-up of the betatron tune
measurements in FD.

and diagnostic beam lines for these type measurements, the stripline can be used
as a complementary pick-up device. The pick-up characteristics of the stripline is
investigated in Section 6.

2.3 Feedback Kicker

There are bunch-by-bunch feedback systems installed in both MAX IV storage rings
[16]. At the moment, there are no dedicated feedback kickers installed in the 1.5 GeV
ring. The stripline that is installed in this ring will therefore operate as a temporary
feedback kicker in all three planes when the commissioning of the feedback system
starts in this ring during the autumn of 2017.

3 Stripline Geometry
The stripline vacuum chamber consists of a main body, four stripline electrodes, 8
coaxial feedthroughs, and connectors needed for water cooling. A 3D CAD model
of the stripline can be seen in Figure 2, and Figure 4 shows the strips and the inner
boundaries of the main body in the xy-plane.

Four stripline electrodes are needed since the design target is to construct a
device that is able to excite the beam in both transverse planes independently of
each other. The stripline electrodes are hereby referred to as "strips", and the
complete component is referred to as the "stripline" in this report. The main body
and the strips are made of 316LN and 316L, respectively, that are two stainless steel
alloys. As seen in Figure 4, tracks are milled in the main body, and the strips are
placed inside the cavities. The reason for doing so is to minimize the discontinuity
of the inner chamber walls since a beam that passes such discontinuities induces EM
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fields that act back on the beam itself which might result in instabilities. More on
that in Section 7. The strips are rotated 45 degrees relative to the two transverse
planes in order to protect them from synchrotron radiation that is emitted from an
upstream dipole magnet. If the synchrotron radiation would hit one of the strips, it
becomes heated, and since it is a thin component that is difficult to cool, it might
become damaged. Bursts of radiation that hit the strip would also induce noise in
the measured signal if the stripline is used as a pick-up device. With the rotation
of 45 degrees, the synchrotron radiation hits the main body instead which is the
reason why it is cooled by water (see Figure 2). The coaxial feedthroughs that
provide the electrical contact between the external feeding network and the strips
have N-type connectors and ceramic vacuum insulators. The outer connectors of
the feedthroughs are welded to the main body, and the inner conductors are welded
to the strips. In order to connect the stripline to the neighboring vacuum chambers,
two CF flanges are attached to the upstream and downstream ends of the main
body.

In Figure 4, a = 14.00 mm, ag = 19.04 mm, φs = 45.00 degrees, and φg = 8.19
degrees. The length of each strip L is 150 mm (measured between its two welding
points to the feedthroughs). The total length of the stripline is 250 mm (flange-
to-flange). The dimensions chosen for the stripline are further explained in the
following sections.

A total number of four striplines are manufactured; one for each ring in MAX IV
and SOLARIS, and one unit is kept as a spare part. One of the completed striplines
is shown in Figure 3.

(a) (b)

Figure 2: The CAD model of the stripline, where (a) shows the complete model
and (b) shows a cut through in the yz-plane. Note the water cooling channel at the
bottom of the main body in (b).
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Figure 3: One of the four manufactured striplines.

4 Field and Transmission Line Analysis
The main purpose of the stripline is to excite the beam in the transverse plane. One
should be able perform these transverse excitations in the horizontal and vertical
planes independently of each other, but also in both planes simultaneously (in the
"diagonal plane"). For the beam excitation described above, one needs to operate
the stripline in the three different modes that are listed in Table 2. Here, Un is the
applied RF potential to the n:th strip (see Figure 4), where a negative potential is
due to a phase shift of 180 degrees compared to the strip with positive potential.
The sum mode is not for beam excitation, but describes the potential distribution
when a beam that is centered in the beam pipe excites the four strips. This is further
explained in Section 6.1. The RF signals are applied to the feedthroughs that are
located downstream relative to the electron beam. This is due to the directional
properties of a stripline which are explained more in detail in Section 5.1.

4.1 Impedance Matching

Each strip forms a coaxial waveguide, and transmission line theory can therefore be
applied in order to obtain the signal along the strip [10]. The analysis is here limited
to a transverse cross section of the stripline far away from the feedthroughs. In FD,
the voltage propagating along a strip, U(z), is the solution to the transmission line
equation

d2U(z)

dz2
− γ2U(z) = 0 (4.1)

146



Paper VII

11

Figure 4: The 2D cross section of the
stripline kicker.

Mode of
operation U1 U2 U3 U4 Zs[Ω]
Diagonal (d) V0 0 −V0 0 50.0
Horizontal (h) V0 −V0 −V0 V0 50.0
Vertical (v) V0 V0 −V0 −V0 50.0
Sum (Σ) V0 V0 V0 V0 53.4

Table 2: The modes of operation and their charac-
teristic impedances.

where γ =
√

(R + jωL)(G+ jωC) is the propagation constant. R, G, L, and C
are the resistance, conductance, inductance and capacitance per unit length, re-
spectively. The analysis is simplified by assuming that the strips are lossfree, thus
R = G = 0, and phenomena such as attenuation and distortion are therefore not
taken into account. Anyway, the losses in the 15 cm strips due to R and G are
insignificant below 10 GHz, especially when comparing to the losses introduced by
the ceramic vacuum insulators in the feedthroughs. For a lossfree transmission line
in vacuum, the phase velocity is vp = 1/

√
LC = c0. Hence, the propagation constant

can now be written as γ = jω/c0 = jkz, where kz is the longitudinal wave number.
The voltage V (z) and current I(z) that are propagating along the strip are

U(z) = V0e
jkzz (4.2)

I(z) =
V0

Zs
ejkzz (4.3)

since the signal of excitation is travelling in the direction opposite to the electrons
(in negative z direction). V0 is a constant and Zs =

√
L/C is the characteristic

impedance of the strip.
It is necessary that the strips have 50 Ω impedance to minimize mismatch to the

feeding system. Since c0 = 1/
√
LC and Zs =

√
L/C, the characteristic impedance

of each strip can be obtained as Zs = (c0C)−1.
The electric field for the fundamental TEM mode in a coaxial transmission line

is obtained by solving the electrostatic field over a transverse cross section (more
on that in Section 4.2). C for a strip is given by the electrostatic definition of a
capacitor

C =
Qtot

U
=

1

U

∮

Γ

n̂ ·D(r) dl (4.4)

where Qtot and D(r) are the total charge per unit length and the electric flux
density, respectively. In (4.4), the closed line integration is performed on the curve
Γ which is defined by the transverse boundaries of the strip, and n̂ is the normal
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vector that is directed outward from the strip. Note that Zs of an individual strip
depends on the charge distribution in the surrounding structure, and thereby on
the excitation of the other strips. Zs is obtained numerically in the electrostatic
solver in COMSOL Multiphysics for the different modes, and can be seen in Table
2. As seen, there is a slight mismatch in sum mode. COMSOL is a software which
can perform numerical simulations within several different disciplines in electrical,
mechanical, fluid, and chemical physics [2]. It is also able to solve coupled physics
phenomena of different disciplines simultaneously, i.e., pure multiphysics. Besides
from using the electrostatic solver in COMSOL, the Frequency Domain solver is
used to obtain the S-parameters and the eigenmodes in this report.

Figure 5 shows S11 and S21 for one strip obtained for the diagonal mode of
operation in COMSOL. Even though the strips and the coaxial feedthroughs have
impedances close to 50 Ω, there will still be a mismatch in the region where the
feedthroughs are welded to the strip. This mismatch becomes more distinctive at
higher frequencies as seen from Figure 5. One way to improve the matching is to
taper the strips to make the transit region more smooth, but since the main purpose
of the stripline is beam excitation and monitoring at frequencies below 1 GHz, this
was not implemented. A tapered structure would also complicate the manufacturing
process.

4.2 Field Analysis

Solving E(r) in Helmholtz equation for the propagating TEM modes is equivalent to
solving E⊥(ρ, φ) in a two dimensional electrostatic problem. One can therefore ana-
lytically obtain the electric scalar potential, Φ(ρ, φ), of the (first) propagating TEM
modes by solving Laplace equation over a cross section of the stripline. E⊥(ρ, φ)
is then obtained as −∇Φ(ρ, φ). The analysis is here limited to the region where
0 ≤ ρ ≤ a, and requires that the stripline is evaluated far away from its end gaps.
Between the excited strips and the ground at ρ = a the electric field is approximated
by E(a, φ) = ± V0

Rφg
φ̂. By applying the conditions of full azimuthal periodicity, finite

Φ(ρ = 0), and the potential at ρ = a described above and in Table 2, one obtains
Φ(ρ, φ) as the Fourier series in (4.5). The complete expansion of Φ(ρ, φ) is presented
in Appendix A.

Φ(ρ, φ) =
4∑

m=1

Um
π

(
φs+φg

2
+ 4

φg

∞∑
n=1

(
ρ
a

)n sin
(
n
φg
2

)
sin

(
n
φs+φg

2

)

n2 cos
(
n
(
φ− mπ

2
+ π

4

)))

(4.5)
Figure 6 shows Φ(ρ, φ) in the diagonal, vertical, and sum mode obtained in

(4.5) (upper figure) together with electrostatic simulations of the same modes in
COMSOL (lower figure).

For the modes of operation, it is convenient to define a transverse geometry factor
g⊥ = a|E(ρ = 0)|/V0 in order to compare different designs. Thus, a higher value of
g⊥ means a stronger electric field at the origin for a given radius a. The longitudinal
geometry factor in sum mode is defined as g|| = Φ(ρ = 0)/V0. Here, the definitions
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Figure 5: The S-parameters for one strip obtained for the diagonal mode of operation
in COMSOL. Note that the vertical scale is linear.

Figure 6: Φ(ρ, φ) obtained analytically in (4.5) (upper) and numerically in COMSOL
(lower). Here, (from the left) the diagonal, vertical, and sum mode are shown.

of g⊥ and g|| described in [6] are used. g for diagonal (d), horizontal/vertical (h/v),
and sum mode (Σ) can be derived from (4.5), and are listed in (4.6)-(4.8). For this
geometry, g⊥,d = 0.57 and g||,Σ = 0.59. The geometry factors obtained in COMSOL
are identical to those obtained analytically when using an accuracy of two decimals.
As seen, gΣ and g⊥ are obtained from the monopole term of Φ(ρ, φ) and from the
dipole term of E⊥(ρ, φ), respectively. Since the beam propagates very close to the
z-axis, it is often sufficient to describe the fields in the vicinity of the beam without
including any higher order multipole terms in the analysis.

g⊥,d =
8

φgπ
sin

(
φg
2

)
sin

(
φs + φg

2

)
(4.6)

g⊥,h/v =
√

2g⊥,d (4.7)
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g||,Σ = 2
φs + φg
π

(4.8)

The electric and magnetic fields have the same z dependence as the voltages and
currents in (4.2) and (4.3). E(ρ = 0, φ, z) and H(ρ = 0, φ, z) when the strips are
diagonally excited can therefore be written as in (4.9) and (4.10), where the latter
is obtained by using Ampere’s law .

E(ρ = 0, φ, z) =
V0g⊥,d
a

ejkzz
(
− x̂+ ŷ√

2

)
(4.9)

H(ρ = 0, φ, z) =
j

µ0ω
∇×E(ρ = 0, φ, z) =

V0g⊥,d
µ0c0a

ejkzz
(−x̂+ ŷ√

2

)
(4.10)

For the horizontal (vertical) mode of operation, E(ρ = 0, φ, z) andH(ρ = 0, φ, z)
have the normal vectors −x̂ (ŷ) and −ŷ (−x̂), respectively. The magnitude of the
fields are also a factor

√
2 stronger compared to the diagonal mode of operation due

to (4.7).

5 Kick Efficiency
Here, the electromagnetic fields obtained in the previous chapter are used to study
how the excited strips affect the beam motion. It will be shown that the deflection
of the beam is a function of both the power and frequency of the exciting signals.

5.1 Shunt Impedance and Kick Angle

If the stripline is operating in diagonal mode and the coaxial ports of two opposite
strips are excited with voltage signals ±V0e

jωt, the voltage along each strip becomes
U(z, t) = ±V0e

j(kzz+ωt+ϕ), where ϕ is an arbitrary phase. An ultrarelativistic elec-
tron with the velocity v ≈ c0ẑ that propagates inside the excited stripline will obtain
a transverse voltage gain V⊥ that is given by (5.1). Here, E(z) and B(z) are the
on-axis EM fields obtained in (4.9) - (4.10), and k = ω/|v| ≈ kz is the wavenumber
of the beam. Note that V⊥ is not a real voltages strictly speaking, but the transverse
work per unit charge since some of the force is a result of the magnetic field. In
(5.1), one makes the approximation that E(z) and B(z) only exist in the spatial
range of the strips, −L/2 ≤ z ≤ L/2, and have constant magnitudes (but different
phases) on that interval. This is not true since there are fringing fields at the ends of
the strips, but it gives a good approximation of V⊥. A straight-line approximation
is also made. Thus, the deflection provided by the stripline is small. Also note
that since v = c0ẑ, E(z) = v × B(z). On the other hand, if v = −c0ẑ, then
E(z) = −v ×B(z), and the particle would obtain no voltage gain. This explains
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the directional properties of a stripline.

V⊥ =

(∫ L/2

−L/2
(E(z) + v ×B(z))ej(kz+ϕ) dz

)

⊥
≈ 2V0g⊥,dc0

a
ejϕ
(

sin(ωL/c0)

ω

)

(5.1)
A figure of merit of a stripline is the transverse shunt impedance R⊥ which

measures its effectiveness to produce a transverse voltage gain for a given input
power, Prms . When operating in diagonal mode, two strips are excited and the
total rms power becomes Prms = 2 · V 2

0 /2Zs. R⊥ is then given by

R⊥ =
V⊥V⊥

∗

2Prms
≈ 2Zs

(g⊥,dc0

a

)2
(

sin(ωL/c0)

ω

)2

(5.2)

where V⊥∗ is the complex conjugate of V⊥. Note that V⊥ depends on the phase
ϕ of the applied RF signal (or equivalent, of the time of arrival of the particle).
The product V⊥V⊥∗ is real and independent of ϕ. In vertical and horizontal mode
of operation, the magnitude of V⊥ becomes a factor

√
2 greater compared to the

diagonal excitation. However, R⊥ is unchanged since horizontal and vertical mode
of operation have four excited strips instead of two, and the required power for the
excitation in Table 2 is therefore twice as high. In Figure 7 values obtained from
(5.2) are compared to values obtained from COMSOL. At the excitation frequency
of 500 MHz, the analytical and numerical values of R⊥ are 1509 Ω and 1457 Ω,
respectively. Note that dielectric and ohmic losses in the complete system are not
included in the analysis above. As seen from (5.2), R⊥ is maximized if the length of
the strips is L = λ/4. At our BPM monitoring frequency f = 500 MHz, L = 15 cm
is optimum.

Instead of terminating the upstream ports, one can recirculate the RF signal
through several strips, as in [17]. That decreases the required power since it increases
R⊥. However, this solution is not chosen since it would also make the feeding network
(see Section 9.1) more complicated due to the requirements of being able to kick the
beam in several transverse planes.

When an electron passes the excited stripline, the transverse voltage gain results
in a deflection with a kick angle Θ. For small deflections (Θ � 1), the maximum
kick angle is given by

Θmax ≈
|eV⊥|
W

=
|e|√2R⊥Prms

W
(5.3)

where W and e are the energy and charge of the electron, respectively.

6 Pick-up Characteristics
As mention above, the stripline can be used for monitoring several properties of
the beam, and the pick-up characteristics are presented in this section. Both the
transient response in TD and the response in FD are studied.
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Figure 7: R⊥ obtained from (5.2), and numerically in COMSOL.

6.1 Longitudinal

An electron bunch that propagates inside a vacuum chamber induces image cur-
rents on the chamber walls. Due to relativistic effects the EM field of an ultra-
relativistic particle is confined to a sector in the transverse direction with angle
γ−1 =

√
1− (v/c0)2. The longitudinal distribution of the image currents is there-

fore approximately the same as for the bunch itself. When a bunch with the current
distribution ib(t) reaches the upstream gap of the stripline at t = 0, current pulses
are induced on the strips. The intercepted mirror current at each strip is ib(t)g||,Σ/4,
and it sees an impedance of Zs/2 since the strip consists of two parallel port termi-
nations of Zs. Hence, the current pulse splits into two equal parts, where the first
part propagates to the upstream port, and the second part propagates along the
strip where it reaches the downstream port at t = L/c0. When the bunch reaches
the downstream end of the stripline at t = L/c0, a negative current pulse is induced.
This pulse also splits into two equal parts that propagate in two different directions
toward the two terminations. However, the new pulse that propagates to the down-
stream termination cancels the pulse that was induced at the upstream port at t = 0
since they have different polarities. The second half of the new pulse reaches the
upstream port at t = 2L/c0. Hence, an ideal stripline BPM is a directional device,
where a bi-polar pulse whose two lobes are separated by t = 2L/c0 are induced at
the upstream port, and where no signal is induced at the downstream port. Figure 8
shows a circuit model of a strip. The induced voltage, uport(t), at a single upstream
port is given by (6.1). Note that this circuit model is an approximation and requires
that the strips are perfectly matched to the external loads. We will therefore from
here on assume that Zs = ZL in the analysis. This approximation is quite accurate
in the lower frequency region. For higher frequencies the characteristic impedance
Zs of the strips may deviate from ZL, depending on the how the strips are excited.
The circuit model approximation is also not valid when reaching the first trapped
eigenmodes of the structure itself.
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In storage rings, it is often more convenient to express the pick-up characteristics
of a device in terms of a transfer impedance in FD. Thus, one set the beam current
to ib(t) = Ibe

jωt and defines the longitudinal transfer impedance Zp(ω) as the ratio
of the induced voltage to the beam current. (6.2) shows Zp(ω) where the induced
voltage is obtained from the combined signal of the four upstream ports (note that
Zp(ω) can also be defined from the voltage at a single upstream port and is then a
factor 2 lower).

Figure 8: Circuit model of a strip.

uport(t) =
1

2
Zs
g||,Σ

4
(ib(t)− ib(t− 2L/c0)) (6.1)

Zp(ω) =
Zsg||,Σ

2
ej(π/2−ωL/c0) sin

(
ωL

c0

)
(6.2)

6.2 Transverse

The induced voltage at an upstream port due to a beam with a offset relative to the
z-axis can also be calculated. If the offset is diagonal (xoffset = yoffset), an additional
dipole field is induced in the structure as in Figure 6 (left). Of course, other higher
order fields are also induced, but they can be neglected in a first order approximation
for small beam offsets. The induced voltage at the upstream ports of two opposite
strips that are located in the same plane as the beam displacement can now be
written as

uport(t) =
1

2
Zs

(g||,Σ
4
± g⊥,d

2a
∆r
)

(ib(t)− ib(t− 2L/c0)) (6.3)

where ∆r is the magnitude of the diagonal beam displacement. Note that for a small
offset, the induced voltage in the two strips that are orthogonal to the beam dis-
placement are still approximately given by (6.1). The transverse transfer impedance
Z ′p(ω) can now be written as in (6.4) and defines the sensitivity of the BPM to
transverse beam displacements. In this definition, the voltage in the numerator is
obtained as the signal difference between the two ports [6]. The unit of Z ′p(ω) is
Ω/m.

Z ′p(ω) =
Zsg⊥,d

a
√

2
ej(π/2−ωL/c0) sin

(
ωL

c0

)
(6.4)
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6.3 Simulations

Figure 9: The stripline boundaries in the GdfidL environment when 1/4 of the model
is simulated.
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Figure 10: The induced voltage u(t) at an upstream and downstream port obtained
in GdfidL. The current source is a Gaussian charge distribution of length σz = 20
mm.

The port response from the electron beam is simulated in GdfidL which is
an FDTD based 3D electromagnetic code written in FORTRAN, and developed
by Warner Bruns [4]. In these simulations, the source of excitation is an ultra-
relativistic Gaussian charge distribution that is propagating through the beam pipe,
with and without a transverse displacement. The same simulations are also used to
obtain the wake function and the beam impedance in Section 7. GdfidL is also ca-
pable of simulating the S-parameters of the ports in TD, and the eigenmodes in FD.
However, in this report, COMSOL is used for those simulations. Figure 9 shows the
stripline boundaries in the GdfidL environment when 1/4 of the model is simulated.
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Figure 11: (a) Zp(ω) obtained in GdfidL and in (6.2), (b) Z ′p(ω) obtained in GdfidL
and in (6.4). Note the impact of the trapped eigenmodes in Z ′p(ω).

Note that only 1/4 of the volume has to be simulated when obtaining Zp(ω) since
the xz and yz-planes are planes of symmetry where n̂×H = 0.

To illustrate the directional properties of the stripline, the induced voltage in
TD at the upstream and downstream ports are plotted in Figure 10. Here, the
source of excitation is a Gaussian bunch with σz = 20 mm, and a bi-polar pulse
can be seen at the upstream port, while the signal is (almost) cancelled out at the
downstream port. As seen, there are some reflected signals at the upstream port
around 1 ns after the second lobe arrives. These reflections are caused by mismatch
in the regions between the strip and its feedthroughs.

The absolute values of the simulated transfer impedances |Zp(ω)| and |Z ′p(ω)|
defined in (6.2) and (6.4) are shown in Figure 11 together with the analytical results.
At 500 MHz, which is the operating frequency of the BPM electronics, |Zp| = 15.0 Ω
and |Z ′p| = 1458 Ωm−1. As expected, the simulated transfer impedances in Figure
11 agree better with the analytical approximations at lower frequencies. The spikes
seen above 4 GHz in |Z ′p(ω)| are caused by trapped transverse eigenmodes. These
transverse eigenmodes are investigated further in Section 7.4.2.

7 Collective Effects
In this section, it is studied how the induced mirror currents on the stripline chamber
walls act back on the beam itself. Such collective effects are very important to study
in an accelerator since they might result in various instabilities.

7.1 Wake Fields

In this section, the particles are assumed to be ultra-relativistic. Such a particle
induces wake fields in the vacuum structure. Due to causality these fields only exist
in a wake behind the exciting particle. It is important to consider the wake fields
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in the design of a storage ring. The wake fields can give rise to beam instabilities
and unacceptable heating of sensitive components. It might make the storage ring
operational only at beam currents levels below the design specifications.

It is often more convenient to study the integrated effect of the wake fields in
a structure than the excited EM fields at each point in time and space inside the
boundaries of the structure. The integrated effect of the wake field is given by the
wake function. Consider two test charges q1 and q travelling parallel to the axis of
a vacuum chamber. Both charges have velocity v, their transverse displacements
from the axis are r1 and r. Charge q1 is the leading charge and is a time τ ahead
of q2. The longitudinal wake function G||(r, r1, τ) is defined as the energy lost by
the trailing charge per unit of both charges q1 and q as a function of r, r1, and τ .
Thus, a positive value of G|| means a decelerating integrated electric field, and the
energy gain of the charge is therefore ∆W (τ) = −qq1G||(τ). Here, it is assumed
that only the kinetic energy of the charges, and not their trajectories and velocities
are altered due to the wake fields excited by the test charge. The wake function has
the units V/C.

G||(r, r1, τ) = − 1

q1

∞∫

−∞

Ez(r, r1, z,
z

v
+ τ) dz (7.1)

Figure 12: The test and trailing charges with their corresponding coordinates.

Consequently, one can define the transverse wake function G⊥(r, τ) as in (7.2)
which is the integrated transverse force along a straight path at the time τ after
the test charge divided by q1. From here on, it is assumed that the test and the
trailing charge have the same offset r1 = r. This is often a valid approximation in
most storage rings since the transverse envelope of the beam is much smaller than
the cross section of the vacuum chambers.

G⊥(r, τ) = − 1

q1

∞∫

−∞

(E⊥(r, z, τ) + v ×B⊥(r, z, τ)) dz (7.2)
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One can find different definitions of the transverse wake function in the literature,
we prefer (7.2) since it is valid for all structures, with and without any symmetry
planes. However, many vacuum structures have symmetry in the xz and in the yz
planes. For such structures, G⊥(r, τ) is zero at the origin, and the most dominant
deflecting force is the dipole component of G⊥(r, τ) which is proportional to the
beam displacement. It is therefore common to define the dipole transverse wake
function G′⊥(τ) as (7.2) divided by the displacement, thus G′⊥(τ) = G⊥(r, τ)/r.
The unit of G′⊥(τ) is [V/Cm].

The wake functions defined in (7.1) and (7.2) are Green functions where the fields
are excited by a single point charge. One can also define the wake function, W (τ),
excited by the normalized longitudinal current distribution λ(t) of the bunch, where∫
λ(t) dt = 1. The characteristics of λ(t) in the storage rings are further discussed in

Section 7.2. W (τ) is then defined as the convolution of G(τ) and λ(τ), and is given
by (7.3) and (7.4). Sometimes in the literature, W||(τ) and W ′

⊥(τ) are referred to
as the longitudinal and the (dipole) transverse wake potential, respectively. Note
that W (τ)→ G(τ) when λ(t)→ δ(t), where δ(t) is the Dirac delta distribution.

W||(τ) =

∞∫

0

G||(τ
′)λ(τ − τ ′) dτ ′ (7.3)

W ′
⊥(τ) =

∞∫

0

G′⊥(τ ′)λ(τ − τ ′) dτ ′ (7.4)

One can obtain the wake function W (τ) for any arbitrary bunch distribution
λ(t) once G(τ) is known. However, most vacuum structures are quite complex, so
the wake function has to be obtained numerically. Since the bunch length of the
exciting bunch must be a multiple of the mesh size, it is not possible to use δ(t) as the
source of excitation. The wake function is therefore often obtained in a simulation
code for a very short charge distribution, and G(τ) is then approximated asW (τ).
Of course, this limits the accuracy, especially when studying G(τ) close to the the
origin (τ ≈ 0+) [24].

Just like the pick-up characteristics, it is sometimes more convenient to express
the wake properties in the FD since it relates the induced beam voltage to the
spectrum of the beam current. The beam impedance, Z(ω), is defined as the Fourier
transform of the wake function, and its longitudinal and the transverse (dipole)
components are given by (7.5) and (7.6), respectively. Unlike the wake function,
which is real, the beam impedance is a complex function, where Re(Z||(ω)) and
Im(Z ′⊥(ω)) are even, and Im(Z||(ω)) and Re(Z ′⊥(ω)) are odd functions of ω. The
resistive part of the beam impedance relates to the beam voltage that is in phase with
the oscillations of the source of excitation, I(ω), while the reactive part is related
to the voltage that is in quadrature with I(ω). This is the reason for including the
imaginary unit j in (7.6). The numerical errors when approximating G(τ) asW (τ)
in a simulation code does also reduce the accuracy of Z(ω), which becomes more
profound at higher frequencies. Z||(ω) and Z ′⊥(ω) have the units [Ω] and [Ω/m],

157



Design of Striplines for the MAX IV and SOLARIS Storage Rings

22

respectively.

Z||(ω) =

∞∫

0

G||(τ)e−jωτ dτ (7.5)

Z ′⊥(ω) = j

∞∫

0

G′⊥(τ)e−jωτ dτ (7.6)

The beam impedance that is analysed below is the geometrical impedance which
only depends on the geometry of structures. Hence, material parameters such as
finite conductivity of different materials are not included the analysis. There are
definitions of other beam related impedances such as the resistive wall impedance,
which describes the decelerating field seen by the beam due to the finite conductivity
of the structure walls, the space charge impedance, which describes the impact of
the deflecting forces between the charges in the bunches, and the synchrotron radi-
ation impedance, which describes the losses when the bunches move along a curved
trajectory. However, these impedances are not treated in this report.

As mentioned, the energy loss of a single trailing charge q is ∆W (τ) = −qq1G||(τ).
The energy lost for a charge distribution with the total charge q can be written as
∆W = −q2κ|| where κ|| is called the (longitudinal) loss factor and is defined in (7.7).
As seen κ|| depends on the bunch shape and can be defined for a single vacuum com-
ponent or for the whole accelerator. κ|| has the unit [V/C]. The power lost in the
structure, Ploss, is given by (7.8), where I0 is the total stored current, and fRF is the
RF frequency of the accelerating cavities. Note that (7.8) requires that the buckets
in the storage ring are uniformly filled, otherwise the expression has to modified.
Other "exotic" filling patterns have been discussed for the MAX IV rings, but it is
assumed in the calculation below that the buckets are uniformly filled. This power
loss has to be compensated by the voltage in the accelerating cavities. However,
the majority of the power loss in a storage ring is due to synchrotron radiation in
the optics and in the insertion devices (undulators/wigglers). Since the bunch loses
energy, some of its energy is transformed to currents and lost in the resistive walls of
the structure, and some energy propagates as EM waves to the surrounding struc-
tures if the frequency is above or close to the cut-off frequency of the beam pipe.
However, it will be shown that in the stripline, almost all of the lost power leaves
the structure via the coaxial feedthroughs and dissipates in the 50 Ω terminations.

κ|| =
1

π

∞∫

0

Re(Z||(ω))λ(ω)λ∗(ω) dω (7.7)

Ploss =
I2

0

fRF
κ|| (7.8)

In a similar way, one can define the (dipole) kick factor (also called the transverse
loss factor in the literature), κ′⊥, as the transverse voltage gain over the total charge
in the bunch and the beam displacement which is given by (7.9). Hence, κ′⊥ has the
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units [V/Cm]. The bunch then obtains a transverse kick Θ per displacement each
time it passes the component. Θ is given by (7.10). Θ has the unit [rad/m].

κ′⊥ =
1

π

∞∫

0

Im(Z ′⊥(ω))λ∗(ω) dωλ(ω) (7.9)

Θ =
eI0

fRFW
|κ′⊥| (7.10)

The wakefields are simulated in TD for different beam offsets, and the trapped
eigenmodes are obtained in FD simulations. The TD simulations are performed
in GdfidL, where the wakelength is set to, smax = 20 m, the length of the charge
distribution to σz = 4 mm, and the mesh size to 0.2 mm. As mentioned above, a
shorter bunch length results in a wake function that is closer to the ideal Green’s
function, but it increases the computation time and the memory usage. A longer
wakelength improves the accuracy of the beam impedance, since it increases the
integration span in (7.5) and (7.6). This is most notable in larger structures with
many trapped eigenmodes where the excited electromagnetic energy in the structure
has a slower decay rate. Note that in [15], the TD simulations were performed in
CST Particle Studio. The eigenmode simulations in FD are performed in COMSOL
with proper material parameters. Here, the ports can not be terminated with 50
Ω as in the TD simulations, so they must be shorted. Therefore, eigenmodes that
couple to the coaxial structure at the ports or to the ends of the beam pipe are
unphysical and are therefore discarded.

7.2 Bunch Structure

The MAX IV and SOLARIS storage rings have third harmonic (Landau) cavities
installed [1]. Unlike the 100 MHz main accelerating cavities, the Landau cavities
operate at 300 MHz and are passive. Thus, their accelerating fields are induced by
the electron beam itself by wakefields. The accelerating voltage for one revolution
in the rings is given by the superposition of the fields in the main and the Landau
cavities, and the result is that the accelerating voltage gradient seen by the beam
is flattened out when the fields from the Landau cavities are added. This causes a
longitudinal bunch lengthening, which decreases the charge density in the bunches.
The current distribution, i(s), within each bunch in a storage ring with third order
harmonic cavities has a quartic distribution when operating with a flat potential,
and is given by

i(s) =
4π
√

2π√
2Γ2(1/4)

RI0

hσz
e−

2π2

Γ(1/4)(
s
σz

)
4

(7.11)

where Γ is the gamma function, and s = τ/c0 is the distance behind the bunch center
[8]. R, I0, h, and σz are the radius of the ring, the average ring current, the harmonic
number, and the rms bunch length after the bunch lengthening, respectively (see
Table 1). Without the Landau cavities installed, the bunch shape would be close to
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Gaussian with σz = 12 mm instead of quartic with σz = 56 mm. Figure 13 shows
the current distribution λ in TD and in FD, with and without the Landau cavities
in operation. The main advantages of the bunch lengthening are; reduced Touschek
scattering, reduced intrabeam scattering, increased longitudinal tune spread, and
that it decouples the bunch spectrum from the high-frequency part of the impedance
spectrum of the machine.
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Figure 13: The normalized current distribution λ in TD (a) and in FD (b), with
and without the Landau cavities in operation.

As mentioned in Section 2.1.1, the beam performs transverse betatron oscilla-
tions around a closed ideal orbit, which is described by (2.2). When two electrons
collide, their transverse momenta can be transformed into longitudinal momenta.
If the electrons after the collision have longitudinal momenta that are outside the
window of the longitudinal momentum acceptance in the RF-bucket, they are lost.
This is called the Touschek scattering and is the limiting factor of the stored elec-
tron beam life time in modern storage ring. While Touschek scattering describes a
process of collisions that result in an immediate beam loss, there are other collisions
where the exchange of momenta is too small to result in beam loss. This is called
intrabeam scattering (IBS). Longitudinal collisions can also result in a transforma-
tion of longitudinal momenta into transverse momenta. The result is IBS since the
ratio of the longitudinal momenta of the synchrotron motion to the transverse mo-
mentum acceptance is too small for beam loss. IBS is a rather slow process and
results in higher equilibrium emittance [22]. The increase in emittance due to IBS
can be significant for ultra-low emittance storage rings such as the MAX IV 3 GeV
ring [20]. By lengthening the bunches, their charge density decrease, and thereby
the effects of Touschek and intrabeam scattering.

The spread of the synchrotron tune among the electrons within each bunch in-
creases when the bunches are elongated. This tune spread increases with the non-
linearity of the total RF voltage seen by the bunches. The tune spread has a damping
effect on coupled-bunch mode instabilities that are explained more in detail in [16].
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As seen in Figure 13 (b), the quartic distribution has a more narrow frequency spec-
trum compared to the Gaussian one. This shows another advantage of implementing
Landau cavities since according to (7.7)-(7.10), only the low frequency part of the
impedance spectrum gives a significant contribution to the heat load and kick factor
introduced by the vacuum chambers. Hence, the high-frequency part of the machine
impedance spectrum, Z(ω), has little effect on the beam.

7.3 Longitudinal Impedance

7.3.1 Time Domain

As explained in Section 6.1, only a fraction g||,Σ/4 of the mirror current sees the
(geometrical) impedance of each strip if the bunch is propagating on-axis. The
result is an induced voltage Uport(ω) at the upstream gap of the strip which is given
by (6.1). This voltage acts back on the beam which sees a potential of Ub(ω) =
(g||,Σ/4)Uport(ω). The total longitudinal beam impedance Z||(ω) for the four strips
is therefore 4Ub(ω)/Ib(ω) and can be written as

Z||(ω) =
Zsg

2
||,Σ

8

(
2 sin2

(
ωL

c0

)
+ j sin

(
2ωL

c0

))
(7.12)
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Figure 14: Re(Z||) obtained in GdfidL.

Figure 14 and 15 show Re(Z||) and Im(Z||) up to 30 GHz obtained in GdfidL,
and Figure 16 shows the impedance obtained in (7.12) together with the simulation
results up to 4 GHz. Here, we also see that the theoretical circuit model has a
better agreement with the simulations at low frequencies. When examining Figure
14 and 15, one can distinguish three different regions in the spectrum. In the first
region, where f . 8 GHz, the impedance behaves as in the circuit model with
a more significant mismatch at higher frequencies. In the second region, where 8
GHz . f . 18 GHz, the resonance peaks of trapped and semi propagating modes
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Figure 15: Im(Z||) obtained in GdfidL.

dominate the spectrum. The spectrum in the third region, where f & 18 GHz, is
called the broad-band impedance region. In this region, the higher order resonance
modes of the structure get denser which results in a smeared out spectrum. Since all
these overlapping modes are well above the cut-off frequency of the beam pipe, many
of them radiate their power into the surrounding structures which is the explanation
to why no significant resonance peaks are found in this region.

By performing an inverted Fourier transform on (7.12), the longitudinal wake
function G||(τ) can be written as in (7.13), where δ(τ) is the Dirac delta distribution.
Figure 17 shows G||(s) obtained in (7.13) and W||(s) obtained in GdfidL where the
4 mm Gaussian bunch is the source of excitation. Here, the mismatch at higher
frequencies is quite notable in form of oscillations, and shows the limitations of
the simplified circuit model. One can also see that the second pulse appears at a
distance slightly longer than s = 2L. This is because L is defined as the distance
between the origins of the two coaxial inner conductors that are attached to each
strip. Therefore, the "effective length" of each strip is actually somewhat longer.
The phenomenon can also be seen in Figure 11 and 16 where the analytical transfer
and beam impedances have longer periods in the spectrum compared to when they
are obtained in simulations.

G||(τ) =
ZLg

2
||,Σ

8
(δ(τ)− δ(τ − 2L/c0)) (7.13)

The loss factors in (7.7) and dissipated power in (7.8) for the 12 mm Gaussian
and for the 56 mm quartic distributions are listed in Table 3. As seen, the bunch
lengthening that is enabled by the Landau cavities, decreases the power loss by
more than a factor 5. Note that when using Re(Z||) from (7.12) to calculate the
dissipated power we get Ploss = 8.42 W for the 56 mm quartic distribution. When
comparing to the other ring components, the dissipated power is quite high for a
non-cavity shaped structure. However, most of the power will dissipate in the 50 Ω
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Figure 16: Re(Z||) and Im(Z||) obtained in GdfidL and in (7.12).
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Figure 17: G||(s) obtained in (7.13) and W||(s) obtained in GdfidL. The charge
distribution, λ(s), normalized to max(W||(s)), is the source of the excitation, and
can also be seen.

terminations that are connected to the feedthroughs, and not in the structure itself.
Since the longitudinal transfer impedance Zp(ω) is known, one can obtain the power
lost in the ports Pport as

Pport =
I2

0

fbπ

∞∫

0

Z2
p(ω)

ZL
λ(ω)λ∗(ω) dω (7.14)

By using Zp(ω) obtained in GdfidL (see Section 6.1) with the quartic 56 mm
distribution, Pport = 8.14 W. Thus, the power that is lost in the structure or prop-
agating as EM waves to the surrounding structures is approximately Ploss − Pport =
10 mW, assuming that the ports are perfectly matched to 50 Ω. Note that in the
ideal circuit model presented above, Ploss = Pport.
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Guassian σz = 12 mm Quartic σz = 56 mm
κ|| [mV/pC] Ploss [W] κ|| [mV/pC] Ploss [W]
18.33 45.86 3.26 8.15

Table 3: The loss factor and dissipated power obtained in GdfidL.

7.3.2 Frequency Domain

As seen in Figure 14, there exist several trapped eigenmodes in the structure. If
one uses the parallel RLC-circuit model of the the cavity, one can obtain the lon-
gitudinal beam impedance Z||,n of the n:th eigenmode as in (7.15) [24], where Q0,n

is the unloaded quality factor of that mode. Rs,n is the longitudinal modal shunt
impedance and is defined as (7.16), where Vn is the voltage obtained by integrating
the longitudinal electric field seen by the beam, Vn =

∫
Ez(z)ejkz dz, and V ∗n its

complex conjugate. Pwall is the power lost in the cavity walls of the corresponding
electric field distribution. Since there exist an infinite number of eigenmodes in a
cavity, (7.15) is of course only valid in a region close to the particular mode, and
requires that the mode is sufficiently separated in frequency from the neighbouring
modes. The modal loss factor κ||,n can then be obtained by using (7.7) and (7.15),
and if Q0,n is large, it can be approximated as (7.17). The total loss factor is then
obtained as κ|| = Σnκ||,n. In the stripline where almost all of the power dissipates
in the port terminations, κ|| can of course not be obtained as the sum of the modal
loss factors. However, for a component with many eigenmodes that have high shunt
impedances that are located below the cut-off frequency off the beam pipe, κ|| ob-
tained in TD and FD are approximately the same. The main and Landau cavities
are good examples of such components.

Z||,n(ω) =
Rs,n

1 + jQ0,n(ω/ω0,n − ω0,n/ω)
(7.15)

Rs,n =
VnV

∗
n

2Pwall,n
(7.16)

κ||,n =
ω0,n

2

(
Rs

Q0

)

n

λ(ω0,n)λ∗(ω0,n) (7.17)

Even though Q0,n and Rs,n depend on the conductivity of the cavity walls (both
terms are inversely proportional to Pwall,n), the factor (Rs/Q)n does not. Thus,
(7.17) is independent of the material properties, and we are therefore still dealing
with the geometrical impedance. In fact, (Rs/Q)n depends only on the shape of the
cavity, and is therefore often called the geometrical factor of the cavity.

In the eigenmode simulations, the first trapped longitudinal mode is the TM010-
like mode that is found at 8.069 GHz. This mode can also be seen in the TD
simulations as the sharp peak at the same frequency in Figure 14. Figure 18 shows
|Ez(r)| of the mode in the COMSOL environment, and |Ez(z)| in the pipe center of
the corresponding mode. As seen, there are two lobes in |Ez| caused by the potential
difference between the end gaps of the strips and the surrounding structure. Only

164



Paper VII

29

−400 −200 0 200 400
0

0.2

0.4

0.6

0.8

1

z [mm]

|E
z
(z

)|
/m

a
x
(E

z
)

(a) (b)

Figure 18: (a) |Ez(r)| of the first longitudinal eigenmode in the COMSOL environ-
ment, and (b) |Ez(x = 0, y = 0, z)| of the same mode.

f0 [GHz] Q0 Rs [Ω] κ|| [mV/pC] Ploss [W]
FD 8.069 939 269 3.84 · 10−9 9.61 · 10−9

TD 8.071 - - 4.05 · 10−9 10.13 · 10−9

Table 4: Results obtained for the TM010-like mode in FD and in TD for the 56 mm
quartic distribution.

1/4 of the volume is simulated since the boundary conditions of n×H = 0 is true for
the mode in the xz and yz planes. Note that it would also be possible to implement
a boundary condition of n × E = 0 in the xy plane (at z = 0) for this mode and
thereby only simulate 1/8 of the volume. Table 4 shows the properties of the mode
obtained in FD together with a comparison of the loss factor and dissipated power
obtained in TD. In the latter case, κ||,n is obtained by integrating Re(Z||(ω))in the
spectrum close to the resonance frequency f0. As seen, the power lost by the first
longitudinal mode is insignificant compared to the power lost in the feedthroughs.
The longitudinal mode analysis does not extend further up in frequency since there
are many higher-order modes that are semi-propagating and therefore difficult to
isolate. Besides, since the other eigenmodes are located even higher up in frequency
their contribution to the total power loss is negligible due to the narrow frequency
spectrum of λ(ω).
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Figure 19: Re(Z ′⊥) obtained in GdfidL.

7.4 Transverse Impedance

7.4.1 Time Domain

The transverse dipole impedance, Z ′⊥(ω) is obtained analytically in [14]1. For a
diagonal displacement, Z ′⊥(ω) becomes

Z ′⊥(ω) =
c0Zsg

2
⊥,d

4a2

1

ω

(
2 sin2

(
ωL

c0

)
+ j sin

(
2ωL

c0

))
ê⊥ (7.18)

where ê⊥ is the diagonal unit vector.
Figure 19 and 20 show Re(Z⊥) and Im(Z⊥) obtained in GdfidL, and Figure 21

shows the analytical impedance obtained in (7.18) together with the simulated one
up to 5 GHz. Figure 21 is yet another example on how the accuracy of the circuit
model decreases at higher frequencies.
Z ′⊥(ω) in (7.18) is obtained for a displacement in the diagonal plane. However,

in a storage ring, it is often more convenient to express the transverse impedance
as Z ′x and Z ′y. If one consider a vertical displacement, ê⊥ = ŷ, the induced vertical
electric potential is similar to the one in Figure 6 (middle). However, if one compare
with the potential induced due to a diagonal displacement in Figure 6 (left), the
induced potential at the two upper strips in Figure 6 (middle) is only a factor 1/

√
2

compared to the upper right strip in Figure 6 (left) assuming that the magnitude
of the horizontal and diagonal displacements are the same. Since the vertical and
diagonal geometry factors, g⊥,v and g⊥,d, in (4.6)-(4.7) are defined when the strips
are held at positive and negative unit potentials, the magnitude of the deflecting
electric field in the origin, |E⊥|, is identical for a vertical and for diagonal beam
displacement because (1/

√
2)g⊥,v = g⊥,d. Hence, the transverse impedance |Z ′⊥(ω)|

1In [14], the transverse geometry factor is approximated as g⊥,d = (4/π) sin(φs/2).
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Figure 20: Im(Z ′⊥) obtained in GdfidL.

Guassian σz = 12 mm Quartic σz = 56 mm
κ⊥ [mV/pCm] Θ [µrad/m] κ⊥ [mV/pCm] θ [µrad/m]

(1.5 GeV / 3 GeV) (1.5 GeV / 3 GeV)
4542 15.15 / 7.575 3288 10.97 / 5.483

Table 5: Kick factor κ⊥ and kick angles Θ for the 12 mm Gaussian and 56 mm Quar-
tic distributions obtained from the transverse simulations. Θ is listed for energies
of 3 GeV and 1.5 GeV.

is identical for a vertical (or horizontal) and a diagonal displacement. Simulations
confirm this.

The transverse dipole wake function G′⊥(τ) is given by (7.19) and can be obtained
by performing an inverted Fourier transform on (7.18) and by using the integral
representation of the Heaviside step function θ(τ).

G′⊥(τ) = −
c0Zsg

2
⊥,d

4a2

(
θ(τ)− θ

(
τ − 2L

c0

))
(7.19)

Figure 22 shows G′⊥(s) obtained analytically in (7.19), and W ′
⊥(s) obtained in

GdfidL, where the source of excitation in the latter is the 4 mm Gaussian test bunch.
Note the oscillations around s = 0.3 m in W ′

⊥(τ) due to the mismatch explained
above.

Table 5 shows the kick factors and kick angles obtained in the TD simulations.
Here, Θ is calculated for a uniform filling pattern and Itot = 0.5 A. Note that κ⊥
= 3054 mV/pCm for the 56 mm quartic distribution when using the transverse
impedance in (7.18).
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Figure 21: Re(Z ′⊥) and Im(Z ′⊥) obtained in GdfidL and in (7.18).

7.4.2 Frequency Domain

There are several trapped TE modes in the structure. These are very similar to
those found in a cavity magnetron, and for this reason we adopt the same notation
as in [5]. The TE modes have longitudinal magnetic field components in the cavity
volumes between the strips and the main chamber. The phase difference of Hz in
such a cavity to Hz in one of its neighbouring cavities determines the name of the
transverse mode. The π/2, π, and 0 modes are the fist TE modes that are found
in a 2D cross section, and these have indices m = 1, 2, 3, respectively. Figure 23
shows Hz(r) and E⊥(r) of the mentioned 2D modes in the COMSOL environment,
and Table 6 lists their resonance frequencies f⊥,m. Note that the π/2 mode is a
degenerate mode, and there are therefore two π/2 modes with the the same resonance
frequency whose transverse electric field are orthogonal to each other.

f⊥,m [GHz] Index ID
4.250 m = 1 π/2 (x2)
5.064 m = 2 π
6.479 m = 3 0

Table 6: The resonance frequencies, f⊥,m, of the first three transverse eigenmodes
found in a 2D cross section of the stripline.

Since H · n̂ = 0 at the metallic surfaces in the cavities, we can obtain an ap-
proximation of the corresponding 3D modes as

fm,n ≈
√
f 2
⊥,m +

(
nc0

2Lc

)2

, (m,n) ∈ Z+ (7.20)

where f⊥,m is the resonance frequency of the m:th transverse mode found in the
2D cross section. Table 7 lists the 3D modes obtained in COMSOL, and Figure
24 shows Hz(r) of the TE21 mode (the first π-mode). Note that π/2-modes where
n > 4 are not listed since their frequencies are above the cut-off frequency of the
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Figure 22: G′⊥(s) obtained in (7.19) and W ′
⊥(s) obtained in GdfidL. The charge

distribution, λ(s), normalized to max(W ′
⊥(s)), which is the source of excitation in

the simulation is also included.

Figure 23: (from left to right) the π/2, π, and 0 mode in a 2D cross section of the
stripline. The color scale shows Hz(r), and the red arrows show E⊥(r).

TE11 mode of the pipe. Also note that the TE11, TE12, and TE13 modes are visible
as glitches in Figure 21.

8 Stripline S-parameter Measurements
The purpose of these measurements is to study the impedance matching and to
confirm that no severe mismatches exist. The input port of a strip is matched to 50
Ω when the input port of the opposite located strip is excited with a signal that has
the same potential but is phase shifted 180◦ as described in Table 2 and Figure 6
(left). Therefore, it is relevant to produce the same distribution of signal potentials
during the measurements. This can be done with a differential-mode measurement
using a 4-port Vector Network Analyzer (VNA).

The most common way of transmitting a signal in transmission lines is by us-
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fm,n [GHz] Q0 Index ID
4.336 660 m = 1, n = 1 π/2 (x2)
4.595 612 m = 1, n = 2 π/2 (x2)
4.981 697 m = 1, n = 3 π/2 (x2)
5.136 624 m = 2, n = 1 π
5.366 612 m = 2, n = 2 π
5.473 736 m = 1, n = 4 π/2 (x2)
5.729 601 m = 2, n = 3 π
6.202 594 m = 2, n = 4 π
6.529 994 m = 3, n = 1 0
6.707 937 m = 3, n = 2 0
6.760 595 m = 2, n = 5 π
6.996 869 m = 3, n = 3 0

Table 7: fc, Q0, and indices of the trapped transverse eigenmodes up to 7 GHz
obtained in COMSOL.

ing single-ended or unbalanced transmission lines such as coaxial, microstrip, and
coplanar lines. In single-ended transmission lines, the signal is represented as the
voltage between the signal conductor and ground. The drawback is that the ground
potential might vary along the transmission line due to currents in the ground plane
that might interfere with the measured signal. These current can be caused by the
external interferences or by the signal itself, and result in potential differences be-
cause of the finite conductivity and parasitic inductances in the conductors. Besides
from interfering with the signal itself, a single-ended transmission line might also
act as an antenna and can therefore interfere other electrical system.

One way of reducing the interference caused by ground currents is to use a
balanced transmission line with two symmetrical conductors that are separated from
ground. The signal in a balanced transmission line in differential-mode is represented
as the voltage between the two conductors without using ground as a signal reference.
In theory, the potential of the surrounding ground becomes irrelevant for a balanced
transmission line. The stripline excited in diagonal mode in Figure 6 (left) is a good
example of a balanced transmission line in differential-mode.

Besides from differential-mode signals, common-mode signals where the two con-
ductors have the same potentials and phases can also propagate along a balanced
transmission line. Common-mode signals are often unwanted, but in an ideal bal-
anced transmission line, a common mode interference would not degrade the signal
quality since it is easy to distinguish it from the differential mode signal. However,
cross-mode conversion between common-mode and differential-mode signals (and
vice verse) might exist, which results in interference. This can happen if the sym-
metry of the two conductors is not perfect. Differential and common-mode are also
known as odd and even mode, respectively.

A 4-port VNA can perform mixed-mode measurements where the differential,
common, and cross-mode S-parameters of a balanced transmission line are obtained
by using modal decomposition [7]. Here, the four physical VNA ports are represented
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Figure 24: Hz(r) (color scale) of the first π-mode (m = 2, n = 1) in the COMSOL
environment.

(a) (b)

Figure 25: (a) A physical four-port DUT (Device Under Test) during mixed-mode
measurements, and (b) the port configuration during the stripline measurements.

as two logical ports which are shown in Figure 25 (a). The mixed-mode S-matrix is
defined as

S =




Sdd11 Sdd12 Sdc11 Sdc12

Sdd21 Sdd22 Sdc21 Sdc22

Scd11 Scd12 Scc11 Scc12

Scd21 Scd22 Scc21 Scc22


 (8.1)

where

• Sddij is the differential-mode reflection/transmission parameter at logical port
i when the logical port j is excited with a differential-mode signal.

• Sccij is the common-mode reflection/transmission parameter at logical port i
when the logical port j is excited with a common-mode signal.
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• Scdij is the differential-mode reflection/transmission parameter at logical port
i when the logical port j is excited with a common-mode signal.

• Sdcij is the common-mode reflection/transmission parameter at logical port i
when the logical port j is excited with a differential-mode signal.

As an example, the cross-mode parameter Scd21 is defined as bc2

ad1

∣∣
ac1=ad2=ac2=0

in
Figure 25 (a).

Figure 26: The test set-up during the mixed-mode S-paramater measurements.
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Figure 27: Sdd21 and Scc21 of the two strip pairs in the range 4 to 4.5 GHz.

It is also possible to perform balanced transmission line measurement with single-
ended VNA ports by using a balanced-unbalanced (balun) transformer network.

172



Paper VII

37

However, the accuracy of such measurements are limited by the phase/amplitude
unbalance and by the bandwidth limitation of the network.

Two measurements per stripline are performed, where a single opposite located
strip pair are characterized in each measurement. In each such measurement, the
downstream stripline port of the upper strip is connected to the physical VNA port
1, while the upstream stripline port is connected to the the physical VNA port 2.
Consequently, the downstream and upstream port of the lower strip are connected
to the physical VNA ports 3 and 4, respectively. The four ports of the stripline pair
that are not measured are terminated with 50 Ω loads. The test set-up is shown in
Figure 26, and Figure 25 (b) shows a diagram of the port configuration during the
measurements. The mixed-mode S-parameters of the two strip pair in the stripline
that is located in the 3 GeV ring are shown in Figure 36-43 in Appendix B.

As expected, the matching becomes worse at higher frequencies as shown in the
differential and common-mode reflection parameters depicted in Figure 36 and 37.
This can also be seen in the differential and common-mode transmission parameters
in Figure 40 and 41. However, ceramic losses in the coaxial feedthroughs also increase
with frequency, so impedance mismatch is not the only reason why the throughput
is lower at higher frequencies. The cross-mode parameters in Figure 42 and 43
show that the phase/amplitude balance is better for the second strip pair since
Sdc21 = Sdc12 = Scd21 = Scd12 = 0 if the strips would be identical and with the same
dielectric losses in the feedthroughs.

Figure 27 shows Sdd21 and Scc21 of the two strip pairs in the range 4 to 4.5 GHz.
Note that there is a glitch found at 4.427 GHz in the otherwise quite smooth Sdd21

curve of the first strip pair. A similar glitch is found at 4.407 GHz when measuring
the second strip pair. These glitches are the resonance responses of the first trapped
π/2 mode (the TE11 mode) pair, listed in Table 7. As mentioned, the π/2 modes
are degenerate modes and exist in orthogonal pairs. However, due to mechanical
tolerances, the two-plane transverse symmetry is not perfect, which seems to have
resulted in a mode separation of 20 MHz. The mechanical tolerances might also
explain why the measured resonance frequencies differ 1.6 % and 2.1 %, respectively
from the simulated one. Also note that the response of the trapped eigenmodes can
only be seen in the Sdd21 curves, and not in the Scc21 curves. This indicates that the
eigenmodes are dipole modes since they are only excited when the two strips pairs
are fed in differential-mode. E⊥(r) in Figure 23 shows why the π/2 modes can only
be excited when the strips are fed in differential-mode.

The upper bandwidth limit of the VNA is 4.5 GHz, so it was not possible to
map any higher order eigenmodes during the measurements of the S-parameters.

9 RF Distribution
In this section, the design and measurements of the RF feeding network for the
stripline and the receiving network for the diagnostic BPM are presented. This is
for the RF networks in the MAX IV 3 GeV ring when the stripline is used for tune
measurements.
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The feeding network distributes the RF power delivered by an amplifier to the
strips. This distribution is adjusted to the plane where the excitation occurs. The
receiving network combines the signals from the four BPM buttons so that the hori-
zontal, vertical and longitudinal motions of the beam can be monitored. The control
of the feeding and receiving networks are integrated into the MAX IV control system.
Unlike the S-parameter measurements described in Section 8, the measurements of
the feeding and receiving networks are single-ended.

9.1 Feeding Network

Basically, the feeding network consists of three 180◦ 2-way splitters, eight 2-way
electromechanical switches, and four adjustable phase shifters (line stretchers). A
circuit diagram of the feeding network can be seen in Figure 28. The control signals
to the electromechanical switches are 24 V logic and are delivered by an external
PLC system. A logic diagram of the two switch control signals, Sw1-2, and how they
correspond to the three modes of operation can be seen in Table 8. The numbering
of the output ports and the modes of operation are the same as in Table 2 and
Figure 4, respectively. The logic table is selected so that all the control signals are
low when exciting the beam in the diagonal mode of operation. Thus it is possible
to excite the beam so that both the horizontal and vertical tunes can be measured
in case of a PLC system failure.

The bandwidth and maximum input power at Port 0 are 100 MHz - 500 MHz
and 200 W, respectively. These limits are set by the specifications of the splitters
[13], while the electromagnetic switches and line stretchers are more broadband and
can handle higher power levels. During the initial tests, it was discovered that the
switches could not be placed as close to each other as planned. The reason was that
they did not switch back to the "low" state after being put in the "high" state. This
is most likely because there still exists a magnetic field around the electromagnet in
the neighbouring switch due to magnetic remanence. This remaining magnetic field
prevents a neighbouring switch from being switched back to the "low" state. This
problem was eliminated by placing sheets of mu-metal (an alloy with very high per-
meability) between each neighbouring pair of switches in order to provide magnetic
shielding. The components of the feeding network are mounted in a standard 19”
rack case, see Figure 29.

The amplifier is feed by the tracking generator of the spectrum analyzer. Both
the amplifier and the spectrum analyzer are placed in a cabinet room on top of the
3 GeV ring where they are protected from radiation. The feeding network is less
sensitive to radiation and is therefore placed inside the enclosure of the ring, about 1
m from the stripline. Four phase matched N-type cables are connecting the feeding
network to the stripline, and the short length of the cables maximizes the delivered
power to the strips. The 8 coaxial terminations (4 for the feeding network and 4
for the upstream ports of the stripline) are connected via N-type cables, and their
cooling flanges are attached to a water cooling pipe in order to minimize the heat
exchange to the storage ring enclosure.

It would be possible to construct a simpler network with less switches by using
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Figure 28: A circuit diagram of the stripline feeding network. The tracking generator
of the spectrum analyzer is the AC source. The red numbers show the port indices
during the S-parameter measurements.

Figure 29: The feeding network mounted in a standard 19” rack case. Note that
half of the switches are not visible since they are shielded by sheets of mu-metal.

180◦ hybrid junctions as in the receiving network (see Section 9.2). However, it was
decided to use a single in-house designed amplifier as the source of excitation, and
we were only able to find wide-band 180◦ hybrid junctions that could handle much
less power than the splitters used in the design described above. It would of course
be possible to feed a low-power RF signal to the hybrid junctions and then add four
amplifiers (one for each strip), but it would be harder to obtain a good phase and
amplitude match between the four strips with this layout since the amplitude/phase
unbalance between four amplifiers would be much larger than in the feeding network
alone. A system with only one amplifier (and a spare unit) is also considered more
reliable.

Since the amplifier is optimized for 500 MHz, the line stretchers were adjusted
for that frequency. Table 9 lists the magnitudes and phases of the Sx0 parameters
at 500 MHz. The measured phase and amplitude unbalance originate mainly from
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Mode of operation Sw1 Sw2
Diagonal L L
Horizontal H L
Vertical H H

Table 8: The PLC logic diagram of the three modes of operation of the feeding
network. Here, H (High) and L (Low) correspond to 24 V and 0 V, respectively.

the splitters. The complete S-parameters measurement results are presented in
Appendix C.

Diagonal Horizontal Vertical
Port, x 20·log10(Sx0) arg(Sx0) 20·log10(Sx0) arg(Sx0) 20·log10(Sx0) arg(Sx0)

1 -7.57 -107.1◦ -7.57 70.4◦ -7.74 -107.3◦
2 < −100 - -7.72 -108.4◦ -7.72 -108.4◦
3 -7.83 70.3◦ -7.83 -107.0◦ -7.65 70.3◦
4 < −100 - -7.54 71.7◦ -7.54 71.7◦

Table 9: The magnitudes and phases of the Sx0 parameters of the feeding network
at 500 MHz when the switches are set to excite the beam in the diagonal, horizontal,
and vertical plane. The port indices can be seen in Figure 28.

9.2 Receiving Network

This network produces the horizontal differential, the vertical differential, and the
sum signal of the induced signals from four BPM electrodes. Basically, the receiving
network consists of four 180◦ hybrid junctions. A circuit diagram of the network
can be seen in Figure 30. The hybrid junctions have a large specified bandwidth of
2-2000 MHz [11], but S-paramter measurements show that the network can be used
for monitoring signals up to at least 3.5 GHz. However, the phase and magnitude
unbalance becomes worse outside the specified bandwidth. The specific signal that
one wants to monitor is selected by four electromechanical switches. The switches
also make sure that the two signals that are not monitored are terminated. The
switches are controlled by three 24 V-logic signals (Sw1-3) that are provided by a
PLC system which can be controlled from the MAX IV control system. Table 10
shows the logic diagram of the three switch signals. The components are mounted
inside a standard 19” rack case seen in Figure 31. The rack case is larger than
needed and is therefore prepared for future modifications such as adding low-noise
amplifiers, etc. Three SMA jumpers are mounted on the front of the case, and if
one wants to monitor the three different signals simultaneously, one can bypass the
four switches by disconnecting the jumpers and connect the instrument(s) directly
to the three outputs.

The four input ports seen in Figure 30 are connected to the output ports of the
diagnostic BPM chamber which have the port indices seen in Figure 32. This diag-
nostic BPM chamber is located in the first achromat directly after the transport line
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from the LINAC. While the standard BPM chambers in the 3 GeV ring have circular
cross sections, this cross section is hexagonal. Note that there is no symmetry in the
yz-plane of vacuum chamber. The reason for this is that the electron pulse that is
injected has an orbit that is left of the origin in the BPM chamber, while the stored
beam is centered in the chamber. The "Switch Output" port is connected to the
input port of the spectrum analyzer.

Figure 30: A circuit diagram of the receiving network. The red numbers show the
port indices during the S-parameter measurements.

Figure 31: The receiving network mounted inside a standard 19” rack case.

Table 11 lists the magnitudes and phases of the S0x parameters at 500 MHz. As
seen, the measured phase and amplitude unbalance at this frequency is quite low.
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Signal Sw1 Sw2 Sw3
Horizontal H L L
Vertical L H L
Sum L L H

Table 10: The PLC logic diagram of the receiving network when the horizontal,
vertical and sum signals are monitored. Here, H (High) and L (Low) correspond to
24 V and 0 V, respectively.

Figure 32: The 2D cross section of the diagnostic BPM chamber and the indices of
the four buttons.

The complete S-parameters measurements, up to 1 GHz are presented in Appendix
D.

Horizontal Vertical Sum
Port, x 20·log10(S0x) arg(S0x) 20·log10(S0x) arg(S0x) 20·log10(S0x) arg(S0x)

1 -8.49 -17.6◦ -8.31 142.9◦ -8.41 -37.2◦
2 -8.39 163.5◦ -8.33 144.1◦ -8.43 -36.0◦
3 -8.41 163.5◦ -8.34 -36.7◦ -8.35 -37.1◦
4 8.35 -15.9◦ -8.36 -36.0◦ -8.38 -36.2◦

Table 11: The magnitudes and phases of the S0x parameters of the receiving network
at 500 MHz, when the switches are set to monitor the horizontal, vertical, and sum
signal of the four BPM buttons. The port indices can be seen in Figure 30.

10 Initial Beam Measurements in MAX IV
Figure 33 and 34 show the power spectrum obtained at the diagnostic BPM when
the stripline is exciting the beam in the horizontal and vertical plane, respectively.
In each figure, the receiving network is switched to monitor the corresponding plane.
The measurements were performed in the MAX IV 3 GeV ring during the initial
state of beam commissioning in October 2015, and only 8 following ring buckets
were filled. The total ring current during the measurements was approximately 5
mA. The peaks found at 498.51 MHz, 499.08 MHz, and 499.65 MHz are the 878:th,
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879:th, and 880:th harmonic of the revolution frequency ω0, respectively. Note
that if the ring would be filled with a perfectly even filling pattern, the revolution
harmonics would not be visible in the spectrum (but the RF harmonics would).
The horizontal and vertical betatron oscillations can be seen as sidebands of each
revolution harmonic at ±178 kHz and ±130 kHz, respectively.
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Figure 33: The power spectrum obtained at the diagnostic BPM when the beam is
excited by the stripline in the horizontal plane. The peaks at 498.51 MHz, 499.08
MHz, and 499.65 MHz are harmonics of the revolution frequency. The horizontal
betatron oscillations can be seen as sidebands of each revolution harmonics at ±178
kHz.

As already mentioned in Section 2.1.2, the integer part of the betatron tunes are
lost due to the stroboscope effect. Therefore, the integer parts of the tunes during
the measurements were obtained by counting the number of horizontal/vertical os-
cillations registered by the BPM system for a distorted orbit around the ring. The
horizontal and vertical integers of the tunes are 42 and 16, respectively. According
to (2.6), one can not determine if the fractional part of the tunes are higher or
lower than 0.5 by looking at the spectrum alone. However, by sweeping one of the
quadrupole magnets and observing the tune shift, it was found that Qf < 0.5 in both
planes. Hence, the betatron tunes during the measurements were Qx = 42.31 and
Qy = 16.23. These values differ somewhat from those specified in Table 1. However,
the measurements were performed in the initial state of beam commissioning, and
numerous adjustments have been done to the optics since.

The receiver network is switched to sum mode when monitoring the longitudinal
beam motion. This is very useful when measuring the synchrotron frequency Ωs

when the phases between the accelerating cavities are adjusted. Due to the longitu-
dinal phase focusing, the electrons inside a ring bucket reach an energy equilibrium
where the mean energy gain per turn eÛ sin(Ψs) is equal to the mean energy loss
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Figure 34: The power spectrum obtained at the diagnostic BPM when the beam is
excited by the stripline in the vertical plane. The peaks at 498.51 MHz, 499.08 MHz,
and 499.65 MHz are harmonics of the revolution frequency. The vertical betatron
oscillations can be seen as sidebands of each revolution harmonics at ±130 kHz.

per turn W0. Therefore, the relative phase of the bucket (the synchronous phase
Ψs) to the fields in the accelerating cavities changes if the total peak voltage of the
cavities Û changes so that W0 remains constant. Note that we define Ψs so that
π/2 < Ψs < π for a stored beam. The synchrotron frequency increases with the
magnitude of the accelerating gradient so that Ωs ∝ (−Û cos(Ψs))

1/2. Hence, Ωs

is maximized when the fields in all the accelerating cavities have the same phase
relative to the beam. Note that this relation between Ωs, Û , and Ψs is different
when the fields induced by Landau cavities are present.

Since the beam commissioning of the 3 GeV ring began in the autumn of 2015,
the stripline with its RF distribution networks have been used almost on daily basis
to monitor the transverse and longitudinal tunes.

11 Conclusions
In this report, the design of the striplines that are used in the MAX IV and SOLARIS
storage rings is presented. The EM fields inside a stripline when the strips are excited
in different modes, and their action on the beam have been analyzed. The signals
that are induced at the strips by the beam via mirror currents, and their action
on the beam via wakefields have also been investigated. Overall, there is a good
correlation between the analysis and the simulations.

The scattering parameters of the manufactured striplines have been measured,
and the result is acceptable. Two distribution networks that are feeding the stripline
and selecting the plane to monitor at the diagnostic BPM have been constructed
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and installed in the 3 GeV ring. The amplitude and phase balance between the ports
of these networks have also been verified. Finally, initial measurements have been
performed in the MAX IV 3 GeV ring where coherent transverse beam oscillations
have been excited using a stripline.
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Appendix A The Scalar Potential in the Stripline
The scalar potential over a cross section of the stripline is obtained by solving Laplace
equation in two dimensions, cf. [9]. The analysis is here limited to the region where
0 ≤ ρ ≤ a.

Since the geometry is circular, it is more convenient to use polar coordinates.
Laplace equation reads

∇2Φ =
1

ρ

∂

∂ρ

(
ρ
∂Φ

∂ρ

)
+

1

ρ2

∂2Φ

∂φ2
= 0 (A.1)

By using the method of separating of variables and denoting Φ(ρ, φ) = R(ρ)Ψ(φ),
and multiplying (A.1) by ρ2/Ψ we have

ρ

R

∂

∂ρ

(
ρ
∂R

∂ρ

)
+

1

Ψ

∂2Ψ

∂φ2
= 0 (A.2)

The two terms in (A.2) must be constant since they are functions of ρ and φ
respectively. If the first term equals ν2 and the second term −ν2, the general solution
becomes

{
R(ρ) = c0 + d0 ln(ρ) + cρν + dρ−ν

Ψ(φ) = C0 +D0φ+ Cejνφ +De−jνφ
(A.3)

where the terms with indices 0 are for the special case when ν = 0.

0 0.2 0.4 0.6 0.8 1
0

0.2

0.4

0.6

0.8

1

(φ − φ
1
) / φ

g

Φ
 (

R
, 

φ
) 

/ 
V

0

 

 

COMSOL simulation

Approximation

Figure 35: The simulated and approximated potential in the upper gap between the
strip and the extended ground.

Consider a stripline as in Figure 4 but with only one strip that is centered at
the right side with the angular extension φs and an angular gap φg to the extended
ground regions. The potential of the strip is V0 and 0 at the extended ground.
The potential in the two gaps are unknown, but a good approximation is that the
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azimuthal electric field is constant and the radial electric field is zero, i.e. E(a, φ) =
± V0

aφg
φ̂. This implies that the potential increases/decreases linearly with φ in the

gaps. Figure 35 shows the simulated and the approximated value of Φ(a, φ) in the
upper gap. The potential at ρ = a can now be written as

Φ(a, φ) =





V0

φg
(φ2 + φ) , −φ2 ≤ φ− ≤ φ1

V0 , −φ1 ≤ φ ≤ φ1
V0

φg
(φ1 − φ) , φ1 ≤ φ ≤ φ2

0 , elsewhere

(A.4)

where φ1 = φs/2 and φ2 = φs/2+φg. Three boundary conditions can now be stated.




(1) Full azimuthal periodicity, i.e. Φ(ρ, φ) = Φ(ρ, φ+ 2π).
(2) Finite potential at the origin.
(3) Φ(a, φ) as denoted in (A.4).

(1) implies that ν is an integer, and that D0 must vanish. d0 and d must also
vanish due to (2). Φ(ρ, φ) can now be written as the following series

Φ(ρ, φ) = C0 +
∞∑

n=1

ρn
(
Cne

jnφ +Dne
−jnφ) (A.5)

C0 is obtained by integrating both sides over one azimuthal period when ρ = a.

LHS =

π∫

−π

Φ(a, φ) dφ = V0(φ1 + φ2)

RHS =

π∫

−π

C0 dφ+
∞∑

n=1

an
π∫

−π

(
Cne

jnφ +Dne
−jnφ) dφ = 2πC0

Thus,

C0 =
V0

2π
(φ1 + φ2) =

V0

2π
(φs + φg) (A.6)

Cn is obtained by multiplying (A.5) by e−jn
′φ and then integrating over one

azimuthal period when ρ = a.
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LHS =

π∫
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RHS =
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π∫
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Cne
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Thus,

Cn =
2V0

πφg
a−n

sin
(
nφg

2

)
sin
(
nφs+φg

2

)

n2
(A.7)

Dn is obtained in the same way as Cn, except by multiplying both side in (A.5)
by ejn′φ instead of e−jn′φ. Due to symmetry, we have that

Dn = Cn (A.8)

By inserting (A.6), (A.7), and (A.8) into (A.5), Φ(ρ, φ) can finally be written as

Φ(ρ, φ) =
V0(φs + φg)

2π
+

4V0

πφg

∞∑

n=1

(ρ
a

)n sin
(
nφg

2

)
sin
(
nφs+φg

2

)

n2
cos(nφ) (A.9)

We can now calculate the potential for an arbitrary rotated strip by adding its
rotation angle α to (A.9), thus cos(nφ) → cos(n(φ − α)). We superimpose the
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potentials from the four strips, and the potential of the excitation modes listed in
Table 2 can be written as

Φ(ρ, φ) =
4∑

m=1

Um
π


φs + φg

2
+

4

φg

∞∑

n=1

(ρ
a

)n sin
(
nφg

2

)
sin
(
nφs+φg

2

)

n2
cos
(
n
(
φ− mπ

2
+
π

4

))



where Um is the potential of the m:th electrode.
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Appendix B Stripline S-parameter Measurement
The S-parameters from the measurements described in Section 8 can be seen in
Figure 36-43. Here, all the 2x16 parameters are not shown since Sdc11 ≈ Scd11,
Sdc22 ≈ Scd22, Sdd21 ≈ Sdd12, and Scc21 ≈ Scc12.
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Figure 36: Differential and common-mode reflection coefficients of the first strip
pair.
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Figure 37: Differential and common-mode reflection coefficients of the second strip
pair.
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Figure 38: Cross-mode reflection coefficients of the first strip pair.

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5
−70

−65

−60

−55

−50

−45

−40

−35

−30

−25

−20

Frequency [GHz]

2
0

⋅
lo

g
1
0
(S

)

 

 

Sdc11 2nd strip pair

Sdc22 2nd strip pair

Figure 39: Cross-mode reflection coefficients of the second strip pair.
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Figure 40: Differential and common-mode transmission coefficients of the first strip
pair.
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Figure 41: Differential and common-mode transmission coefficients of the second
strip pair.
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Figure 42: Cross-mode transmission coefficients of the first strip pair.
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Figure 43: Cross-mode transmission coefficients of the second strip pair.
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Appendix C Feeding Network S-parameter Measure-
ments

Here, the S-parameter measurements of the feeding network in Section 9.1 are pre-
sented. The port numbering in Figure 28 are used. The transmission coefficients of
the network can be seen in Figure 44-49, and Figure 50 shows S00.
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Figure 44: Sx0 of the feeding network in the horizontal mode.
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Figure 45: Sx0 of the feeding network in the horizontal mode.
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Figure 46: Sx0 of the feeding network in the vertical mode.
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Figure 47: Sx0 of the feeding network in the vertical mode.
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Figure 48: Sx0 of the feeding network in the diagonal mode.
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Figure 49: Sx0 of the feeding network in the diagonal mode.
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Figure 50: S00 of the feeding network in the diagonal mode. Note that S00 does not
differ much in the horizontal and vertical mode of operation.
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Appendix D Receiving Network S-parameter Mea-
surements

Here, the S-parameter measurements of the receiving network in Section 9.2 are
presented. The four input ports can be seen in Figure 30 and correspond to the
button indices in Figure 32. Port 0 is the "Switch Output" port in Figure 30. The
spectrum of the transmission coefficients can be seen in Figure 51-56.
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Figure 51: S0x of the receiving network when monitoring the horizontal signal.
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Figure 52: S0x of the receiving network when monitoring the horizontal signal.
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Figure 53: S0x of the receiving network when monitoring the vertical signal.
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Figure 54: S0x of the receiving network when monitoring the vertical signal.

100 200 300 400 500 600 700 800 900 1000
−10

−9.5

−9

−8.5

−8

−7.5

−7

−6.5

Frequency [MHz]

2
0

 ⋅
 l
o

g
1

0
(S

)

 

 

S
01

S
02

S
03

S
04

Figure 55: S0x of the receiving network when monitoring the sum signal.
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Figure 56: S0x of the receiving network when monitoring the sum signal.
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Design of Stripline Kicker for Tune Measurements in the MAX IV
3GeV Ring

D. Olsson
MAX IV Laboratory, Lund University, Sweden

Abstract— During commissioning and routine operation of the MAX IV 3GeV storage ring,
the ability to measure the betatron tunes is important. For these measurements a shaker such as
a stripline kicker is needed to excite coherent transverse oscillations of the beam within a narrow
range of frequencies. In this paper, the design of this stripline kicker is described. Besides from
operating as an active device during tune measurements, the stripline will also work as a BPM
pick-up during normal operation.

1. INTRODUCTION

MAX IV will be Sweden’s next-generation synchrotron radiation light source, and will consist of
two storage rings and a full energy injector LINAC. The larger 3GeV ring will have a circumference
of 528m, and the smaller 1.5GeV ring a circumference of 96m. In the 3GeV ring, a stripline kicker
will be used as a shaker during tune measurements. The beam oscillation is then monitored by a
standard button BPM. However, the stripline kicker should also be used as a passive BPM pick-up
during normal operation. The relevant parameters of the 3GeV ring are given in Table 1 [1].

Beam energy 3.0GeV

Maximum beam current 500mA

RMS bunch length 5.6 cm

Main radio frequency 99.931MHz

Harmonic number 176

Ring circumference 528m

Betatron tune (horizontal/vertical) 42.20/14.28

Excitation frequency for tune measurements 500MHz

BPM pick-up frequency 500MHz

Table 1: Parameters of the MAX IV 3GeV storage ring.

2. STRIPLINE DESIGN

We need four stripline electrodes since we like to shake the beam independently in the vertical and
horizontal direction. Often the beam should be shaken in a direction tilted 45 degrees from the
horizontal direction. For this reason, the strips are oriented accordingly at 45, 135, 225, and 315
degrees, as seen in Figure 1. The radius of curvature, R, is the same as the radius of the beam pipe,
i.e., 13.5mm. This value minimizes the unwanted effect of the beam impedance. Each strip has
an angular extension of ϕs = 45 degrees and a thickness of 1mm. The optimum stripline length L
when considering kicker performance is λ/4, where λ is the RF excitation wavelength. Therefore,
a length of L = 15 cm is chosen. Between each strip there is a region of extended (raised) ground.
The angular gap ϕg between a strip and the extended ground region is 8.6 degrees. All the stripline
components are made of Stainless Steel 316 L.

For the beam excitation described above, we need to operate the stripline kicker in the three
different modes that are described in Table 2. Here, Ux is the applied RF amplitude of the cor-
responding strip (see Figure 1), where a negative amplitude is due to a phase shift of 180 degrees
compared to the strip with positive potential. The sum mode is not actually a mode for beam
excitation, but describes the potential distribution from the excitation of the beam itself assuming
the beam is centered on the pipe. The characteristic impedance, ZL, of each mode is obtained
from electrostatic simulations in COMSOL Multiphysics and the results are seen in Table 2. It
is possible to achieve an impedance closer to 50Ω near the coaxial feedthroughs by using tapered
strips, but since the purpose of the stripline is beam excitation and beam monitoring in a narrow
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frequency range, there are no requirements for bandwidth. Therefore, the coaxial feedthroughs are
just welded to the strips as shown in Figure 3.

Figure 1: The 2D geometry of the stripline kicker.

Mode of
operation

U1 U2 U3 U4 ZL [Ω]

Diagonal (d) V0 0 −V0 0 50.0
Horizontal (h) V0 −V0 −V0 V0 50.0
Vertical (v) V0 V0 −V0 −V0 50.0
Sum (Σ) V0 V0 V0 V0 53.4

Table 2: The modes of operation.

We can analytically obtain the electric scalar potential, Φ(ρ, ϕ), of the (first) propagating TEM
modes along the stripline by solving Laplace equation in two dimensions. This is in the region
where 0 ≤ ρ ≤ R and requires that we evaluate the striplines far away from their end-gaps. Here,
we make an approximation by assuming that the azimuthal electric field in the gaps between the
strips and the extended ground at ρ = R is constant and that the radial component is zero, i.e.,
E(R,ϕ) = ± V0

Rϕg
ϕ̂. By applying the conditions of full azimuthal periodicity, finite Φ(ρ = 0), and

the potential at ρ = R described above and in Table 2, we get Φ(ρ, ϕ) as the following Fourier
series, cf. [2].

Φ(ρ, ϕ)=
4∑

m=1

Um

π


ϕs+ϕg

2
+

4

ϕg

∞∑

n=1

( ρ

R

)n sin
(
nϕg

2

)
sin
(
nϕs+ϕg

2

)

n2
cos
(
n
(
ϕ−mπ

2
+
π

4

))

 (1)

Figure 2 shows Φ(ρ, ϕ) in the diagonal, vertical, and sum mode obtained from (1) (upper figure)
together with electrostatic simulations of the same modes in COMSOL (lower figure). The stripline
geometry factor g described in [3] can be obtained from (1), and is shown in (2)–(4) for diagonal,
horizontal/vertical, and sum mode. The transverse geometry factor is defined as g⊥ = |E(ρ = 0)|R,
and the longitudinal as g‖ = Φ(ρ = 0). Here, the excitation voltage V0 is held at unit potential. In
this case, g⊥,d = 0.57 and g‖,Σ = 0.59.

g⊥,d =
8

ϕgπ
sin
(ϕg

2

)
sin

(
ϕs + ϕg

2

)
(2)

g⊥,h/v =
√
2g⊥,d (3)

g‖,Σ = 2
ϕs + ϕg

π
(4)

The cut-off frequency for the beam pipe is 6.5GHz for the TE11 mode and 8.5GHz for the TM01

mode. The 3D structure is simulated using the eigenmode solver in COMSOL. There are TE modes
with frequencies below 6.5GHz, but these can be neglected since they have a longitudinal shunt
impedance close to zero and hence they do not affect the beam.

3. KICKER STRENGTH

The transverse shunt impedance Zsh is the ratio of the square of the change in transverse beam
voltage to the input power. When operating the striplines in diagonal mode, Zsh is obtained from
(5) [3], where c0 is the speed of light and ω the angular frequency. Here, we assume that the line
impedance and the termination impedance are the same as the stripline characteristic impedance,
ZL. Note that Zsh is the same in horizontal/vertical mode as in (5) since the shunt impedance is
inversely proportional to the input power, which has to be twice as high according to Table 2, and
since g⊥,h/v =

√
2g⊥,d. At the excitation frequency of 500MHz, the transverse shunt impedance is

1.6 kΩ.

Zsh = 2ZL

(g⊥,dc0
ωR

)2
sin2

(
ωL

c0

)
(5)
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Figure 2: Φ(ρ, ϕ) obtained from (1) (upper) and from COMSOL simulations (lower). Here, (from the left)
the diagonal, vertical, and sum mode are shown.

The maximum kick in radians, ∆α, for one passage is given by (6), where e is the elementary
charge, P the applied RMS power, and E the beam energy.

∆α =
e
√
2ZshP

E
(6)

4. BEAM COUPLING AND PICK-UP CHARACTERISTICS

The longitudinal beam impedance Z‖ is defined as the Fourier transform of the wake potential.
For a stripline kicker, Z‖ is given by (7) [3, 4]. This formula is only a valid approximation at lower
frequencies where the RF mismatch at the stripline ends is negligible, and the wakes caused by the
discontinuity of the surrounding structure are minor. In order to get a more accurate estimation of
Z‖, the whole geometry was simulated in CST Particle Studio using the wakefield solver. Here, all
the coaxial feedthroughs are terminated with ports, and all metal surfaces have the same parameters
as Stainless Steel 316 L (σ = 1.32MSm−1). Figure 3 shows the stripline in the CST Particle Studio
environment, and Figure 4 shows Re(Z‖) obtained from the simulation and from (7).

Z‖ =
ZL

8
g2‖,Σ

(
2 sin2

(
ωL

c0

)
+ j sin

(
2ωL

c0

))
(7)

The longitudinal beam impedance behaves like the circuit impedance when considering the
dissipated power, Ploss, in the structure. Ploss is given by (8), where λ(t) is the normalized charge
distribution, I0 the average beam current, and fb the bunch repetition frequency. Since no resonance
modes with considerable longitudinal shunt impedance exist below the cut-off frequency of the
pipe, these mode currents have not been included in the calculations of Ploss. The storage ring
will have third harmonic (Landau) cavities for bunch stretching, so the bunch distribution will
be non-Gaussian. Therefore, a bunch shape described in [5] is used with values from Table 1.

Figure 3: The electric field of a Gaussian bunch in CST particle studio.
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Figure 4: Re(Z‖) obtained from CST Particle stu-
dio, and from (7).
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Figure 5: The charge distribution of the bunch in
the frequency domain.
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Figure 6: (a) |Zp| and (b) |Z ′
p| for the MAX IV bunch and for a much shorter bunch.

Figure 5 shows the normalized bunch, λ(f), in the frequency domain. With uniform filling and at
the maximum beam current (500mA), the dissipated power is 8.9W. Here, Z‖ obtained from CST
is used. However, most of the power will dissipate in the stripline terminations, so only a fraction
will be transformed into heat inside the stripline.

Ploss =
I20
πfb

∫ ∞

0
Re(Z‖(ω))λ

2(ω)dω (8)

The longitudinal and transverse transfer impedances, Zp and Z ′
p, are important parameters

when evaluating the performance of the stripline as a BPM. Zp is defined as the ratio of the output
port voltage to the beam current. If we only consider the ratio of the induced voltage at one port
to the total beam current, we get Zp given by (9). Z ′

p is defined as the ratio of the output port
voltage to the dipole moment of the beam. If we take the difference of the induced port voltage of
two opposite located strips, and if the transverse beam deviation is diagonal, then Z ′

p given by (10)

and has the dimension Ωm−1. Note that Zp and Z ′
p are often defined without the λ(ω) term in the

literature.

Zp =
ZLg‖,Σ

4
λ(ω)ej(π/2−ωL/c0) sin

(
ωL

c0

)
(9)

Z ′
p =

ZLg⊥,d

R
√
2

λ(ω)ej(π/2−ωL/c0) sin

(
ωL

c0

)
(10)

We see from (9) and (10) that λ(ω) makes the transfer impedance decay faster for longer bunches.
This is due to destructive interference between the two traveling pulses that are induced at the
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stripline ends (the pulses have different signs). Figure 6 shows |Zp| and |Z ′
p| for the MAX IV bunch

shown in Figure 5 and for a much shorter bunch. At 500MHz, Zp is 6.6Ω, and Z ′
p is 1.25 kΩm−1.

5. CONCLUSION

The stripline kicker design for the MAX IV 3GeV ring described in this paper has sufficient per-
formance in terms of line matching, kick efficiency, beam impedance, and power dissipation. It
will also work as a pick-up, and will be a good complement to the standard button BPMs in the
ring during normal operation. There is also a good agreement between simulation results from
COMSOL and CST and results obtained analytically.
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