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In this thesis electrons in nanoscale systems are 
considered, mostly how their mutual interaction 
influences the physical properties of nanosystems. 
The effect of strong electron-electron correla-
tions, electron-nuclear interaction, disorder and 
magnetic impurities are discussed. I grew up in 
small village in Northern Moravia, a part of Czech 
Republic. After graduate studies in Prague I moved 
to shape up my research in Lund. This work was 
performed at the Department of Physics at Lund 
University and defended on the 23rd of February 
2018.
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Popular summary in English

In the age of miniaturization where the physical systems approach the nanoscale limit and
where more complex materials are created there is necessity for understanding in terms of
quantum mechanics. The understanding then opens and gives possibilities for manipulation
and engineering of such systems and thus practical applications.

Quantum mechanics states that the electron cannot be characterized as a classical particle
with a certain position and momentum. Instead the electron is described by the wave
function, which gives the probability for the electron to be at certain space. The wave
property of the electron then affects its behavior in nanoscale systems. In many electron
systems the wave function concept becomes even more important.

In modern experiments, in order to learn more about the system, the strong and time-
dependent external forces are often used to disturb the system out of its equilibrium state.
One example is a pump-probe experiment where the strong electromagnetic pulse is used
to transfer energy into the system and thus excite it into higher energy state. The second
electromagnetic pulse can be used to probe the excited system and study relaxation processes
taking place in the system.

Another experiment which can reveal the physical mechanism in a system is transport ex-
periments where a central region is connected to leads which are electrically biased and an
electric current is running through the central region. The leads are responsible for the
excitation of the central region to higher energies but at the same time for the dissipation
processes. Also, the magnetic field can be used to induce the nonequilibrium situation
which can be useful for understanding the underlying physical processes. Ultimately the
external time-dependent forces can also be used to manipulate with the system.

This bring us towards the main topic of the thesis. How to theoretically describe the in-
fluence of the external forces on a many electron system which cannot be longer described
as a set of independent classical particles (in similar way as i.e. bouncing balls in classical
gases)? In these systems quantum mechanics requires to construct a many-body wave func-
tion - an object which accounts for all possible effects of the interactions. The wave function

xi



contains full information about the system from which one can access and possibly predict
reduced quantities which can be measured.

However, to obtain the full many-body wave function and its time evolution is a difficult
task, and the system size for which the wave function can be reached is limited. To by-
pass the computation of the full wave function alternative methods designed directly for
the reduced quantities can be developed; among them, popular ones are the formalism of
Green’s Function and Density Functional Theory. These methods in principle account exactly
for the many-body effects, however in practice the approximations are used. In addition,
correspondingly to the experiment, the methods need to be extended to account for the
nonequilibrium regime.

This thesis focus on improvements of the description of the electron-electron correlation
effects in nonequilibrium nanosystems. We mainly focus on developments of two nonequi-
librium methods, namely the formalism of Nonequilibrium Green’s Function and Time De-
pendent Density Functional Theory and we explore the possibility to improve existing ap-
proximations in these theories. A smaller part of the thesis is devoted to the Exact Diagon-
alization method which provides a numerically exact description of small systems.

The outcome of the thesis will contribute to better understanding, improved description
and consequently more efficient engineering of nanosystems where correlation effects are
important. In particular, we consider the effect of i) strong electron-electron correlation,
ii) electron-nuclear interactions, iii) disorder + interactions and iv) magnetic impurities.

xii
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Background
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Chapter 1

Introduction

A theoretical description of nanosystems usually requires the use of quantum mechanical
formalism to account for effects beyond classical physics. Then in many cases we have to
consider many particles (e.g. electrons) and their mutual interactions. The interactions
between electrons have an impact on the behavior of a nanosystem and they induce inter-
esting physical phenomena. To correctly account for such interactions is a challenging task,
since usually there are several competing mechanisms at the same energy scale.

Before we attempt to manipulate nanosystems, we have to understand their dynamics while
they are driven out of their equilibrium state. The out-of-equilibrium state, either steady
or transient state, brings additional complications for a theoretical description. As a result
a full understanding of nonequilibrium processes in realistic materials is still lacking.

As preliminary step to understand real materials, it is convenient to simplify our descrip-
tion and investigate model systems. Such model systems can still capture many features
of the physical phenomena in real materials. In this thesis we consider a broad palette of
physical phenomena: strong electron-electron interactions (correlations), electron-nuclear
interactions, joint effects of disorder + interactions or competing magnetic correlations.

To describe such a variety of situations and systems we need to look for suitable meth-
ods. For small systems, and wherever possible, we use exact numerical methods: Exact
Diagonalization and Time Dependent Density Renormalization Group (TDMRG). These
methods can describe the exact dynamics, which is interesting in itself, but they also serve
as our benchmark for approximate descriptions. For larger systems, due to the computa-
tional cost of the exact methods, one has to resort to approximations. For electrons we
use Time Dependent Density Functional Theory (TDDFT) and Nonequilibrium Green’s
Function (NEGF). Each method is a reduced description of the full many-body problem
(in principle exact), where further approximations are usually used. For heavy nuclei, the

3



quantum description can be approximated by the classical Ehrenfest dynamics.

To help the readers to orient themselves, we show a diagram in Fig.1.1, visualizing the
connections between the methods and the different chapters of the thesis:

Strong electron-electron correlation and hybrid method. – In many modern complex materials
and nanosystems, physical and chemical properties can be highly influenced by the elec-
tronic correlation. The Hubbard model is the simplest model capturing electron-electron
correlations and the electron-driven Mott–Hubbard transition. Its time dynamics can be
described by both TDDFT and NEGF methods, however only in limiting cases where
particular approximations work. We present a new hybrid method which combines ad-
vantages of NEGF and TDDFT (and their approximations) for a better description of the
time evolution of the electronic density.

Electron-nuclear interactions and Ehrenfest dynamics. – The electronic degrees of freedom
are typically not isolated from others degrees of freedom, for example electrons can scatter
on impurities and phonons. A local vibration mode can be especially important for small
devices based on molecules. Here we consider models of interacting electrons coupled
to heavy nuclear modes (atoms on surfaces, molecular motors) where in many instances
one can leave the quantum regime of the nuclei and consider classical Ehrenfest dynamics.
We include electron-electron interactions with the NEGF method and study the resulting
classical-quantum dynamics.

Disorder vs. interactions and DFT characterization. – The Anderson–Hubbard model de-
scribes how disorder affects systems with electron-electron interactions. In fact disorder is
inevitable in all realistic systems and for example a strong disorder can induce insulating
behavior. Disorder can compete with the electron-electron interactions if they are of the
same order. Then the effect of the disorder can be screened by the interactions. We use
TDDFT to unambiguously define and quantify the screening of the disorder caused by
interaction.

Competing Kondo and RKKY interaction and optimal control. – The Periodic Anderson
Model (PAM) describes localized impurities with electron-electron interaction coupled to
conduction electrons and as such may represent a model of a heavy fermion material. The
single Anderson impurity is known to capture the Kondo effect – screening of localized
electron spin by conduction electrons. If there is more than one impurity the localized
electrons can mutually interact via conduction electrons. In the case of dense impurities
(e.g. the PAM) the localized spin can be correlated either with the spin of the conduction
electrons or with the neighbor localized spins – there is a competition of spin (magnetic) or-
dering. We will investigate small ring-shaped clusters which can be represent by the PAM,
and how the magnetic ordering is influenced by a nonequilibrium steady-state current. We
adapt optimal control theory to exact Lanczos propagation in order to find the best pulse
to optimally manipulate the system between the two regimes.

4
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Figure 1.1: A diagram showing the methods discussed in this thesis and their connection to the chapters of
the thesis. In the diagram the following acronyms are used: Density Functional Theory (DFT), Time
Dependent Density Functional Theory (TDDFT), Nonequilibrium Green’s Function (NEGF), Kadanoff–
Baym Equations (KBE), Generalized Kadanoff–Baym Ansatz (GKBA) and Ruderman–Kittel–Kasuya–
Yosida (RKKY).
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Chapter 2

Strong electron-electron correlation
and hybrid method

The theoretical description of electron-electron correlations can become problematic if the
applied approximations are away from their region of validity. For example, standard meth-
ods such as Hartree–Fock or Density Functional Theory [1, 2] (DFT) in the so-called Local
Density Approximation (LDA) are not performing well when strong electron-electron cor-
relations are present. On the other hand, Dynamical Mean Field Theory [3] (DMFT) is
successful for systems with strong electron-electron correlations at the localized orbitals and
on lattices with hight connectivity, but might be incorrect for systems with delocalized elec-
trons and on low-connected lattices. From the examples it is clear that for systems outside
the regions of validity, more advanced methods have to be used. Then, occasionally, the
theoreticians resort to merge already existing methods and combine their strengths.

An example of such combination can be the LDA method merged with the Hubbard on-
site interaction U, the so-called LDA+U method [4]. It was created to be the appropriate
method for description of strongly correlated Mott insulators regime. Another sophistic-
ated scheme is to combine the LDA with the DMFT [5] , sometimes known as LDA++ [6].
The main feature of this approach is that it takes into account the energy dependence of the
electron selfenergy, with the momentum dependence being neglected. However, usually in
such combined theories, a problem of double counting is naturally generated. To avoid the
Hubbard interaction parameters and the double counting terms inherent to conventional
“LDA+DMFT,” a hybrid “GW+DMFT” was proposed in 2003 [7]. The method com-
bines the DMFT with the GW ¹ method [8] and it captures the local correlations effects
by DMFT with the nonlocal correlation effects by the GW. The careful choice of double

¹Here, the letter G stands for the Green’s Function and the letter W for the screened Coulomb interaction.
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counting corrections in the GW+DMFT approach can lead for example to a reconsidera-
tion of the correlation effects in cubic perovskite SrVO3 [9].

In this chapter, we generalize this idea for the groundstate calculations to the time domain.
We are interested in the real-time evolution of the electron density in systems with strong
electronic correlations after an external field is applied. The evolution of the electron dens-
ity can be described with either the Nonequilibrium Green’s Function (NEGF) method or
Time Dependent Density Functional Theory (TDDFT). The performance of the methods,
which were implemented for the Hubbard model, was reviewed in paper I [10]. It was con-
cluded that the regime of very strong correlations and the strong nonadiabatic perturbations
is not captured by any of the methods. The adiabatic TDDFT misses nonadiabatic effects,
in the standard NEGF a breakdown of the perturbative approximations to the selfenergy
can be observed. To overcome this problem we combine the strengths of the two methods
and approximations, and illustrate the implementation on the Hubbard model. However,
the idea is general and we also give an outlook for continuum systems. This chapter presents
the background for the content of paper II (development of the hybrid method).

2.1 Hubbard model

U

t

Figure 2.1: The 2D Hubbard model at
quarter-filling.

The tight binding model is an effective description of
electrons, mutually noninteracting, which are moving
across a system with localized atomic orbitals that can
be represented by the lattice. It has a simple form, in the
standard notation of the second quantization:

Ĥ = −t
∑
⟨i,j⟩,σ

ĉ†iσ ĉjσ +
∑
i,σ

vi ĉ
†
iσ ĉiσ, (2.1)

where ĉ† creates the electron, ĉ annihilates the electron,
σ is the spin index, t is the hopping parameter, ⟨. . . ⟩

denotes nearest neighbor sites and vi is the on-site energy at site i. The Hubbard model [11]
represents the simplest extension of the tight binding model capturing correlation effects
among electrons. It can be written as

Ĥ = −t
∑
⟨i,j⟩,σ

ĉ†iσ ĉjσ +
∑
i,σ

vi ĉ
†
iσ ĉiσ + U

∑
i

ĉ†i↑ĉi↑ĉ
†
i↓ĉi↓, (2.2)

where the first part is the tight binding Hamiltonian and the latter term accounts for the on-
site interaction between two electrons with strength U. The ratio U

t relates to the strength
of the correlations in the system. We keep t = 1 as our energy unit. We consider only the
spin compensated one band Hubbard model, so the density n of each site can vary from 0
to 2 with half-filling at n = 1.
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2.2 NEGF on a lattice

The time evolution of the density on a lattice can be described via nonequilibrium Green’s
function evolution [12, 13]. The lattice Green’s function is defined as

G(1, 2) = −iT r[ρ̂T{̂c†(1)̂c(2)}], (2.3)

where 1 = (i1, σ1, t1) is a collective index of the lattice site (position), spin and time, Tr
denotes the trace over the complete set of initial many-body states, T is the contour time
ordering operator and ρ is the statistical weight of the initial many-body states (equilibrium
Gibbs distribution). The density is obtained from the relation

n(i1, t1) =
∑
σ

(−i)G(1, 1+), (2.4)

where the time on the time contour is ordered as t1+ > t1 . The Green’s function can be
evolved with the Kadanoff–Baym equation for the time t1 (and similarly for t2)

[i∂t1 − t̂− vH(1)− vext(1)]G(1, 2) = δ(1, 2) +
∫
γ
d3(Σemb +Σxc)(1, 3)G(3, 2), (2.5)

where the integral runs over the Schwinger–Keldysh contour γ [15, 16], t̂ is the kinetic
energy, vH is the Hartree field and vext is a time-dependent external field. The embedding
selfenergy Σemb describes the effect of noninteracting leads and the exchange correlation
(XC) selfenergy Σxc is the key element which accounts for many-body effects beyond the
Hartree field.

Examples of standard approximations of the XC selfenergy are depicted in Fig. 2.2 in terms
of Feynman diagrams. We choose approximations which can be represented by diagrams

Figure 2.2: Taken from [14] with the agreement of the author. Standard many-body approximations in terms of
diagrams; the 2B in the top, the TMA in themiddle and the GW in the bottom. The 2B approximation
consists of all diagrams up to second order. In the TMA ladder diagrams up to infinite order are
included. The GW approximation is constructed from polarization electron-hole “bubbles”. The
spin projections are denoted by “+” and “−”.
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constructed from the dressed Green’s function, hence assuring the conservation laws of
Baym and Kadanoff [17]. Thus we work within the second Born (2B) approximation, T-
matrix (TMA) approximation [18] and the screened potential GW approximation [8], see
Fig.2.2.

The time evolution of the Hubbard model with such selfenergies has already been tested
elsewhere [19, 20] and here we only summarize the main aspects. For weak interactions the
2B and TMA approximations perform rather well. For low filling, the TMA works well
even for strong interactions. However the perturbative nature of the approximations does
not allow for a good description around half-filling (n=1) and for strong interactions. The
dynamics with the perturbative selfenergies ΣPT

xc written as

nonlocal nonadiabatic
weakly correlated

[i∂t1 − t̂− vH(1)− vext(1)]G(1, 2) = δ(1, 2) +
∫
γ
d3(Σemb +

︷︸︸︷
ΣPT
xc )(1, 3)G(3, 2), (2.6)

can well describe nonlocal and nonadiabatic effects, but only in the weakly correlated limit.
To describe the effects of strong correlations one need to construct a nonperturbative double
time selfenergy Σnp

xc (1, 2). A possible approach could be to use the nonequilibrium exten-
sion of DMFT [21]. An alternative way to introduce the effects of strong correlations is to
use TDDFT, which will be introduced in the next sections.

2.3 DFT on a lattice

In the first DFT paper [1] Hohenberg and Kohn prove that there is a one to one corres-
pondence between the ground state density n and the external potential which shapes the
density and the ground state wave function |Ψn⟩. One starts by constructing the universal
functional F[n]:

F[n] = ⟨Ψn|T̂+ Û|Ψn⟩ , (2.7)

where T̂ is the kinetic energy operator and Û the interaction term operator. The energy
functional is constructed by adding the interaction of the density with the external potential

Evext [n] =
∫

vext(r)n(r)dr+ F[n], (2.8)

which can be seen as Legendre transform of F[n]. The energy functional Evext [n] is finally
minimized for the ground state density and the problem is thus formulated in a variational
manner. However to find the exact F[n] is notoriously difficult.

In order to proceed with the construction of F[n], Kohn and Sham [2] proposed to replace
the interacting system with an auxiliary noninteracting one in some effective potential. The
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potential acts such that it reproduces the ground state density of the interacting system. The
functional F[n] can be written as

F[n] = T[n] + U[n] = T0[n] + EH[n] + Exc[n], (2.9)

where T[n] is the kinetic energy functional of the interacting system, U[n] is the electron-
electron interaction energy functional, T0[n] is the kinetic energy of the noninteracting
system, EH[n] is the Hartree energy functional and Exc[n] is the exchange correlation func-
tional. The latter contains all the intricacies of the construction (notice that Exc[n] accounts
for part of T,) and needs to be approximated for the purpose of any practical applications.
Using the variational principle, the variation of the functional F[n] in the noninteracting
system leads to the Kohn–Sham equations, which are(̂

t+ vKS

)
ϕκ = ϵκϕκ, (2.10)

where the form of the kinetic energy operator is known for the independent particles t̂ =
−1

2▽
2. The Kohn–Sham potential vKS is defined as

vKS = vext +
δEH
δn

+
δExc
δn

= vext + vH + vxc, (2.11)

where vext is the external potential, vH the Hartree potential, and vxc the XC potential. The
density is constructed from the Kohn–Sham orbitals ϕκ

nKS = 2
occ∑
κ

|ϕκ|2, (2.12)

where the factor 2 comes from a sum over spin. The set of equations (2.10) and (2.12) is
solved iteratively until self-consistency is reached.

DFT on a lattice was for the first time introduced in Ref. [22] and further rigorously
developed in the series of papers [23, 24, 25]. In lattice DFT the density is defined at the
lattice points similarly to a continuum

nKS(i) = 2
occ∑
κ

|ϕκ(i)|2, (2.13)

and is accordingly determined by the lattice Kohn–Sham equations(̂
t+ vKS

)
ϕκ(i) = ϵκϕκ(i), (2.14)

where t̂ is written as a matrix and ϕ as a vector. The problem is solved by diagonalization
which is repeated until selfconsistency is reached.
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2.4 TDDFT on a lattice

Time dependent DFT was firstly introduced in Ref. [26] where the one to one correspond-
ence between the time-dependent density and the time-dependent potential was proven
within what is now known as the Runge–Gross theorem. The uniqueness of the potential
allows us to write the time evolution of the corresponding Kohn–Sham system(̂

t+ (vH + vext + vxc)(t)
)
ϕκ(t) = i∂tϕκ(t), (2.15)

where the time-dependent Kohn–Sham density

nKS(t) = 2
occ.∑
κ

|ϕκ(t)|2, (2.16)

reproduces the density of the original system. The ground state is solved first and then the
time evolution is performed.

The lattice version for TDDFT was first introduced a decade ago in Ref. [27], while the
questions of uniqueness was solved only very recently [28]. Thus we can write the time-
dependent Kohn–Sham equations for the orbitals defined at the lattice points i(̂

t+ (vH + vext + vxc)(i, t)
)
ϕκ(i, t) = i∂tϕκ(i, t), (2.17)

where the time-dependent density is

n(i, t) = 2
occ.∑
κ

|ϕκ(i, t)|2. (2.18)

The equations of lattice TDDFT above can be reformulated in terms of a Kohn–Sham
nonequilibrium Green’s function as

[i∂t1 − t̂− vH(1)− vext(1)− vxc(1)]GKS(1, 2) = δ(1, 2) +
∫
γ
d3Σemb(1, 3)GKS(3, 2).

(2.19)
with the connection n(i1, t1) =

∑
σ(−i)GKS(1, 1+) to Eq. (2.18). Notice that in the

Kohn–Sham Green’s function formulation we can naturally include the effects of the leads
(if present) via the embedding selfenergy.

2.5 TDDFT and the construction of the adiabatic local density
approximation (ALDA)

The XC potential is a functional of the density: vxc[n](i, σ, t), and is the key ingredient of
TDDFT. A general shape for the functional is unknown, therefore certain simplification
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should be used. The functional is usually approximated by the Adiabatic Local Density
Approximation (ALDA). In ALDA the functional at lattice site i and time t is constructed
solely from the density n(i, t) at site i and time t. The value of the functional is defined by
a homogeneous reference system with a uniform density matching n(i, t). More formally
for the spin compensated system

vxc[n](i, σ, t) ≈ vxc,ref.(n(i, t)). (2.20)

For the homogeneous system the functional derivative becomes a partial derivative

vxc,ref.(n) =
∂

∂n
exc,ref.(n), (2.21)

where exc,ref. = limL→∞
Exc,ref.

L is the XC energy per site (L is a number of sites). Further
exc,ref.(n) = etot.,ref.(n) − t0(n) − eH(n) are the total energy per site, the non-interacting
kinetic energy per site and the Hartree energy per site, respectively.

Since we are focusing on lattice TDDFT, a suitable reference system for short range inter-
action is the d-dimensional homogeneous Hubbard model. If we are able to find an exact
solution for the ground state energy, we will be able to construct an optimal ALDA. In this
respect the 1D Hubbard model benefits from its analytical solution via the Bethe–Ansatz
[29]. The optimal LDA for the 1D Hubbard model constructed from the Bethe–Ansatz is
usually denoted as BALDA [29]. This approximation, rigorously introduced in Ref. [24]
and further discussed in Ref. [25], was benchmarked against the Monte Carlo method
and successfully used to describe Mott plateaus in cold gas [30]. This is a consequence of
the lattice XC potential having a discontinuity at half-filling. In 3D the solution of the
paramagnetic ground state energy for the homogeneous case can be successfully approxim-
ated by DMFT [31] and this also allows us to use an optimal ALDA. For the 3D Hubbard
model [31], the discontinuity of the XC potential appears only above a certain critical value
U = Ucr. of the interaction strength, i.e. a manifestation of the Mott–Hubbard transition
along the interaction U.

With the optimal XC potentials in the ALDA vnpxc,ref. the evolution of the Kohn–Sham
Green’s function is then governed by

local adiabatic
strongly correlated

[i∂t1−t̂−vH(1)−vext(1)−
︷ ︸︸ ︷
vnpxc,ref.(n(i1, t1))]GKS(1, 2) = δ(1, 2)+

∫
γ
d3Σemb(1, 3)GKS(3, 2).

(2.22)
The above equation can well describe strong correlation effects, but only in the local and
adiabatic limit. Such evolution misses memory effects and for more rapid changes of the
densities it breaks down [32, 10]. In the next section we describe how to overcome this
limitation.
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2.6 Hybrid method

Figure 2.3: Schematic representation of locality in time and space and level of description of correlations in
the hybrid method. The nonperturbative XC potential vnpxc plus the perturbative XC selfenergy ΣPT

xc
double counts the local perturbative effects. The perturbative XC potential vPTxc is then subtracted
to avoid the double counting. (The hybrid method still misses the nonlocal and nonadiabatic effects
which are beyond the perturbative level.)

In the previous sections we presented the NEGF and TDDFT methods. In each method,
there was the key ingredient which needed to be approximated; this was the XC selfenergy
in NEGF and the XC potential in TDDFT. The approximations have their pros and cons.
NEGF can describe nonadiabatic and nonlocal effects but only in the weakly correlated
limit and TDDFT can describe strong correlation effects but only in the local and adiabatic
limit. One step forward is to take advantage of both methods. The combination of both
needs to be done carefully to avoid double counting, see Fig. 2.3.

The basic equation of our approach is

strongly correlated double counting correction nonlocal nonadiabatic

[i∂t1 −hH(1, 2)− (
︷ ︸︸ ︷
vnpxc,ref.−

︷ ︸︸ ︷
vPTxc,ref.)(n(i1, t1))]G(1, 2) = δ(1, 2)+

∫
γ
d3(Σemb+

︷︸︸︷
ΣPT
xc )G,

(2.23)
where hH(1, 2) = t̂ + vH(1) + vext(1). The equation contains both key ingredients, the
nonperturbative XC potential vnpxc,ref. and the perturbative XC selfenergyΣPT

xc . Additionally
a perturbative XC potential vPTxc,ref. is included.

The perturbative XC potential is an important ingredient because it corrects double count-
ing of the local correlations, see Fig. 2.3. The perturbative XC potential must be of the same
kind as the perturbative selfenergy. This corresponds to computing the ground state en-
ergy, for the reference system - the homogeneous Hubbard model, via the Green’s function
with a selfenergy containing the corresponding diagrams. In the next section we examine
in details how to compute the ground state Green’s function and the ground state energy.
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2.7 Perturbative solutions of the homogeneous Hubbard model

At equilibrium, where the Green’s function depends only on the difference of the coordin-
ates (i1 − i2, t1 − t2), it is natural to perform calculations in frequency and momentum
space (ω,k). For the approximations based on the selfconsistently dressed diagrams, the
total energy per site and spin can be computed with the Galitskii–Migdal formula [33]

etot.,ref.
2

=
−1

(2π)d+1

∫ ∞

−∞

∫
BZ

dωdk(ω + ϵ(k))ImGR(ω,k)f(ω), (2.24)

where GR is the retarded Green’s function and f is the Fermi function. The corresponding
density per site and spin can be computed as

n
2
=

−2
(2π)d+1

∫ ∞

−∞

∫
BZ

dωdkImGR(ω,k)f(ω), (2.25)

and is fixed by the chemical potential in the Fermi function. In practice one scans values
of the chemical potential and looks at the resulting density and energy values.

To solve for the Green’s function, we use the Dyson equation

G−1(ω,k) = G−1
0 (ω,k)− vH − Σ

appr.
xc,ref.(ω,k), (2.26)

whereG(ω,k) is the time ordered propagator vH is the Hartree potential andΣappr.
xc,ref.(ω,k)

is the XC selfenergy. To compute Σappr.
xc,ref.(ω,k) we use the many-body approximations as

in Fig. 2.2 which can be written with help of the time ordered Green’s function:

• For the 2B approximation (HXC stands for Hartree exchange correlation)

Σ2B
Hxc,ref.(ω,k) =

U
(2π)(d+1)

∫ ∞

−∞

∫
BZ

dω′dk′(−i)G(ω′,k′)+

+
U2

(2π)2(d+1)

∫ ∞

−∞

∫ ∞

−∞

∫
BZ

∫
BZ
dω′dω′′dk′dk′′

× G(ω′,k′)G(ω′′,k′′)G(ω − ω′ + ω′′,k− k′ + k′′). (2.27)

• To obtain TMA approximation one first constructs a particle-particle propagator

G(ω,k) = 1
(2π)(d+1)

∫ ∞

−∞

∫
BZ
dω′dk′G(ω′,k′)G(ω − ω′,k− k′), (2.28)

and then a partial summation to infinite order of the particle-particle propagator

T (ω,k) = −iU+ iUG(ω,k)T (ω,k), (2.29)
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which gives the T-matrix T (ω,k). The selfenergy is constructed as

ΣTMA
Hxc,ref.(ω,k) =

1
(2π)(d+1)

∫ ∞

−∞

∫
BZ
dω′dk′G(ω′,k′)T (ω + ω′,k+ k′). (2.30)

where ΣTMA
Hxc,ref.(ω,k) = vH +ΣTMA

xc,ref.(ω,k) already contains the Hartree contribu-
tion.

• For the GW approximation one first constructs the polarization particle-hole bubble

P(ω,k) = −2i
1

(2π)(d+1)

∫ ∞

−∞

∫
BZ
dω′dk′G(ω′,k′)G(ω + ω′,k+ k′), (2.31)

and then a partial summation to infinite order of the polarization particle-hole bubbles

W(ω,k) = U+ UP(ω,k)W(ω,k), (2.32)

which gives a screened potential W(ω,k). The screened potential is then used to
construct the selfenergy

ΣGW
Hxc,ref.(ω,k) =

U
(2π)(d+1)

∫ ∞

−∞

∫
BZ

dω′dk′(−2i)G(ω′,k′)+

+
1

(2π)(d+1)

∫ ∞

−∞

∫
BZ
dω′dk′G(ω − ω′,k− k′)W(ω′,k′). (2.33)

In practice we then use the Langreth–Wilkins rules [34] to obtain equations in terms of
the retarded GR, advanced GA, lesser G< and greater G> Green’s functions. Further, the
fluctuation-dissipation relations G< = −2ImGRf and G> = 2ImGR(1− f ) and the rela-
tion GA = (GR)† are used to rewrite the selfenergies in terms of only GR. The selfenergies
are constructed with help of the Fourier transform and the Dyson equation is then iterated
until self-consistency is reached.

2.8 Exchange correlation potentials

In this section the exchange correlation potentials from the approximate solutions of the
reference homogeneous Hubbard model are presented and, where possible, they are com-
pared to exact solutions. We investigate mainly the behavior of the potentials with respect
to the dimensionality of the lattice. In Fig. 2.4 the potentials for 1D, 2D and 3D are
displayed.²

²Fig.2.4 is taken from [14] with the author’s permission. Some of the potentials from Fig.2.4 are originally
published elsewhere. In 1D the BALDA and 2B are taken from Ref. [35], and the TMA for U = 4 is published
in Ref. [36]. In 3D the DMFT-LDAs shown in Ref. [31] and the 2B as well as the TMA forU = 24 are reported
in Ref. [36].
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In 1D we compare the potentials coming from the approximate perturbative solutions with
the exact BALDA potential by Lieb and Wu [29]. The BALDA potential displays a discon-
tinuity at half-filling, which is the signature of Mott physics. The discontinuity persists
for all non-zero interaction strengths; such feature reflects the absence of Mott–Hubbard
transition in 1D. Among the approximate potentials, none exhibits the discontinuity at
half-filling which, seems to be a natural behavior for the perturbative potentials. We note
that also non-selfconsistent perturbation theory, e.g. the non-selfconsistent second Born
approximation [24, 37], predicts a continuous potential. Besides, we can also observe that
all potentials drop to zero at zero density n, which is generally expected.
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Figure 2.4: Exchange correlation potential vxc, as a function of the total
density per site, for different U-values. The panel shows 1D,
the mid panel is 2D and the bottom panel is 3D.

Next, we investigate the qual-
ity of the approximate po-
tentials. At the density
range (0-0.3 and 1.7-2.0), the
low and the high filling, the
TMA potential performs the
best compared to the exact
BALDA potential. Here, the
2B and GW potentials are
overestimated. Moreover, in
the density range (0.3-0.5),
although the TMA poten-
tial starts to deviate from the
BALDA potential, the TMA
and the BAlDA potentials
keep the same sign of their
derivatives. The 2B and GW
potentials manifest the op-
posite behavior. We can con-
clude that the TMA potential
outperforms the 2B and GW
potentials also in the density
ranges (0.3-0.5 and 1.5-1.7).
Finally, for the density range
(0.5-1.5) the perturbative po-
tentials are rather inaccurate.

In 3D, we compare potentials
of the approximate perturb-
ative solutions with a virtu-
ally exact DMFT potential. Within the DMFT [3], the paramagnetic ground state energy
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of the 3D Hubbard model is obtained by mapping a 3D cubic lattice onto an single im-
purity Anderson model [31]. Here, for certain critical interaction strength Ucr. the system
undergoes the Mott–Hubbard transition. The transition is reflected in the DMFT poten-
tial where a discontinuity appears. If we look at the quality of the perturbative potentials
the situation is similar to the 1D Hubbard model: the TMA potentials again outperforms
the 2B and GW potentials. For low and high densities, the TMA potential approaches the
DMFT potential. Ultimately, none of the approximate potentials is able to generate the
discontinuity at the half filing, not even for high interaction strengths.

In 2D, a potential which could serve as the benchmark to the perturbative potentials is
missing due to the lack of exact solutions [38]. However, we can still examine the mutual
behavior of the approximate potentials and learn about their quality. From Fig. 2.4, it
is apparent that the mutual behavior of the potentials is very similar to the 1D and 3D
cases. This allow us to “interpolate” to 2D the behavior of the approximate potentials with
respect to the exact one. Thus we expect that even in 2D the TMA potential outperforms
the 2B and GW potentials and it is the closest potential to the exact one in the low and
high density regimes.

2.9 On the performance of the hybrid method

In the previous section we presented the exchange correlation potentials for 1D, 2D and
3D. In this section we want to discuss the hybrid method and its performance. This can be
done only in 1D and 3D for which we have both the nonperturbative vnpxc,ref. and the per-
turbative vPTxc,ref. exchange correlation potential, see Eq.(2.23). For the 2D Hubbard model
an accurate nonperturbative method for obtaining the ground state energy and vnpxc,ref. is
still lacking [38]. This prevents at present an implementation of the hybrid method in 2D.

In paper II the hybrid method is tested against exact results in Hubbard-type systems,
with respect to interaction strength, speed and inhomogeneity of the perturbation, and
dimensionality and size of the system. In many regimes, we find significant improvement
over adiabatic TDDFT or second Born NEGF approximations. The main conclusion of
the paper is that if the speed of the perturbation is not too fast or its inhomogeneity in
space is not too strong, but already beyond the adiabatic regime (i.e. where ALDA fails)
the perturbative, nonadiabatic and nonlocal effects are sufficient for the description of the
evolution.

An example (not presented in paper II) of such an evolution is shown in Fig. 2.5 where a
linear 1D chain of 8 sites, where the interactions are present at the 5th site, is disturbed by
an external potential. Comparing to the exact solution one can observe the dephasing of
the ALDA (nonadiabatic regime) and the density and phase discrepancy of the 2B NEGF.
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Figure 2.5: Adapted from Ref. [39] with the agreement of the author. Total electron density given by different
approximations benchmarked against the Exact Diagonalization (black line). A finite tight binding
chain with eight sites, where the fifth site represents the Anderson impurity with U = 4, is con-
sidered. We perturb the system by a potential Vext = 0.5θ(t), on one half of the chain (see inset).

In the hybrid method, the phase keeps with the exact solution, and this is a general feature
of the proposed approach.

In paper II only selected systems (small clusters and the Anderson impurity in transport
setup) were treated, as they could be solved with exact methods and thus they could be
benchmarked. It would be interesting to study larger lattice systems with the hybrid method,
for example, the expansions of a fermion cloud in an optical lattice in 1D and 3D, as they
were studied by ALDA [40] and pure NEGF [41, 42].

2.10 Outlook: hybrid method for continuum

In the previous sections we presented and discussed the hybrid method as formulated for
the lattice Hubbard model. The question is how to extend it to the case of the continuum,
where the collective index denotes 1 = (r1, σ1, t1). In the continuum, the strongly
correlated regime can be described by a strictly correlated electron (SCE) limit [43] of
the Hohenberg–Kohn energy density functional. The corresponding Kohn–Sham scheme
called the restricted Kohn–Sham scheme, and denoted KS SCE scheme, was proposed in
Ref. [44].

In the continuum the implementation of the hybrid method needs to be adapted, since
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Figure 2.6: Schematic representation of locality in time and space and level of description of correlations in the
hybrid method for the continuum case. In this case the nonperturbative XC potential vnpxc = vSCEHxc −vH
accounts for the nonlocal effects.

the Hartree exchange correlation potential ³ (HXC) of the KS SCE scheme is inherently
nonlocal, so the idea to use a local adiabatic approximation is improper. Thus, for the
ground (initial) state, the hybrid method does not add anything to vSCEHxc [neq(r)] since the
non locality is already taken into account, and there is no use for a perturbative equilibrium
correction. The advantage of the hybrid method in this case is to account for the memory
effects, which can be included at the perturbative level as shown in Fig. 2.6.

For an isolated system (i.e. no need for Σemb.) the dynamical equation becomes[
i∂t1 − h(1, 2)− (vSCEHxc − vPTxc )[n(r1, t1)]

]
G(1, 2) = δ(1, 2) +

∫
γ
d3ΣPT

xc (1, 3)G(3, 2),

(2.34)
where [n] emphasizes the non-local dependence in space. The vSCEHxc is then used in the
adiabatic approximation, i.e. there is a procedure giving vSCEHxc and which takes the density
n(r1, t1) as input. For the Hubbard model one was able to come up with a general (albeit
numeric) expression for vPTxc as function of n. Here, instead, due to the non locality of the
problem, the functional form of vPTxc is not known, and we consider a modified protocol.

The procedure to obtain vPTxc is the following: let us assume we know the density n(r, t). We
then consider the time-dependent Hamiltonian at time t, and solve for its instantaneous
equilibrium (ground) state density neq(r, t) according to(
ω − hH(1, 2)− ṽ

)
GPT(ω, r1, r2) = δ(r1, r2) +

∫
dr3Σ

PT
xc (ω, r1, r3)GPT(ω, r3, r2),

(2.35)
where we have switched to the equilibrium ω-representation. The potential ṽ is fixed by
ensuring that neq(r, t) = n(r, t). This can be seen as a reverse-engineering procedure for
the pair (n(r, t), ṽ).

³We consider systems of finite size.
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Under the same conditions and requirements of Eq. (2.35), we also solve for(
ω − hH(1, 2)− ˜̃v

)
GKS(ω, r1, r2) = δ(r1, r2). (2.36)

This can also be seen as a reverse-engineering procedure, this time for the pair (n(r, t), ˜̃v).
In the standard Kohn–Sham construction this potential ˜̃v can be seen as a standard XC
ground state potential but for a nonequilibrium density.

The meaning of Eqs. (2.35,2.36) can be seen from the following. The equations for ṽ and ˜̃v
can be rewritten in schematic notation as

GKS = g0 + g0˜̃vGKS, (2.37)
GPT = g0 + g0(ΣPT

xc + ṽ)GPT ≡ GKS + GKS(Σ
PT
xc + ṽ− ˜̃v)GPT. (2.38)

where g−1
0 = ω − hH. Since GPT and GKS are tailored to give the same non-equilibrium

density n(r, t), by taking the diagonal elements of the matrices in Eq. (2.38), we arrive at

Diag
(
GKS(Σ

PT
xc + ṽ− ˜̃v)GPT

)
= 0. (2.39)

This gives the sought association

vPTxc ≡ ˜̃v− ṽ. (2.40)

In fact we are using a Sham-Schlüter “technology” in disguise, but the direct reverse engin-
eering of ṽ and ˜̃v should make the numerics easier than directly solving the Sham-Schlüter
equation [45].
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Chapter 3

Electron-nuclear interactions and
Ehrenfest dynamics

In the previous chapter we focused on the strong electron-electron correlation induced by
the electron-electron scattering. However, usually the electronic degrees of freedom are
not isolated from other degrees of freedom, i.e. electron-electron scattering is also influ-
enced by other mechanisms. In this chapter we focus on one such mechanism, namely the
interaction of electrons with nuclei. We consider Ehrenfest dynamics - a mixed classical
and quantum description (for nuclei and electrons, respectively). Specifically, we invest-
igate how to describe the Ehrenfest dynamics of interacting electrons. Such a description
requires us to include a quantum description of the interacting electrons, done here via the
NEGF method.

We will consider two systems where the electron-nuclear interaction is important, presented
in Fig. 3.1 - an adsorbate molecule on a surface where the distance between the molecule
and the surface can be affected by electron dynamics, and a conducting molecular junction
where currents can induce vibrations in the junction - a “molecular motor”. This chapter
provides the background to paper III and paper IV.

Figure 3.1: A model of an adsorbate molecule disturbed by a time-dependent electric field (left, taken from
[35]) and a model of a “molecular motor” driven by currents (right).
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3.1 Electron-nuclei models

Our goal is to describe the dynamics of the set of classical coordinates x = {x1, x2, . . . , xN}
moving in a classical potential Ucl.(x), which are coupled to electronic degrees of freedom.
The Hamiltonian for the classical coordinates reads

Hcl.(x,p) =

N∑
ν

p2
ν

2Mν
+ Ucl.(x). (3.1)

where Mν is the mass of the mode ν and pν is the canonical momentum. This Hamilto-
nian is coupled to electronic degrees of freedom so in general the electronic part of the
Hamiltonian depends on the coordinates Hel. ≡ Hel.(x, t).

Adsorbate molecule dynamics. – Adsorption is the process of adhesion of atoms or mo-
lecules (from gas, liquid or plasma) to a surface. The process creates a layer of adsorbate
on the surface, and the physical and chemical behavior of the adsorbate can be different
from the free atom or molecule. The opposite process, when atoms or molecules leave the
surface, is called desorption. Here we present a simple model to study the process of de-
sorption which is induced by an external field. For the adsorbate molecule we consider one
coordinate

Hcl.(x, p) =
p2

2M
+
κ

x4 , (3.2)

coupled to the electronic part of the Hamiltonian

Hel.(x, t) = Ha +Hs +Has(x) +Hext(t), (3.3)

where Ha describes the adsorbate molecule, Hs the surface and Hext(t) the external per-
turbation. The nuclear coordinate is coupled via the adsorbate-surface tunneling Has(x).
Explicitly, the adsorbate molecule is described by the two level system

Ha =
∑

v=v1,v2

∑
σ

ϵvnv,σ + Unv1,↑nv1,↓. (3.4)

The operator c†v,σ creates an electron with spin σ and energy ϵv at the valence orbital v of the
adsorbate and nv,σ = c†v,σcv,σ. In the adsorbate level v1, valence electrons mutually interact
with interaction strength U. The surface is modeled as a non-interacting tight binding
chain with one orbital per site

Hs = −V
∑

⟨ij⟩∈α,σ

a†iσajσ +
∑
i,σ

va†iσaiσ, (3.5)

where a†i,σ creates an electron at site i with spin σ, V is the hopping parameter and v is the
potential in the lead α. The adsorbate-surface interaction Hamiltonian Has is given by

Has = −ge−λ(x−1)
∑
v,σ

(
c†v,σaS,σ + h.c.

)
, (3.6)
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where ge−λ(x−1) = V ′(x) is a position dependent hopping parameter. The strength of
correlation is given by the ratio U/V ′. The time-dependent external perturbation Hext(t)
is modeled by a dipole interaction term

Hext(t) = Λ(t)
∑
σ

a†v1σav2σ + h.c., (3.7)

with the specific time profile Λ(t), which could be e.g. Gaussian in shape. We define our
central region as

hel.(x, t) = Ha +Has +
∑
σ

va†1σa1σ, (3.8)

so that the first site of the surface, see Fig. 3.1, is a part of the central region. In this way all
the coupling on x is conveniently included in the central region and the rest of the system
is independent of x.

Tunnel junction geometry. – A molecule coupled to macroscopic leads can serve as a
molecular junction for the transport of electrons. The electrons can couple to local vibra-
tional modes of the junction and thus induce forces in the junction. The current-induced
forces can, in principle, be nonconservative allowing for molecular motors [46, 47]. The
current-induced forces can be classified in the adiabatic regime where one can identify a
steady-state, a friction and a Lorentz like force [48, 49]. Under general nonequilibrium
conditions the friction can become positive. The positive friction gives a possibility for Van
der Pol oscillations of the vibration coordinates [48, 49]. The forces can also eventually lead
to effects such as run away modes [50, 51] or heating of nanojunctions [52].

Here we generalize a paradigmatic model [49] where we can study how the current-induced
forces are influenced by electron-electron correlations. The electronic part of the Hamilto-
nian for a molecular motor is

Hel.(x, t) = Hcen.(x, t) +
∑
α

Hα(t) +Htun., (3.9)

where Hcen. is the Hamiltonian of a central region, Hα represents the leads and Htun.

describes the connections of the leads to the central region. More specifically, the leads are
described by 1D tight binding semi-infinite chains

Hα(t) = −V
∑

⟨ij⟩∈α,σ

a†iσajσ +
∑
i∈α,σ

bα(t)a
†
iσaiσ, (3.10)

where α = L,R run over the left and right lead, V represents the hopping term in the
leads, and bα(t) is a time-dependent bias. The Hamiltonian for the central region is

Hcen.(x, t) =
M∑
ij,σ

hij(x, t)c
†
iσcjσ +

∑
i

Uini↑ni↓, (3.11)
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where hij(x, t) is the single particle part with a coupling to the classical coordinates, and the
rightmost term describes the effect of the on-site interactions with strength Ui. The central
region is coupled to a lead α via the tunneling Hamiltonian

Htun. =
∑
α

( ∑
⟨i∈C,j∈α⟩,σ

V ′(a†jσciσ + h.c.)
)
, (3.12)

where V ′ describes the tunneling from the surface site of the lead to one of the sites of the
central region C. The central region for the model from Fig. 3.1 is

hel.(x, t) = gx
∑
σ

(n1σ − n2σ) +
∑
σ

t (c†1σc2σ + h.c.) + vc(n1σ + n2σ), (3.13)

where g is the coupling strength, t the cluster hopping and vc the gate voltage.

3.2 Ehrenfest dynamics

In the limit of heavy masses M, the wave function will be strongly localized around the
classical coordinatesx that will be virtually equal to the quantum average value x ≈ ⟨x̂⟩. In
this limit, the dynamics can be formulated within the classical description. The equation of
motion for the classical coordinatesx can be formally derived by the path integral formalism
[53, 54]. This leads to an equation of Langevin character

M
d2xν
dT2 +

∂Ucl.(x(t))
∂xν

≈ −
∑
ij,σ

[
∂xνhel.(x(t))

]
ijρji(t) + ξν(t), (3.14)

where the first term on the right hand side is an electronic force and ξν is a stochastic force
which accounts for the quadratic fluctuations around the classical path ≈ (x̂ − ⟨x̂⟩)2.
The quantity ρji(t) = ⟨ψ|c†iσcjσ|ψ⟩ is the one-particle density matrix (here, the same for
both spin channels). The density matrix and thus the electronic force can in general be
nonadiabatic. Ignoring the stochastic forces ξν corresponds to Ehrenfest dynamics (ED)

M
d2xν
dT2 +

∂Ucl.(x(t))
∂xν

≈ −
∑
ij,σ

[
∂xνhel.(x(t))

]
ijρji(t). (3.15)

The density matrix can be computed if the wave function is evolved according to

i∂t|ψ⟩ = H(x(t), t)|ψ⟩. (3.16)

and then constructing ρji(t) = ⟨ψ|c†iσcjσ|ψ⟩. However evolving the full wave function
is computationally expensive and for an infinite system not possible. Instead we use the
Nonequilibrium Green’s Function method. The density matrix is connected to the double
time Green function via its time diagonal ρji(t) = −iGji(t, t+) = −iG<

ji (t, t). The NEGF
method is used to directly evolve the Green’s function as will be discussed in the next section.
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3.3 Nonadiabatic Ehrenfest dynamics

3.3.1 Kadanoff–Baym equations

The electron dynamics of the Green’s function is governed by the Kadanoff–Baym equation:

[i∂t − hHF(x, t)]G(t, t′) = δ(t, t′) +
∫
γ
d̄t(Σemb +Σc)(t, t̄)G(̄t, t

′), (3.17)

where the explicit dependence on x is contained in hHF(x, t), which is the single-particle
Hartree–Fock Hamiltonian of the central region; Σc contains the correlation effects beyond
the HF selfenergy. The resulting classical-quantum Ehrenfest-KBE dynamics was tested in
paper III against an exact solution. Recently a very similar approach was also reported in
Ref. [55].

3.3.2 Generalized Kadanoff–Baym Ansatz

The Ehrenfest dynamics involves a slow nuclear time scale, so the resulting propagation time
appears large at the electronic time scale. The propagation of the KBE on such time scales
can be expensive so instead we could search for a reduced equation for the density matrix.
Using the so-called Wigner space transform (appendix A), an exact equation directly for ρ
can be derived (appendix B). The equation for ρ in the space matrix notation reads:

∂tρ(t) + i[hHF(x, t), ρ(t)] = −(I<(t, t) + h.c.), (3.18)

where ρ(t) is the density matrix, and I<(t, t) is a collision integral formally involving
G<,>,R,A and Σ<,>,R,A. To proceed with the collision integral an ansatz for the lesser
Green’s function can be employed [12, 56, 57]

G̃<(t, t′) = −G̃R(t, t′)ρ(t′) + ρ(t)G̃A(t, t′), (3.19)

which can be interpreted as having an “auxiliary” lesser Green’s function G̃<. The closed
equation for ρ is obtained by a further choice of an “auxiliary” retarded Green’s function G̃R

in terms of ρ. This can be either on the level of the HF approximation [57] or the so-called
static-correlation approximation [58]. The cost of the evolution of the final equations is
quadratic in propagation time as opposed to the cubic dependence of the full KBE [59].
Further discussion of these basic aspects is presented in appendix B.

3.4 Strictly adiabatic Ehrenfest dynamics

Under the assumption of a slow x-coordinate regime, where the electrons have time to adjust
to the moving x-coordinates, (in this way they are in their instantaneous steady state), all
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electronic quantities depends on time parametrically through x(t). In this so-called strictly
adiabatic limit one replace the density matrix in eq. (3.20) by its steady state value

Mν
d2xν
dt2

= −∂Ucl.(x(t))
∂xν

−
∑
ij,σ

∂h ij
el.(x(t))
∂xν

ρssji (x(t)). (3.20)

This evolution is called “strictly adiabatic Ehrenfest dynamics” and it can be identified as
a steady-state Born-Oppenheimer approximation. The density matrix is determined from
the steady state Green’s function

ρssij (x(t)) =
∫

dω
2π

(−i)G<,ss
ij (x(t), ω). (3.21)

The steady state Green’s functions are determined from the steady state KBE equations,
which have the form

GR,ss
ij = ((ω − h− ΣR,ss)−1)ij,

G<,ss
ij =

∑
kl

GR,ss
ik Σ<,ss

kl GA,ss
lj ,

(3.22)

where h = h(x(t)) is fixed. All the functions are dependent only on ω since a time-
independent steady state (but non-equilibrium) is assumed. Please note that the long time
limit of the KBE dynamics has been assumed.

As seen in chapter 2 the selfenergy is usually divided into an embedding part, the Hartree
part and the exchange-correlation part. However it is convenient for solving the steady-
state KBE (for the Hubbard on-site interaction) to merge the Hartree part and the exchange
part into the Hartree–Fock (HF) selfenergy:

ΣR,ss = ΣR
emb +ΣR,ss

HF [Gss] + ΣR,ss
c [Gss],

Σ<,ss = Σ<
emb +Σ<

c [G
ss],

(3.23)

whereΣR
c contains the correlation effects beyond the HF selfenergy. The HF contribution is

instantaneous, and so there is no lesser selfenergy. The Hartree–Fock and correlation parts
are generally functionals of the Green’s function and the KBE must therefore be solved
iteratively until selfconsistently is reached.

In the case of on-site interactions the HF selfenergy can be written as (ΣR,ss
HF )ij = δijUinssi

where Ui is the on-site interaction and nssi the occupation belonging to one spin compon-
ent. To proceed, one needs to specify the prescription for the correlation part. We choose
to work mainly with the 2B and TMA approximations which have already been tested else-
where [19, 20]. The equations for the correlation selfenergy for these approximations are
presented in appendix C.
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3.5 Adiabatic Ehrenfest dynamics

To go one step beyond the strictly adiabatic approximation, the first nonadiabatic correction
needs to be taken into account. The correction linear in the nuclear velocity gives rise to a
friction term. In this so-called adiabatic Ehrenfest dynamics (AED), the evolution of the
system can be written as

Mν
d2xν
dt2

= −∂Ucl.(x(t))
∂xν

−
∑
ij,σ

∂h ij
el.(x(t))
∂xν

ρssji (x(t))−
∑
µ

γνµ ẋµ. (3.24)

At each step the long time limit of the electron dynamics is assumed. To derive the friction
term we use the nonadiabatic density

ρij(x(t), t) = −iG<
ij (x(t), t, t) (3.25)

represented as the time diagonal of the lesser Green’s function. The reason for this rep-
resentation is that we can expand the Green’s function in the orders of derivatives of the
position x.

The expansion of the Green’s function is formulated in the Wigner representation [60],
defined through the transform

t = T+
τ

2
t′ = T− τ

2
→ T =

t+ t′

2
τ = t− t′, (3.26)

where the time difference τ is further Fourier transformed to ω. In the Wigner picture, the
Green’s function becomes a function of (T, ω) so that we can write G(t, t′) → G(ω,T).
Note that for the physically interesting time diagonal t = t′, the central time T has the
meaning of physical time t and we can write

ρij(x(t), t) = −iGij(x(t), t, t
+) =

∫
dω
2π

(−i)G<
ij (x(t), ω, t), (3.27)

where, as opposed to the strictly adiabatic approximation, the density matrix is explicitly
dependent on time.

One way to find the function G(ω,T) is by the direct transform of G(t, t′) (the latter is
found through the standard KBE). The second way is finding and solving the KBE (or the
Dyson equation) written directly in the Wigner space

G(t, t′) = F [G(t, t′)] → G(ω,T) = FW[G(ω,T)], (3.28)

where F [G(t, t′)] is the Dyson functional and FW[G(ω,T)] is a functional form in the
Wigner space. The functional has an exponential form, see appendix A, and the expansion
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of an exponential has infinitely many terms. The expansion is usually cut in first order -
i.e. we introduce the so-called gradient expansion. In the following we will discuss how
to get the equations of motions in the Wigner space up to first order in derivatives of the
position x.

3.5.1 Wigner space gradient expansion rules

Derivative. – The first expression which appears in the KBE and needs to be transformed
to Wigner space is the time derivative −i∂t′ . In appendix A.1 we show that the derivative
will be translated as

−i∂t′ → (− i/2∂T + ω). (3.29)

Time integral. – In the selfenergy part of the KBE we construct a two-time function from
the collision integral

C(t, t′) =
∫

d̄tA(t, t̄)B(̄t, t′), (3.30)

and, for this integral, the Wigner space picture reads

C(T, ω) = e−
i
2

∂
∂ω′

∂
∂T+

i
2

∂
∂ω

∂
∂T′ A(T, ω)B(T′, ω′)|ω=ω′,T=T′ . (3.31)

as shown in appendix A.2. In other words, the integral is translated to the exponent of the
gradient operator, which is a bit impractical. However, for a slow perturbation in time it is
sufficient to do the expansion up to first order

C(T, ω) ≈ A(T, ω)B(T, ω) + i/2[∂ωA(T, ω)∂TB(T, ω)− ∂TA(T, ω)∂ωB(T, ω)].
(3.32)

Multiplication. – A multiplication of a double-time function with a one-time function can
be considered as an integral

A(t, t′)b(t′) =
∫

d̄tA(t, t̄)b(̄t)δ(̄t, t′). (3.33)

and thus using the rule for the gradient expansion of the integral in appendix A.3 the mul-
tiplication is translated to

A(t, t′)b(t′) → A(T, ω)b(T) + i/2∂ωA(T, ω)∂Tb(T). (3.34)

3.5.2 Gradient expansion - retarded and lesser Green’s function

We start with the equation of motion for the retarded Green’s function in the differential
form

−i∂t′GR(t, t′)− GR(t, t′)h(t′) = δ(t− t′) +
∫

dt1GR(t, t1)ΣR(t1, t′). (3.35)
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As shown in appendix D.1, we apply the gradient expansion rules presented above so that
we end up with the expression

GR ≈ (ω − h− ΣR)−1 + i/2[∂ωGR∂T(h+ΣR)GR − GR∂T(h+ΣR)∂ωGR]. (3.36)

which is the equation of motion up to first order in the time derivative.

Similarly we start with the equation of motion for the lesser Green’s function in the integral
form (note that we assume the long-time limit of the KBE)

G<(t, t′) =
∫ ∫

d̄td̄̄tGR(t, t̄)Σ<(̄t,¯̄t)GA (̄̄t, t′), (3.37)

By manipulating G< as shown in appendix D.2, we get a final expression which is exact up
to first order

G< ≈ (ω − h− ΣR)−1Σ<(ω − h− ΣA)−1 + i/2[∂ωGR∂TΣ
<GA−

− GR∂TΣ
<∂ωGA + ∂ωGR∂T(h+ΣR)G< − G<∂T(h+ΣA)∂ωGA+

+ ∂ωG<∂T(h+ΣA)GA − GR∂T(h+ΣR)∂ωG<].

(3.38)

Equations (3.36) and (3.38) are equations of motions for GR,< and they need to be solved
together with the selfenergies. Thus we have derived the functional FW[G(ω,T)] in (3.28)
up to first order in the time derivative.

Assuming that ∂TΣ changes only due to the nuclear coordinates x and that the coordinates
vary slowly, meaning that ∂TΣ ≈ ∂xΣ · ẋ, one can further rewrite the Green’s function as

G< ≈ (ω − h− ΣR)−1Σ<(ω − h− ΣA)−1 + i/2
∑
µ

ẋµ[∂ωGR∂xµΣ
<GA−

− GR∂xµΣ
<∂ωGA + ∂ωGR∂xµ(h+ΣR)G< − G<∂xµ(h+ΣA)∂ωGA+

+ ∂ωG<∂xµ(h+ΣA)GA − GR∂xµ(h+ΣR)∂ωG<].

(3.39)

This equation should in principle be solved selfconsistently, which however makes the pro-
cedure cumbersome. One can simplify the procedure if only the first iteration is considered
as discussed in the next section.

3.5.3 First iteration and the friction coefficient

In the first iteration we solve Eq. (3.39) without the velocity corrections - this is equal to
solving the steady-state KBE. In the next step we use the solution of the steady-state KBE
in the velocity correction term of Eq. (3.39)

G<,(1) ≡ (ω − h− ΣR,ss)−1Σ<,ss(ω − h− ΣA,ss)−1 + i/2
∑
µ

ẋµ[. . . ]|ss. (3.40)
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We can identify the first term as the steady-state Green’s function and write

G<,(1) = G<,ss + i/2
∑
µ

ẋµ[. . . ]|ss. (3.41)

The first term in (3.41) leads to the steady-state force, which is already present in the strictly
adiabatic Ehrenfest dynamics (3.21), and reads

Fssν =

∫
dω
2π

− i2T r[∂xνhG
<
ss(T, ω)], (3.42)

where T r denotes the trace over the space indices, the factor 2 comes from spin sum and
we note that h = h(x(T)). The steady-state force is generally (for more than one nuclear
coordinate) nonconservative in character [48, 49].

The second term is proportional to the velocities, and leads to the correction of the strictly
adiabatic Ehrenfest dynamics (3.21). The evolution of the system (3.24) contains the friction
coefficient γνµ which can be identified as

γνµ = 2
∫

dω
4π

T r
[
∂xνh[∂ωG

R
ss∂xµΣ

<
ssG

A
ss − GR

ss∂xµΣ
<
ss∂ωG

A
ss + ∂ωGR

ss∂xµ(h+ΣR
ss)G

<
ss−

− G<
ss∂xµ(h+ΣA

ss)∂ωG
A
ss + ∂ωG<

ss∂xµ(h+ΣA
ss)G

A
ss − GR

ss∂xµ(h+ΣR
ss)∂ωG

<
ss]
]
.

(3.43)

The symmetric part of tensor γνµ describes the friction in the system and the asymmetric
part is a Lorentz-like force. We wish to stress that all these forces are automatically present
in the full nonadiabatic Ehrenfest dynamics.

3.6 On the performance of ED and AED

Adsorbate dynamics. – In paper III we discuss the dynamics of the surface-adsorbate system
as presented at the beginning of this chapter under a time-dependent laser pulse. For a
surface of finite size we solve the model exactly both in the electronic and in the nuclear part
(not presented in the thesis), treating the nuclear coordinate exactly with first quantization.
The exact solution serves as a benchmark for the ED dynamics presented above.

To summarize the main finding about the quality of the ED: desorption can be described
by the ED with good qualitative agreement to the exact solution in limiting cases: the
exact result predicts either a very small (top panels of Fig. 3.2) or a very large desorption
probability (right bottom panel of Fig. 3.2). In such limits the localized nuclear wave packet
satisfies the assumption of the ED. In the intermediate case, when the nuclear wave packet
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Figure 3.2: Taken from paper III. Comparisons between the full quantum description (red) and the Ehrenfest
dynamics with the exact quantum description of the electrons (green) for a Gaussian pulse Λa and
a modulated Gaussian pulse Λb of strengths A = 2.0, 4.0.

splits into a bound and a quasi-free part of the comparable weights, the Ehrenfest treatment
fails to reproduce the exact results (left bottom panel of Fig. 3.2) .

In paper III we further benchmark the ED within the full KBE on the level of the 2B
approximation (and also the hybrid NEGF/TDDFT approach) with the ED within the
exact description of the electrons. Finally, the KBE allow us to also solve for the semi-
infinite version of the surface. We find that the inclusion of a semi-infinite surface has
a limited effect but predicts a slightly lower desorption probability (because of additional
dissipative channels in the system).

Tunnel junction geometry. – In paper IV we present the AED including electron-electron
correlation effects, which is numerically highly efficient, and we benchmark it against the
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Figure 3.3: Taken from paper IV. The potential Utot. and the friction γ(1) within 2B approximation as a function
of interaction strength U and position x.
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full ED using the model described at the beginning of the chapter, see Fig.3.1.

One of the main findings is that for our model the electron-electron correlation within the
2B approximation reduce the possibility to have a negative friction and thus the possibility
for a molecular motor. In Fig. 3.3 we plot the total potential Utot. = Ucl. + Uss where
Uss = −

∫ x Fssdx together with the first iteration of the friction γ . Looking at the fric-
tion coefficient in nonequilibrium and to the region of x with the negative friction, we see
that the 2B approximation predicts a reduction of the region. Moreover, in paper IV we
considered also other approximations - the HF approximation and the TMA approxima-
tion - with different levels of correlation treatment. We observe that the mean field HF
approximation predicts the opposite trend than the 2B approximation while the TMA ap-
proximation is consistent with the 2B approximation. The results indicate the importance
of the inclusion of correlation effects beyond mean field level. Further, in paper IV, the
differences between the HF and the 2B approximations are illustrated in time domain, see
also the cover of this thesis.

Using the full ED in the adiabatic limit and comparing it to the AED we have shown the
consistency of the inclusion of the electron-electron interaction in the adiabatic expansion
(see Fig. 3.4). We also discuss the AED beyond the regime of validity, primarily addressing
the problem of explicit inclusion of the time-dependent bias switching. In this transient
regime the full ED can be used instead to give an initial condition for the AED after the
transient.
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site interaction U. The parameters are chosen so that the junction is in the adiabatic regime. For
higher interactions the AED deviates from the ED due to deviations of the GKBA from the KBE.
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Chapter 4

Disorder vs. interactions and DFT
characterization

In this chapter we again focus on systems with electron-electron interactions but this time,
as additional ingredient, we consider the effect of disorder. A system with disorder and in-
teractions will be described with standard methods - Exact Diagonalization and the NEGF.
However, to interpret the joint effect of the disorder and the interactions we construct an
exact independent particle picture by using the Kohn–Sham DFT. Such an auxiliary picture
is helpful to understand the physics of competing disorder and interactions, since it allows
to exactly quantify the screening of disorder due to interactions. This chapter presents
background for the content of paper V.

4.1 Anderson Model and Anderson–Hubbard Model

extended state

localized state

l

ξ

Figure 4.1: The Anderson localization of an electron with localization length ξ in the tight binding model with
the disorder.

The Anderson model [61] is the tight binding model where the on-site energies vi are drawn
from a uniform and uncorrelated distribution vi ∈ [−W/2,W/2], and we refer to W as
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the disorder strength. The disorder can induce a localization of some of the electrons, see
Fig. 4.1. If the strength of the disorder is above a certain critical value, the disorder localizes
all particles and the system undergoes the so-called Anderson transition; a metal-insulator
transition driven purely by the disorder [61].

The Anderson–Hubbard model is the minimal model with the disorder and interactions
both present:

Ĥ = −t
∑
⟨i,j⟩,σ

ĉ†iσ ĉjσ +
∑
i,σ

vi ĉ
†
iσ ĉiσ + U

∑
i

ĉ†i↑ĉi↑ĉ
†
i↓ĉi↓. (4.1)

When disorder is not present the Anderson–Hubbard model reduces to the Hubbard model
(2.2) which gives a different kind of metal-insulator transition. This so-called Mott–Hubbard
transition [62] is driven by correlations. The Anderson–Hubbard model can be viewed
either as an extension of the Anderson model or the Hubbard model.

The attractiveness of the Anderson–Hubbard model is boosted by ultracold gas experiments
[63] where the model can be experimentally realized. Disordered and interacting lattices,
where localization was present, were recently constructed [63, 64]. The experiments con-
sidered the strong disorder and the weak interaction regimes, i.e. regimes close to Anderson
localization. This is referred to as many-body localization [65, 66]. However, this is not
the only interesting regime, for example in a strongly correlated Mott regime the disorder
can induce the emergence of a novel pseudogap metallic state [67]. Also, if strong correla-
tions and strong disorder are present simultaneously, then a metallic behavior, i.e. a finite
conductivity can be present [68]. Such behavior has also been indicated in small systems
where conductances have a non-monotonic behavior [69, 70]. Hence there is a variety of
phenomena due to the competition between disorder and interactions.

Here we discuss such competition in small finite systems and we propose an exact charac-
terization with the help of the Kohn–Sham construction - an independent particle picture.

Figure 4.2: The physical system (top) and the corresponding Kohn–Sham image (bottom) for the 1D and 2D
transport. The on-site interaction U, the one-body potential values vi and KS potential values veff,i
are only shown at some representative sites. Further bα is the bias and beff,α the effective bias in the
lead α.
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Specifically we consider two types of systems:

Transport setup. – we consider infinitely large systems in quantum transport geometries,
see Fig.4.2. Disorder and interactions will be confined to a small region in space, which
in turn is connected to macroscopic contacts. We drive the system out of equilibrium by
applying an electric bias to the system.

Figure 4.3: The physical system (top) and
the corresponding Kohn–Sham
image (bottom) for the ring.
The on-site interaction U, the
one-body potential values vi and
KS potential values veff,i are
shown only at some represent-
ative sites.

Quantum rings. – We investigate a model of N elec-
trons on a one-dimensional ring consisting of L lat-
tice sites pierced by a homogeneous magnetic field.
Such a system can have persistent steady-state cur-
rents, allowing us to study steady-state currents in a
finite system. Under certain assumptions made on
the properties of the magnetic field, the description
can be hugely simplified by making use of the so-
called Peierls substitution [71]. The approximation
leads to a tight binding model in which the hopping
terms are modified by complex numbers of modu-
lus one. The Hamiltonian has a finite Hilbert space,
which allows for finding the ground-state wave func-
tion by exact diagonalization:

Ĥ = −t
∑
i,j,σ

eiϕij ĉ†iσ ĉjσ +
∑
i,σ

vi ĉ
†
iσ ĉiσ + U

∑
i

ĉ†i↑ĉi↑ĉ
†
i↓ĉi↓. (4.2)

The first term corresponds to the kinetic energy, and we choose the elements of the hopping
matrix as t for nearest neighbors, and 0 otherwise. The real numbers ϕij = −ϕji = ϕ/L,
the so-called Peierls phases are in principle determined by the magnetic vector potential,
but here we simply take them as parameters of our model. The second term corresponds
to the (diagonal) disorder and the third term corresponds to an on-site interaction.

4.2 Solvers: steady-state KBE and exact diagonalization

Quantum rings. – The Hamiltonian has a finite Hilbert space, which allows for finding the
ground-state wave function by exact diagonalization. More specifically the method used is
the implicitly restarted Lanczos method from the Scipy module, see Ref. [72]. After ob-
taining the ground-state wave function |ψ⟩, we obtain the particle density per spin channel
at site i as ni = ⟨ψ|̂c†iσ ĉiσ|ψ⟩ (the system is spin-compensated). The bond current per spin
channel Iij between site i and j is non-zero only between nearest neighboring sites. Since
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we are in a steady-state situation, Ii+1,i = I is uniform and is given by

I = −2t Im
[
eiϕ/L

⟨
ψ
∣∣∣̂c†i+1,σ ĉi,σ

∣∣∣ψ⟩]. (4.3)

Transport setup. – The steady-state Green’s function is determined from the steady-state
KBE equations (3.22) discussed in the previous chapter, using the same approximations:
2B and TMA (see appendix C). The density per spin channel is obtained from

ni =
∫ ∞

−∞

dω
2πi

G<
ii (ω), (4.4)

while the current per spin channel is obtained from the Meir-Wingreen formula [73]

I =
∫ ∞

−∞

dω
2πi

T r
[
Γl
emb(ω)

(
G<(ω)− 2πif(ω − µ − bl)A(ω)

)]
, (4.5)

where l stands for the left lead (Γl
emb = −2ImΣl

emb) and bl the bias. Further, the spectral
function is A = i/(2π)(GR − GA), and f(ω) = θ(−ω) is the Fermi function at zero
temperature.

4.3 DFT reconstruction procedure (reverse engineering)

In order to characterize the competition between disorder and interactions we consider the
independent particle picture of Kohn–Sham theory as depicted in Fig. 4.3 and 4.2. Since
the systems are in the steady-state there is a current present which means that the picture
needs to reproduce not only the densities but also the current. The Kohn–Sham theory
needs to be extended - we add an additional quantity - an effective phase in the case of the
rings and an effective bias [74, 75, 76] in the case of the transport.

Quantum rings. – Here the reverse engineering is performed in the terms of the wave
functions. We solve the KS equations [2]

(̃t+ veff)φν = ενφν , (4.6)

where (̃t)ij = teiϕij contains the effective phase ϕij = −ϕji = ϕeff/L, and εν are the KS
eigenvalues and φν are the KS orbitals. The density per spin channel of the non-interacting
KS system is given by the absolute square of the KS orbitals

nKS
i =

N/2∑
ν=1

|φν(i)|2 , (4.7)
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while the bond current per spin channel is given by Eq. (4.3), with the KS Slater determ-
inant

IKS = −2t
N/2∑
ν=1

Im
[
eiϕeff/Lφ∗

ν(i+ 1)φν(i)
]
. (4.8)

The potential values veff,i and phase ϕeff are then chosen in order to reproduce the current
and density of the original system. Note that we cannot attribute a physical significance to
the KS orbitals or eigenvalues themselves, since the KS system is simply an auxiliary system
designed to produce the correct density and current.

We now describe how we obtain veff and ϕeff via reverse engineering. We want a given
density and current (L + 1 parameters) to be produced by the ground state of a non-
interacting system with an effective potential and phase (L+ 1 variables). Starting with an
input guess, ϕeff and veff were obtained by numerically adjusting them until the KS system
had the same current I and density n as the many-body system. Schematically, at the k-th
iteration, the effective potential at the i-th site and the effective phase are updated with the
criteria

[v(k+1)
eff,i − v(k)eff,i][n

KS,(k)
i − ni] > 0,

[ϕ
(k+1)
eff − ϕ

(k)
eff ][I

KS,(k) − I] > 0.
(4.9)

Transport setup. – The steady state Green’s functions are determined from the steady state
KBE equations which have the form

GR,KS
ij = ((ω − h− ΣR

emb[bxc]−VHxc)
−1)ij

G<,KS
ij =

∑
kl

GR,KS
ik (Σ<

emb[bxc])klG
A,KS
lj ,

(4.10)

The density per spin channel is obtained from G<,KS as

nKS
i =

∫ ∞

−∞

dω
2πi

G<,KS
ii (ω). (4.11)

Since the KS system is an independent-particle system, the Meir-Wingreen formula, (4.5),
reduces to the Landauer-Büttiker formula, which we write here as

IKS =

∫ µ+beff

µ

dω
2π

T r
[
Γl,KS(ω)GR,KS(ω)Γr,KS(ω)GA,KS(ω)

]
, (4.12)

where l/r stands for left/right. We wish to stress that even though (4.12) has the form of a
transmission function for an independent-particle system, the current given by its integral
still equals the true current.
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Practically, the reverse-engineering algorithm to obtain beff and veff is very similar to the one
used for the quantum ring setup. A modified update condition reads

[v(k+1)
eff,i − v(k)eff,i][n

KS,(k)
i − ni] > 0,

[b(k+1)
eff − b(k)eff ][I

KS,(k) − I] > 0.
(4.13)

We use an iterative algorithm for beff and veff until the KS system yields the same current
and density as the many-body system. For more details, see Ref. [76].

4.4 Effect of disorder and disorder screening
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Figure 4.4: The results from the 1D transport setup of M = 10 sites. Histograms of the currents I, the spread
of densities Δn, the spread of effective potential Δveff, and effective bias beff. The corresponding
arithmetical averages are shown as dots. The corresponding statistical errors, σx =

x̄√
M
, are of the

same order or smaller than the dot sizes, and thus not shown.

Since the disorder in our systems is confined to a small region, the averages are not com-
pletely representative. Rather the statistical distribution, in the terms of typical values, of
the physical quantity at hand gives a better description. To attain representative statist-
ics we collected 150 disorder calculations in histograms. In these histograms, we show the
distributions of the currents, spreads of densities Δn, spreads of effective potential Δveff,
and effective biases beff. We also plot the arithmetic averages of these quantities in their
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respective histograms. The results for a 1D transport setup of M = 10 sites can be seen in
Fig. 4.4.

The effective potential veff is the quantity we elect to represent disorder screening. In a
DFT language, this is the KS potential which can be split into contributions from the ex-
ternal potential and the Hartree-exchange-correlation potential. In our model, the external
potential is the disorder, and thus we can write veff = v+ vHxc. We then define a disorder-
unscreened system to be when veff ≈ v, and a fully screened one when veff is homogeneous.
Note that, in this language, it is the Hartree-exchange-correlation potential that screens the
disorder. Similarly, we write beff = b + bxc, where bxc is the exchange-correlation contri-
bution to the bias. In our simulations, bxc < 0, and thus also the applied bias is screened
by interaction effects.

The currents through the system show a non-monotonic trend as a function of the inter-
action strength. The spread of densities and spread of effective potential instead decreases
with the interaction strength. On the other hand beff, for low U, is almost equal to b, and
thus the current through the system is increased for small U, since Δveff decreases. At larger
U, however, the drop in beff is larger, and the corresponding current is smaller. We find that
even though interactions smoothen the effective disordered landscape, this does not always
lead to an increase of the current, due to the competition between disorder and interaction.
This competition, in an independent-particle picture, is thus translated to a competition
between the smoothness of the effective energy landscape and the reduced effective bias.
Similar conclusions apply for the other systems - the 2D transport setup and the ring (see
paper V).
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Chapter 5

Competing Kondo and RKKY
interactions and optimal control

In this chapter we consider a class of systems where the electron-electron interactions are
localized at impurity sites, and the impurities are connected via noninteracting conduction
electrons. Such systems with impurities with localized orbitals can exhibit magnetic effects
once the temperature is lowered. Here, the conduction electrons will be considered in a
general state carrying currents. We investigate how magnetic ordering is influenced by the
currents and how to optimally manipulate the system between different magnetic regimes.
This chapter presents background for the content of paper VI.

5.1 Single Kondo impurity and Kondo effect

The Kondo effect discovered in the 1930s by Haas et al. [77] is an effect induced by magnetic
impurity scattering on the resistance of materials. As the temperature (energy scale) is
lowered, the resistance reaches a minimum at a certain temperature. Such finite resistance
in materials was puzzling for long time. In the beginning of 1960s it was suspected that the
minimum is related to scattering from impurities. The first explanation of the minimum
was provided by Kondo in 1964 [78], where the model of conduction electrons coupled
to a local impurity, later called the Kondo model, was studied by means of perturbation
theory. Perturbation theory was successful in the qualitative description of the minimum
however, for T → 0, the solution predicted a logarithmic divergence of the resistance.
Such a breakdown of perturbation theory for lower temperatures was further discussed by
Abrikosov [79], who showed that the higher order terms shift the divergence to a finite
temperature, now known as the Kondo temperature.
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In the mid 60s it was clear that the physics below the Kondo temperature cannot be de-
scribed by perturbation theory, and in the following decade the problem attracted many
theoreticians. A notable attempt to resolve the problem was done by Anderson in 1970
who devised a perturbative renormalization group method to show how the logarithmic
divergences emerge [80]. The study also introduced the concept of renormalization and
needs for nonperturbative solutions of the Kondo model. The answer came in 1975 by
Kenneth Wilson [81] who invented a numerical algorithm for renormalization which was
stable down to zero temperature. The method is now known as numerical renormalization
group. Around the same time Nozières [82] developed an effective theory and pointed out
that below the Kondo temperature the system behaves as a Fermi liquid - in this picture the
spin of the impurity is screened by the spin of the conduction electrons and creates a Kondo
singlet. We note that the results from the mid 70s were confirmed by exact solutions of the
Kondo model by Andrei and Wiegmann [83, 84] in the beginning of 80s.

5.2 Dense Kondo impurities and RKKY interaction

In a system where the impurities are dense the physics will be different. An example of such
system is a heavy-electron material - an inter-metallic compound, which contains elements
with 4f or 5f electrons in unfilled electron bands. Here, the electrons can have higher
effective mass than the free electron (up to 1000 times) [85]. The heavy fermion materials
that were discovered first [86] exhibits a drastically lowered resistivity at low temperatures.
This is opposed to the case of the dilute impurities where the finite resistance is expected
from the Kondo effect.

 

 

RKKY
Kondo

1/β

JρF

 
 

(Fermi liquid)

TK ~ exp(-1/JρF)

TRKKY ~ J
2ρF

Figure 5.1: Doniach phase diagram showing a compet-
ition between RKKY interaction and Kondo
effect.

In order to study such behavior a Kondo
lattice model was proposed by Doniach
[87]. In the Kondo lattice model, the
Kondo impurities will spin-polarize the
conduction electrons. However the po-
larization of the conduction electrons will
induce an effective interaction between
the local moments of the impurities, the
so-called RKKY interaction [88, 89, 90]
(named after Ruderman, Kittel, Kasuya,
and Yoshida). Then the Kondo effect com-
petes with the RKKY interaction. Doniach
showed that depending on the product JρF,
where J is a coupling between the impurity
and the conduction electrons, and ρF is the density of states at the Fermi energy, there will
be either a lattice of Kondo singlets, or an antiferromagnetic ordering of the localized mo-
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ments, see Fig. 5.1. The RKKY regime below TRKKY exhibits an antiferromagnetic ordering
of local spins. In the Kondo regime there is a formation of Kondo singlets instead.

5.3 Single Impurity AndersonModel and Periodic AndersonModel

The Single Impurity Anderson Model (SIAM) describes a localized orbital of energy ef at
site i = iImp with an on-site interactionU, which interacts with the mutually noninteracting
conduction electrons through a hybridization V

H = −t
∑
⟨i,j⟩σ

(c†iσcjσ + h.c.) + ϵf
∑
σ

f †σ fσ + Uf †↑ f↑f
†
↓ f↓ + V

∑
σ

(c†iImpσfσ + h.c.). (5.1)

The SIAM contains rich physics (Coulomb blockade, mixed valence regime, Kondo phys-
ics). Here, we are mainly interested in the Kondo limit. It was shown by Schrieffer and
Wolff [91] that in the regime of strong correlation (U/t ≫ 1), around a particle-hole sym-
metric point in small V limit, the Anderson and Kondo models are equivalent. The An-
derson model in this regime shows the low-temperature behavior discussed for the Kondo
model above.

For the competition between the RKKY and Kondo interactions, we can consider a model
of the conduction electrons where each site is coupled to an Anderson impurity, known as
a Periodic Anderson Model (PAM). Similarly to the single impurity case, the PAM can be
mapped to the Kondo lattice model and thus it contains the possibility of Kondo vs. RKKY
competition. Similarly to the Hubbard model, the PAM can also be seen as a minimalistic
model which captures qualitatively the physics of strongly correlated materials [85].

5.4 Kondo and RKKY physics in finite systems

In 2000 [92] it was found experimentally that in cobalt clusters on short carbon nanotubes
the Kondo physics can be altered due to finite size effects. The theoretical investigation
in the so-called Kondo box [93] showed that a finite energy spacing can be used to tune
the Kondo temperature. This led to several theoretical studies of finite size clusters with
Kondo or Anderson impurity [94, 95, 96]; or dense impurity clusters [97, 98] which allowed
to study Kondo vs. RKKY competition in finite site systems. The Kondo vs. RKKY
competition has been recently reconsidered in multiple Kondo boxes [99, 100].

The physics of finite dense impurity clusters could be further tuned by controlled manufac-
turing of their geometry. An example is given by a quantum ring. In modern experiments
[101] a nanoring with only a few electrons can be constructed. The ring topology is attractive
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since the magnetic flux can be used to induce interesting phenomena such as the Aharonov
Bohm effect [102]. Such nanorings were indeed used to study the Aharonov Bohm effect
experimentally [103]. Moreover, with the advances which occurred in ultra-cold atoms ex-
periments, the Aharonov Bohm effect can be constructed in optically engineered lattices as
shown recently by Jimenez-Garcia et al. [104]. Additionally, the magnetic field can induce
a stable current in the ring which can also lead to modified physics.

Figure 5.2: Typical clusters: a six-site PAM cluster (left) and a 4-site PAM cluster (center). A sketch of bands (right)
representing the levels for conduction and impurity electrons, the bands can hybridize through the
hopping term V.

We have investigated the Kondo vs. RKKY competition in a model of a one-dimensional
PAM ring consisting of L lattice sites pierced by a homogeneous magnetic field. We gener-
alize the standard PAM by adding a time-dependent Peierls phases to induce a time-varying
current

H(τ) = −t
∑
⟨i,j⟩,σ

(c†iσcjσe
iϕij(τ) + h.c.) +

∑
i,σ

vi ĉ
†
iσ ĉiσ +

∑
i,σ

v f
i f †iσfiσ

+ U
∑
i

f †i↑fi↑f
†
i↓fi↓ + V

∑
i,σ

(c†iσfiσ + h.c.). (5.2)

Here i, j label the sites of the PAM, f and c stands for operators of impurity or conduction
electrons, the real numbers ϕij(τ) are the time-dependent Peierls phases. Further V is
the hopping between the Anderson impurity and the conduction levels, U is the on-site
interaction at the impurity, and ϵf is the on-site energy at the impurity. For homogeneous
rings with the magnetic flux Φ(τ) we get ϕij(τ) = −ϕji(τ) = ϕ(τ) = Φ(τ)

L , and we
define the period for the phase as ϕ0 = 2π/L. We keep v f

i = −U
2 in order to be at the

particle-hole symmetric point (which represents the ideal condition for the Kondo regime).

5.5 Ground and equilibrium state

In order to address the Kondo vs. RKKY competition in the PAM clusters, the clusters
need to be treated within a method which is nonperturbative in character. For the clusters
of small size we can use the Exact Diagonalization method.
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For the ground state, the exact diagonalization is computed with the implicitly restarted
Lanczos method. The equilibrium ensemble can be written as

⟨Ô⟩ =
∑
S

Is∑
iS=1

e−βEiS ⟨ψiS |Ô|ψiS⟩ , (5.3)

where S corresponds to the total spin, which defines the corresponding spin sector. Each
spin sector can be diagonalized separately with the same method as for the ground state.
In principle all the eigenstates in each sector should be taken into account. This would
however require a very large diagonalization space. In practice, the sum can be truncated
due to the exponential decay of the Boltzmann factor, so that only nonvanishing terms
corresponding to low-lying excitations are counted imaxS < IS. In this case the convergence
w.r.t the numbers imaxS needs to be checked.

In Fig. 5.3 we show the result of the equilibrium state calculations. The surface represents
the set of the parameters for which the Kondo and RKKY correlations are equal ⟨SfSf+1⟩ =
⟨ScSf⟩. At the quantum flux ϕ = π

L , the occupied conduction electron levels are pushed far
from the unoccupied conduction electron levels. Here, it requires much higher temperature
to make the electrons at the Fermi level free, so that the RKKY regime extends to the higher
temperatures.

Figure 5.3: Adapted from paper VI. Extended Doniach phase diagram of a four-site ring. The volume beneath the
surface corresponds to the regime where ⟨SfSf+1⟩ > ⟨ScSf⟩, which means stronger RKKY correlations
than Kondo correlations.
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5.6 Time evolution and optimal control

Time evolution. – The method used for time evolution is based on the Lanczos method
[105]; at each time step, the iterative Lanczos algorithm is used to find a small subspace
where the Hamiltonian is diagonalized and then propagated.

Optimal control. – We adapt a Gradient Ascent Pulse Engineering (GRAPE) algorithm
[106, 107] to the Lanczos time evolution explained in the previous paragraph. In the
GRAPE algorithm the optimization routine builds on the fidelity function

F(α) =
√

| ⟨ψtarg|ψT⟩ ⟨ψT|ψtarg⟩ |, (5.4)

and its gradient with respect to the control α; ψT is the final state after the time evolution,
and ψtarg a target state. See appendix E for the details.

An example of an optimally controlled pulses is shown in figure 5.4. The initial and the
target state is defined as

|ψinit⟩ = |ψGS, ϕ=0⟩, |ψtarg⟩ = |ψGS, ϕ= π
L
⟩. (5.5)

Here we compare the effect of the optimal and linear pulse. For the optimal pulse, we ob-
serve the saturation of the correlations at the final time, whereas for the linear pulse there
are induced oscillations of the correlation functions. The fidelity function is bigger when
we drive the system from ϕ = 0 to ϕ = π

L in the Kondo regime (V/t = 1.3) since the sys-
tem is more homogeneous. Oppositely, in the RKKY regime (V/t = 0.6) it is much harder
to drive the system from ϕ = 0 to ϕ = π

L since the system ends at a strong RKKY anti-
ferromagnetic configuration and the process thus requires stronger manipulation. Further,
we show the possibility to cross from Kondo to RKKY regime (V/t = 0.8, V/t = 1.0).
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Figure 5.4: Adapted from paper VI. The time evolution of the Kondo (green) and RKKY (yellow) correlations in
the 4-site ring for different ratios V

t = 0.6, 0.8, 1.0, 1.3. The results for a linear driving of phase
ϕ
ϕ0

= 0 → π
L (dashed) and the results of the optimal driving (black solid) together with the fidelity

are displayed.
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Appendix A

Derivation of gradient expansion rules

A.1 Derivative

The first expression which appears in the KBE and which needs to be transformed to the
Wigner space [60] is a time derivative. The derivative written in the Wigner times reads

∂t′ =
∂T
∂t′
∂T +

∂τ

∂t′
∂τ = 1/2∂T − ∂τ . (A.1)

Let us to apply the derivative to two time function

∂t′ f(t, t′) = (1/2∂T − ∂τ )f(T, τ) = (1/2∂T − ∂τ )

∫
dω
2π

e−iωτ f(T, ω) =

=

∫
dω
2π

(1/2∂T + iω)e−iωτ f(T, ω),
(A.2)

so the derivative from the KBE will be translated as −i∂t′ → (− i/2∂T + ω).

A.2 Time integral

We start with an integral of two double times functions (e.g. the KBE scattering term)

C(t, t′) =
∫

d̄tA(t, t̄)B(̄t, t′) (A.3)
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and we write down the definition of C

C(T, ω) =
∫

dτ eiωτC(T, τ) =
∫

dτ eiωτC(T+ τ/2,T− τ/2) =

=

∫
dτ eiωτ

∫
d̄tA(T+ τ/2, t̄)B(̄t,T− τ/2) =

=
1
2

∫
dτdτ̄ eiωτA(T+ τ/2,T+ τ̄/2)B(T+ τ̄/2,T− τ/2).

(A.4)

Switching from the function inside the integral to its Wigner function

C(T, ω) =
1
2

∫
dτdτ̄ eiωτA(T+ (τ + τ̄)/4, (τ − τ̄)/2)B(T− (τ − τ̄)/4, (τ + τ̄)/2). (A.5)

Now, we employ the following substitutions

τA = (τ − τ̄)/2, τB = (τ + τ̄)/2, τ = τA + τB, dτdτ̄ = 2dτAdτB, (A.6)

so the integral is transformed to

C(T, ω) =
∫

dτAdτBeiω(τA+τB)A(T+ τB/2, τA)B(T− τA/2, τB). (A.7)

We note that the shift of the function can be written as an exponent

A(T+ τB/2, τA) =

∞∑
n=0

1
n!
(τB/2)n(∂/∂T)nA(T, τA) = e

τB
2

∂
∂TA(T, τA),

B(T− τA/2, τB) = e−
τA
2

∂
∂TB(T, τB),

(A.8)

and we also know that the multiplication of the function is connected with the derivative∫
dτ eiωττ f(τ) = −i∂ω

∫
dτ eiωτ f(τ). (A.9)

Finally, using the relations (A.8) and (A.9) in (A.7) we can pull out the exponential in front
of the integral

C(T, ω) = e−
i
2

∂
∂ω′

∂
∂T+

i
2

∂
∂ω

∂
∂T′

∫
dτAeiωτAA(T, τA)

∫
dτBeiω

′τBB(T′, τB)|ω=ω′,T=T′

(A.10)
which leads to final expression in the Wigner space

C(T, ω) = e−
i
2

∂
∂ω′

∂
∂T+

i
2

∂
∂ω

∂
∂T′ A(T, ω)B(T′, ω′)|ω=ω′,T=T′ . (A.11)

After the expansion up to first order in the time derivative the expression reads

C(T, ω) ≈ A(T, ω)B(T, ω) + i/2[∂ωA(T, ω)∂TB(T, ω)− ∂TA(T, ω)∂ωB(T, ω)].
(A.12)
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A.3 Multiplication

Let us also consider multiplication of the double time function with one time function
which can appear in the KBE. This can be reduced to the problem of previous section

A(t, t′)b(t′) =
∫

d̄tA(t, t̄)b(̄t)δ(̄t, t′) =
∫

d̄tA(t, t̄)B(̄t, t′) = C(t, t′), (A.13)

with B(t, t′) = b(t)δ(t− t′). The Dirac delta is independent of T then for Wigner function
applies

B(T, τ) = b(T)δ(τ) = b(T)δ(τ), (A.14)

and thus the by Fourier transform we find that B is independent of ω

B(T, ω) =
∫

dτ eiωτb(T)δ(τ) = b(T). (A.15)

Using the rule (A.12) for gradient expansion derived above, the multiplication will be trans-
lated up to first order in the time derivative according to

A(t, t′)b(t′) → A(T, ω)b(T) + i/2∂ωA(T, ω)∂Tb(T). (A.16)
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Appendix B

Generalized Kadanoff–Baym Ansatz

B.1 KBE - differential form

The electron dynamics of the time ordered Green’s function is governed by the Kadanoff–
Baym equation [15] which in the matrix notation reads

[i∂t − hHF(t)]G(t, t′) = δ(t, t′) +
∫
γ
d̄tΣ(t, t̄)G(̄t, t′), (B.1)

where Σ = Σemb + Σc and γ is the extended Schwinger–Keldysh contour [13, 20] which
includes the initial correlated state. An alternative way to include initial correlations is via
adiabatic switching of the correlations on the original Schwinger–Keldysh contour [16],
denoted as K

[i∂t − hHF(t)]G(t, t′) = δ(t, t′) +
∫
K
d̄tΣ(t, t̄)G(̄t, t′). (B.2)

We will use the latter formulation in this appendix as it is more convenient for the discussion
of the Generalized Kadanoff–Baym Ansatz [56]. The Langreth–Wilkins rules [34] translate
the Schwinger–Keldysh contour KBE into the equation for the lesser (greater) component

[i∂t − hHF(t)]G≶(t, t′) =
∫
d̄t(Σ≶(t, t̄)GA(̄t, t′) + ΣR(t, t̄)G≶(̄t, t′)), (B.3)

and for the retarded (advanced) component

[i∂t − hHF(t)]GR/A(t, t′) = δ(t, t′) +
∫
d̄tΣR/A(t, t̄)GR/A(̄t, t′). (B.4)

where the integrals run over the real axis. The equations in this section are the KBE in their
differential form. However for further discussion it is more convenient to transform the
equations into their integral from.
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B.2 KBE - integral form

The differential equations of the previous section can be formally solved by an integration
starting from the initial uncorrelated Hartree–Fock ground state. The integral equation for
the lesser (greater) function can be schematically written as

G≶ = G≶
HF + G≶

HFΣ
AGA + GR

HFΣ
≶GA + GR

HFΣ
RG≶, (B.5)

or, alternatively, in the more symmetric way

G≶ = (1 + GRΣR)G≶
HF(1 +ΣAGA) + GRΣ≶GA, (B.6)

where all the selfenergies Σ[G] are functionals of G, and the multiplication is to be un-
derstood in the sense of the matrix multiplication and the time integral over the real time
axis. The integral equation for the retarded (advanced) function should in a similar way be
written as

GR/A = GR/A
HF + GR/A

HF ΣR/AGR/A. (B.7)

Consistency check.– The Green’s function from integral equations above must be consistent
with the key relation (this is just consequence of the definitions of the particular Green’s
function component)

G> − G< = GR − GA, (B.8)

when a similar relation applies also for the selfenergies (as the consequence of Langreth–
Wilkins rules)

Σ> − Σ< = ΣR − ΣA. (B.9)

A consistency check starts with the symmetric form of the equations (B.6). We take a
difference of the left hand sides

G> − G< = (1 + GRΣR)(G>
HF − G<

HF)(1 +ΣAGA) + GR(Σ> − Σ<)GA. (B.10)

Now we can use that for the Hartree–Fock Green’s functions the similar equation as (B.8)
applies (this can be easily shown since the Hartree–Fock is constructed from the Slater
determinants)

G>
HF − G<

HF = GR
HF − GA

HF. (B.11)

and with this we can perform a substitution in the equation (B.10)

G> − G< = (1 + GRΣR)(GR
HF − GA

HF)(1 +ΣAGA) + GR(ΣR − ΣR)GA, (B.12)

and after an expansion of the first term we get the rather long expression

G> − G< =(1 + GRΣR)GR
HF − GA

HF(1 +ΣAGA) + GR(ΣR − ΣA)GA+

+(1 + GRΣR)GR
HFΣ

AGA − GRΣRGA
HF(1 +ΣAGA). (B.13)
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This expression is, however, reduced by using the equation (B.7) for retarded (advanced)
functions

G> − G< =GR − GA + GRΣRGA − GRΣAGA + GRΣAGA − GRΣRGA (B.14)

and after cancellations of some terms we finally arrive to the desired relation

G> − G< = GR − GA. (B.15)

In this way we have shown that equations (B.6) and (B.7) gives the consistent evolution of
the Green’s function.

B.3 KBE - integral form - long-time limit

Let us briefly discuss the long-time limit of equation (B.6). In the long-time limit, the first
term of equation (B.6) (which corresponds to a memory from initial correlations) can be
disregarded since it decays to zero [13]. This leads to simplified integral equations

G≶ = GRΣ≶GA, (B.16)

known as long-time KBE. In this case we can modify the consistency check of the previous
section. We start with the difference of equations (B.16) to obtain

G> − G< = GR(Σ> − Σ<)GA = GR(ΣR − ΣA)GA. (B.17)

where we used the property (B.9). Further we use the equation (B.7) in its differential form

ΣR/A = (GHF)
−1 − (GR/A)−1, (B.18)

and by substitution we derive that

G> − G< = GR(−(GR)−1 + (GA)−1)GA = GR − GA. (B.19)

In this way we have checked the consistency of equation (B.16) with the property (B.8) in
the long time limit.

B.4 KBE - time-diagonal equation

The Generalized Kadanoff–Baym Ansatz is formulated for a time-diagonal equation. It is
thus instructive to present a derivation of the time-diagonal equation from the differential
KBE (B.3)

[i∂t − hHF(t)]G<(t, t′) =
∫
d̄t(Σ<(t, t̄)GA(̄t, t′) + ΣR(t, t̄)G<(̄t, t′)), (B.20)
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where we will use a short notation for the collision integral on the right hand side

[i∂t − hHF(t)]G<(t, t′) = I<(t, t′). (B.21)

The time-diagonal equation can be derived with help of the Wigner space coordinates
(T, ω) [60]. Following the rules of the appendix A, we can transform the equation of
motion for G<

(i/2∂T + ω)G< − hHFG< + i/2∂ThHF∂ωG< + · · · = I<, (B.22)

where the dots stand for the terms of the expansion. Taking the time-diagonal (t, t′) →
(t, t) in the double time space is equivalent to integrate over the omega variable in the
Wigner space. Focusing on the left hand side of the equation (B.22) we get

i/2∂T

∫
dω
2π

G< +

∫
dω
2π
ωG< − hHF

∫
dω
2π

G< + i/2∂ThHF

∫
dω
2π
∂ωG< + . . . (B.23)

Performing the integral of the higher order terms of the expansion will give zero contri-
bution since the Green’s function G< and its derivatives decay to zero in the infinity. We
further use the definition of the density matrix to rewrite the left hand side as

i/2∂T(−iρ) +
∫

dω
2π
ωG< − hHF(−iρ), (B.24)

to finally obtain the time-diagonal equation

1/2∂Tρ+ ihHFρ−
∫

dω
2π
ωG<(T, ω) = −

∫
dω
2π

I<(T, ω). (B.25)

Similarly one can derive the time-diagonal equation of the adjoint of the equation (B.3)

−1/2∂Tρ+ iρhHF −
∫

dω
2π

G<(T, ω)ω =

∫
dω
2π

(I<)†(T, ω). (B.26)

A symmetric form of the time-diagonal equation is obtained from a difference of the two
equations above

∂Tρ+ i[hHF, ρ] = −
∫

dω
2π

[I< + (I<)†]. (B.27)

We have derived the time-diagonal equation in the Wigner space. However, this equation
can be now expressed back in the double-time space (t, t′). Since we are on the time di-
agonal where t = t′, one can identify that the central time is equivalent to the time in the
double-time space T = t = t′. The equation for the time diagonal in the double-time
space is

∂tρ(t) + i[hHF(t), ρ(t)] = −(I<(t, t) + h.c.) (B.28)

where the collision term reads

I<(t, t) =
∫
d̄t(Σ<(t, t̄)GA(̄t, t) + ΣR(t, t̄)G<(̄t, t)). (B.29)

This equation is still an exact equation with no approximation involved.

154



B.5 GKBA - time-diagonal equation

Now we are ready to introduce the Generalized Kadanoff–Baym Ansatz (GKBA) which is
an approximation for the collision term

I<(t, t) =
∫
d̄t(Σ<[G](t, t̄)GA(̄t, t) + ΣR[G](t, t̄)G<(̄t, t)). (B.30)

The GKBA suggests to replace the functional dependence of the collision term on the full
Green’s function as I[G] → I[G̃]: more explicitly,

I<(t, t) ≈
∫
d̄t(Σ<[G̃](t, t̄)G̃A(̄t, t) + ΣR[G̃](t, t̄)G̃<(̄t, t)), (B.31)

where the ansatz [56] is following

G̃<(t, t′) = −G̃R(t, t′)ρ(t′) + ρ(t)G̃A(t, t′), (B.32)

G̃>(t, t′) = G̃R(t, t′)(1 − ρ(t′))− (1 − ρ(t))G̃A(t, t′). (B.33)

Auxiliary lesser and greater Green’s functions are constructed from the density matrix ρ and
an auxiliary retarded (advanced) Green’s function which is determined from an independent
equation of motion

(i∂t − hHF(t))G̃
R(t, t′) = δ(t− t′) +

∫
d̄tΣ̃R(t, t̄)G̃R(̄t, t′). (B.34)

Typically we choose Σ̃R(t, t̄) = Σ̃R(t)δ(t− t̄) time local in order to keep the computational
cost as low as possible. The interesting and important property of the GKBA is the following
relation

G̃> − G̃< = G̃R − G̃A, (B.35)

which is fulfilled by the construction (B.32) and (B.33). Another interesting property is the
fulfillment of the relation for the selfenergies

Σ>[G̃]− Σ<[G̃] = ΣR[G̃]− ΣA[G̃], (B.36)

even if the approximate Green’s functions G̃ are used for the construction. The formal proof
of this relation is similar to the proof of relation (B.9) for the full Green’s function depend-
ence. The relation (B.9) is connected to the Langreth–Wilkins rules for the construction
of the selfenergies. To derive the Langreth–Wilkins rules the property (B.8) is used. For
the relation (B.36) we use instead the property (B.35). Beside, for the second Born approx-
imation, we have verified equation (B.36) analytically (the proof is not be shown here) and
numerically.
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B.6 Extended GKBA

The GKBA is formulated for a time-diagonal equation and it aims directly at the time
evolution of the density matrix. In this way we loose the part of information contained in
the Green’s function, notably the spectral function, which may be used for the construction
of the ground state. Hence we wish now to investigate what will happen if we extend the
GKBA approximation to the off-diagonal equation. This corresponds to use I[G] → I[G̃]
in the collision part of the KBE equations for G≶, see Fig. B.1.
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Figure B.1: A flowchart showing the loss of the spectral information within the Generalized Kadanoff–Baym
Ansatz. The information will be restored if the ansatz is applied in the real time equations for
GR and G<. Such Extended Generalized Kadanoff–Baym Ansatz (EGKBA) is used in groundstate
calculations, where the equation for GR is to be solved.
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Extended GKBA.– In the Extended Generalized Kadanoff–Baym Ansatz (EGKBA), we
approximate the collision part of the KBE

(i∂t − hHF(t))G
≶(t, t′) =

∫
d̄t(Σ≶[G̃](t, t̄)G̃A(̄t, t′) + ΣR[G̃](t, t̄)G̃≶(̄t, t′)). (B.37)

This differential equations can be formally solved by integration starting from the initial
uncorrelated Hartree–Fock ground state

G≶ = G≶
HF + G≶

HFΣ
A[G̃]G̃A + GR

HFΣ
≶[G̃]G̃A + GR

HFΣ
R[G̃]G̃≶. (B.38)

How to evolve the retarded (advanced) Green’s in order to be consistent with (B.8)? We
will now show that the corresponding evolution of retarded (advanced) Green’s function
must obey to

(i∂t − hHF(t))G
R/A(t, t′) = δ(t, t′) +

∫
d̄tΣR/A[G̃](t, t̄)G̃R/A(̄t, t′). (B.39)

This is formally solved by integration starting from the initial uncorrelated Hartree–Fock
ground state

GR/A = GR/A
HF + GR/A

HF ΣR/A[G̃]G̃R/A. (B.40)

Notice that this equation is not a standard Dyson equation.

Consistency check.– We start by the difference of the left hand sides of (B.38), so we have

G> − G< = (G>
HF − G<

HF) + (G>
HF − G<

HF)Σ
AG̃A

+GR
HF(Σ

> − Σ<)G̃A + GR
HFΣ

R(G̃> − G̃<), (B.41)

and using the relations (B.11), (B.35) and (B.36) discussed above

G> − G< = (GR
HF − GA

HF) + (GR
HF − GA

HF)Σ
AG̃A

+GR
HF(Σ

R − ΣA)G̃A + GR
HFΣ

R(G̃R − G̃A). (B.42)

By cancellation of some terms we get

G> − G< = GR
HF − GA

HF − GA
HFΣ

AG̃A + GR
HFΣ

RG̃R = GR − GA (B.43)

where we used equation (B.40). Thus, we have consistently extended the GKBA idea to
double time domain. We will discuss a use of the EGKBA for obtaining the correlated
ground state in the next section.
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B.7 GKBA - correlated ground state

The correlated ground state is usually obtained by the adiabatic switching procedure [16, 57]
starting from the uncorrelated Hartree–Fock state, i.e. the time evolution is truly per-
formed. However it would be useful to have a direct procedure to compute the correlated
ground state. If we follow the same logic as in the KBE case the crucial equation for us is

G>(t, t′)− G<(t, t′) = GR(t, t′)− GA(t, t′). (B.44)

which must be fulfilled at all times. Assuming that in the long time limit the functions
depend only on the time difference,

G>(t− t′)− G<(t− t′) = GR(t− t′)− GA(t− t′), (B.45)

we can use the Fourier transform to express the equation in the omega space

G>(ω)− G<(ω) = GR(ω)− GA(ω). (B.46)

If we assume that except for the adiabatic switching there is no external force during the
evolution then after the evolution the adiabatically prepared state is the equilibrium [16].
The equilibrium state can be represented by the Green’s function (on the Matsubara imagin-
ary time segment) which should fulfill the Kubo-Martin-Schwinger conditions and which
can be analytically continued to real times. The analytically continued Green’s function
satisfy the same boundary conditions [13]. Then we can express the lesser Green’s function
as

G<(ω) = −2iImGR(ω)f(ω). (B.47)

This relation is known as fluctuation-dissipation theorem. The density is given by

ρ =

∫
dω
2π

(−i)G<(ω) = −
∫

dω
π
ImGR(ω)f(ω). (B.48)

This should correspond to the density reached by the preparation of the correlated ground
state by the adiabatic switching ρHF → ρ. In the EGKBA approximation (see the previous
section) the retarded Green’s function is computed via

GR(ω) = GR
HF(ω) + GR

HF(ω)Σ
R[G̃](ω)G̃R(ω). (B.49)

This rather interesting equation does not have the standard Dyson structure. The resulting
Green’s function is not guaranteed to have a positive spectral function, even if Σ generates
the positive spectral function in the standard KBE. The mentioned analytic behavior of the
retarded Green’s function can lead to practical problems during the iteration of the ground
state equations due to the numerically delicate evaluation of ρ.
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B.8 GKBA - approximate correlated ground state

In isolated systems the auxiliary Green’s function is usually the Hartree–Fock Green’s func-
tion G̃R(ω) = GR

HF(ω). Then the equation (B.49) becomes

GR(ω) = GR
HF(ω) + GR

HF(ω)Σ
R[GHF](ω)GR

HF(ω). (B.50)

This equation can be still problematic to solve since the spectral features mentioned above
persist. However, we can make an observation about an approximate retarded Green’s
function given by

GR
appr. ≈ GR

HF + GR
HFΣ

RGR = GR
HF + GR

HFΣ
RGR

HF.+ GR
HFΣ

RGR
HFΣ

RGR
HF . . . (B.51)

If the second and higher orders of the expansion are negligible, the approximate Green’s
function will be the same as in (B.50). The advantage of this equation is that it has the
Dyson structure and gives less numerically delicate evaluation of ρ. The error between
the approximate Green’s function and the Green’s function is of the second order in the
interaction expansion

GR
appr. − GR = GR

HFΣ
RGR

HFΣ
RGR

HF + . . . . (B.52)

An example.– The solution of the approximate correlated ground state will be illustrated
using a Hubbard dimer. In figure B.2 we show a comparison of the GKBA time evolution

0 500
0.4

0.45

0.5

0.55

ρ
i
j

ρ 
11

ρ 
22

ρ 
12 

 = ρ 
21

0 500

time[1/t]

0 500 1000

U=1.0 U=2.0 U=3.0

Figure B.2: The density matrix elements for the Hubbard dimer v1 − v2 = 0.4t where t = 1 is the hopping and
vi are the onsite energies, for the different strengths of the on-site interactions. Time is measured in
inverse of the hopping t. A comparison of the GKBA time evolution with the approximate correlated
ground state (straight lines).
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with the direct solution of the approximate correlated ground state given by the equation
(B.51). From the results we can clearly see that for strong enough interactions there is a
deviation, since we compute the ground state only approximately. Here, the higher order
terms given by (B.52) are not negligible. However, for lower interaction strengths where
we can neglect these terms, the approximation is remarkably good.
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Appendix C

Selfenergy approximations for steady
state KBE

C.1 Second Born approximation

We use the Langreth–Wilkins rules [34] for the second order Feynman diagram (for the
local interaction only one diagram can be considered due to cancellations) which is then
formulated in terms of GR,ss and G<,ss. The retarded selfenergy - correlation part reads

(ΣR,ss
c )ij(ω) = UiUj

∫ ∫
dω′dω′′

(2π)2
(
GR,ss
ij (ω′)G<,ss

ji (ω′′)G<,ss
ij (ω − ω′ + ω′′)+

+GR,ss
ij (ω′)G<,ss

ji (ω′′)GR,ss
ij (ω − ω′ + ω′′)−

−GR,ss
ij (ω′)G<,ss

ji (ω′′)(GR,ss
ji )∗(ω − ω′ + ω′′)+

+G<,ss
ij (ω′)(GR,ss

ij )∗(ω′′)G<,ss
ij (ω − ω′ + ω′′)+

+G<,ss
ij (ω′)G<,ss

ji (ω′′)GR,ss
ij (ω − ω′ + ω′′)

)
,

(C.1)

and the lesser selfenergy - correlation part reads

(Σ<,ss
c )ij(ω) = UiUj

∫ ∫
dω′dω′′

(2π)2
(
G<,ss
ij (ω′)G<,ss

ji (ω′′)G<,ss
ij (ω − ω′ + ω′′)+

+G<,ss
ij (ω′)GR,ss

ji (ω′′)G<,ss
ij (ω − ω′ + ω′′)−

−G<,ss
ij (ω′)(GR,ss

ij )∗(ω′′)G<,ss
ij (ω − ω′ + ω′′)

)
.

(C.2)
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C.2 T-matrix approximation

Here, we first construct a two-particle propagator

GR,ss
ij (ω) =

∫
dω′

2π
(GR,ss

ij (ω)G<,ss
ij (ω − ω′) + GR,ss

ij (ω)GR,ss
ij (ω − ω′)−

−GR,ss
ij (ω)(GR,ss

ji )∗(ω − ω′) + G<,ss
ij (ω)GR,ss

ij (ω − ω′)),

G<,ss
ij (ω) =

∫
dω′

2π
G<,ss
ij (ω)G<,ss

ij (ω − ω′).

(C.3)

Then we find the retarded T-matrix from a Dyson-like equation by inversion:

(U ∗ GR)ij(ω) =
∑
l

UilGR,ss
lj (ω),

TR,ss
ij (ω) = −i

∑
l

((δ − iU ∗ GR(ω))−1)ilUlj,
(C.4)

and the lesser T-matrix is determined by

T<,ss
ij (ω) =

∑
kl

TR,ss
ik (ω)G<,ss

kl (ω)(TR,ss
jl )∗(ω). (C.5)

The TMA selfenergy is then found by closing the T-matrix equation with the Green’s func-
tion

(ΣR,ss
HFc)ij(ω) =

∫
dω′

2π
(TR,ss

ij (ω + ω′)G<,ss
ji (ω′) + T<,ss

ij (ω + ω′)(GR,ss
ij )∗(ω′)),

(Σ<,ss
c )ij(ω) =

∫
dω′

2π
(T<,ss

ij (ω + ω′)G<,ss
ji (ω′) + T<,ss

ij (ω + ω′)GR,ss
ji (ω′)

−T<,ss
ij (ω + ω′)(GR,ss

ij )∗(ω′)).

(C.6)

Note that in the retarded selfenergy the Hartree–Fock part is already included in this for-
mulation. To obtain pure correlation part one subtracts the Hartree–Fock part

(ΣR,ss
c )ij(ω) = (ΣR,ss

HFc)ij(ω)− (ΣR,ss
HF )ij = (ΣR,ss

HFc)ij(ω)− δijUinssi . (C.7)
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Appendix D

Gradient expansion

D.1 Retarded Green’s function

We start with the equation of motion for the retarded Green’s function in differential form

−i∂t′GR(t, t′)− GR(t, t′)h(t′) = δ(t− t′) +
∫

dt1GR(t, t1)ΣR(t1, t′), (D.1)

and apply the gradient expansion rules derived above so that we obtain the expression

(− i/2∂T + ω)GR − GRh− i/2∂ωGR∂Th ≈ 1 + GRΣR + i/2(∂ωGR∂TΣ
R − ∂TGR∂ωΣ

R).
(D.2)

After some algebra we get

GR(ω − h− ΣR) ≈ 1 + i/2∂TGR(1 − ∂ωΣ
R) + i/2∂ωGR∂T(h+ΣR). (D.3)

which by multiplication can be transformed to

GR ≈ [1 + i/2∂TGR(1 − ∂ωΣ
R) + i/2∂ωGR∂T(h+ΣR)] · (ω − h− ΣR)−1. (D.4)

Further we can use GR ≈ (ω − h− ΣR)−1 in terms already containing time derivative

GR ≈ (ω − h− ΣR)−1 + i/2[∂TGR(1 − ∂ωΣ
R)GR + ∂ωGR∂T(h+ΣR)GR]. (D.5)

For the terms already containing time derivative where GR ≈ (ω − h − ΣR)−1 we can
derive

∂ω(GRGR−1
) = ∂ω(GR(ω − h− ΣR)) = ∂ωGRGR−1

+ GR(1 − ∂ωΣ
R) = 0, (D.6)
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and thus from the last equivalence we get

∂ωGR = −GR(1 − ∂ωΣ
R)GR. (D.7)

Similarly to the derivative with respect to ω we can derive the time derivative

∂TGR = GR∂T(h+ΣR)GR. (D.8)

We can derive another useful relation

∂TGR(1 − ∂ωΣ
R)GR ≈ GR∂T(h+ΣR)GR(1 − ∂ωΣ

R)GR ≈ −GR∂T(h+ΣR)∂ωGR.

(D.9)

The relation (D.9) can be used in the relation for retarded function (D.5) so that the final
result up to linear order is in symmetric form

GR ≈ (ω − h− ΣR)−1 + i/2[∂ωGR∂T(h+ΣR)GR − GR∂T(h+ΣR)∂ωGR]. (D.10)

D.2 Lesser Green’s function

We start with the equation of motion for the lesser Green’s function in integral form

G<(t, t′) =
∫ ∫

d̄td̄̄tGR(t, t̄)Σ<(̄t,¯̄t)GA (̄̄t, t′) =
∫

d̄tGR(t, t̄)I<(̄t, t′), (D.11)

where I<(t, t′) =
∫
d̄tΣ<(t, t̄)GA(̄t, t′) is the scattering integral. In this form we can apply

the gradient expansion rule (A.16) twice to get

G< ≈ GRI< + i/2(∂ωGR∂TI< − ∂TGR∂ωI<),
I< ≈ Σ<GA + i/2(∂ωΣ

<∂TGA − ∂TΣ
<∂ωGA).

(D.12)

Plugging the expansion of I< into the expansion of G< we get

G< ≈ GR[Σ<GA + i/2(∂ωΣ
<∂TGA − ∂TΣ

<∂ωGA)]+

+ i/2(∂ωGR∂T[Σ
<GA . . . ]− ∂TGR∂ω[Σ

<GA . . . ]).
(D.13)

Neglecting the higher order terms in velocity and the higher order derivatives, we arrive at

G< ≈ GRΣ<GA + i/2[GR∂ωΣ
<∂TGA − GR∂TΣ

<∂ωGA + ∂ωGR∂TΣ
<GA

+∂ωGRΣ<∂TGA − ∂TGR∂ωΣ
<GA − ∂TGRΣ<∂ωGA].

(D.14)
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In the term GRΣ<GA we use the retarded Green’s function expression (D.10) to pull out
the terms linear in time derivatives (the same for the advanced Green’s function)

G< ≈ (ω − h− ΣR)−1Σ<(ω − h− ΣA)−1+

+ i/2[∂ωGR∂T(h+ΣR)GR − GR∂T(h+ΣR)∂ωGR] · Σ< · (ω − h− ΣA)−1+

+ (ω − h− ΣR)−1 · Σ< · i/2[∂ωGA∂T(h+ΣA)GA − GA∂T(h+ΣA)∂ωGA]+

+ i/2[GR∂ωΣ
<∂TGA − GR∂TΣ

<∂ωGA + ∂ωGR∂TΣ
<GA+

+ ∂ωGRΣ<∂TGA − ∂TGR∂ωΣ
<GA − ∂TGRΣ<∂ωGA].

(D.15)

Now we can write (ω−h−ΣR/A)−1 ≈ GR/A in the terms proportional to time derivatives

G< ≈ (ω − h− ΣR)−1Σ<(ω − h− ΣA)−1+

+ i/2[∂ωGR∂T(h+ΣR)GRΣ<GA − GR∂T(h+ΣR)∂ωGRΣ<GA]+

+ i/2[GRΣ<∂ωGA∂T(h+ΣA)GA − GRΣ<GA∂T(h+ΣA)∂ωGA]+

+ i/2[GR∂ωΣ
<∂TGA − GR∂TΣ

<∂ωGA + ∂ωGR∂TΣ
<GA+

+ ∂ωGRΣ<∂TGA − ∂TGR∂ωΣ
<GA − ∂TGRΣ<∂ωGA].

(D.16)

Next we use that GRΣ<GA ≈ G< in the terms proportional to time derivatives, collect and
sort all terms linear in velocity:

G< ≈ (ω − h− ΣR)−1Σ<(ω − h− ΣA)−1 + i/2[∂ωGR∂TΣ
<GA−

− GR∂TΣ
<∂ωGA + ∂ωGR∂T(h+ΣR)G< − G<∂T(h+ΣA)∂ωGA+

+ GRΣ<∂ωGA∂T(h+ΣA)GA + GR∂ωΣ
<∂TGA + ∂ωGRΣ<∂TGA−

− GR∂T(h+ΣR)∂ωGRΣ<GA − ∂TGR∂ωΣ
<GA − ∂TGRΣ<∂ωGA].

(D.17)

We further work with the last two lines, where we would like to replace ∂TGR/A with the
relation (D.9):

G< ≈ (ω − h− ΣR)−1Σ<(ω − h− ΣA)−1 + i/2[∂ωGR∂TΣ
<GA−

− GR∂TΣ
<∂ωGA + ∂ωGR∂T(h+ΣR)G< − G<∂T(h+ΣA)∂ωGA+

+ (GRΣ<∂ωGA + GR∂ωΣ
<GA + ∂ωGRΣ<GA)∂T(h+ΣA)GA−

− GR∂T(h+ΣR)(∂ωGRΣ<GA − GR∂ωΣ
<GA − GRΣ<∂ωGA)].

(D.18)

Each of the last two lines can be rewritten with help of ∂ωG< ≈ ∂ω(GRΣ<GA), so that
the final expression up to linear order is

G< ≈ (ω − h− ΣR)−1Σ<(ω − h− ΣA)−1 + i/2[∂ωGR∂TΣ
<GA−

− GR∂TΣ
<∂ωGA + ∂ωGR∂T(h+ΣR)G< − G<∂T(h+ΣA)∂ωGA+

+ ∂ωG<∂T(h+ΣA)GA − GR∂T(h+ΣR)∂ωG<].

(D.19)
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Appendix E

Optimal control - details

The GRAPE algorithm optimizes a time-discretized version of the controls αi(T) in the in-
terval (0,T)whereT = nΔτ . Then the controls are described by vectorsαi = (αi

1, α
i
2, . . . , α

i
n)

where αi
n is the value of control i on the interval between (n− 1)Δτ and nΔτ . In the case

of a single control field, in our case the Peierls phase, the Hamiltonian can be described as
H(T) = H0 + V(α(T)), and the overlap of the discretized control can be written

⟨ψtarg|ψT⟩ = ⟨ψtarg|Û(T, 0)|ψinit⟩. (E.1)

Here Û(T, 0) = T̂{e−i
∑

k H(αk)Δτ} is the evolution operator. The evolution operator
Û(T, 0) can be expanded as

⟨ψtarg|Û(T, tm+1)e−i[H0+V(αm)]Δτ Û(tm−1, 0)|ψinit⟩ ≡ ⟨m|e−i[H0+V(αm)]Δτ |m− 1⟩ , (E.2)

where we introduced a short notation showing the dependence on αm. With this notation
the elements of the gradient of the fidelity function are proportional to

∂αm ⟨ψtarg|ψT⟩ = ⟨m|∂αme
−i[H0+V(αm)]Δτ |m− 1⟩ . (E.3)

The derivative of the overlap with respect to αm can be described exactly using the spectral
theorem. This method[106] is suitable for obtaining very accurate results for small systems,
but it scales very badly, as it requires a full eigen-decomposition. Instead it is much easier to
use a subspace method. However, using the Lanczos method, the derivative in the equation
(E.3) needs to be approximated. For short time-steps we find adequate to use a split operator
method to calculate this derivative

∂αme
−i[H0+V]Δτ ≈ ∂αm(e

−iH0
Δτ
2 e−iV(αm)Δτ e−iH0

Δτ
2 ) =

= −iΔτ e−iH0
Δτ
2 ∂αmVe−iVΔτ e−iH0

Δτ
2 , (E.4)
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where ∂αmV can be placed ambiguously as it commutes with e−iVΔτ . The gradient element
m can be finally expressed as

∂αm ⟨ψtarg|ψT⟩ = −iΔτ⟨ψm+1|e−iH0
Δτ
2 ∂αmVe

−iV(αm)Δτ e−iH0
Δτ
2 |ψm−1⟩. (E.5)

After the evolution is performed, and the fidelity and its gradient are computed, the results
are fit into the optimizing procedure.

The whole control algorithm can be summarized in 5 steps:
i) Make an initial guess of the control amplitudes α(0).
ii) Calculate the fidelity function, F(α), and the gradient of the fidelity function with re-
spect to the control amplitudes, ∇F(α).
iii) Escape the loop if the fidelity has reached some threshold value, or if the gradient is very
close to 0.
iv) Calculate α(j+1) using some optimization procedure (in our case Limited memory
Broyden–Fletcher–Goldfarb–Shanno).
v) Continue at ii).
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