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ACTIVITY REPORT 1974-1975 

K,\RL JOI!Ai< J.s'l'RO:l and GUSTAF OLSSON 

ABSTRACT 

This report gives a survey of the activity at the 

Department of Automatic Control during the academic 

year 1974-1975. Five different courses were given at 

the civ ing level ("' ~lS). About 480 students parti­

cipated in the courses. During the year 21 MS-theses 

and one P:'1D thesis were comT)leteJ. 'l'he research 

centered around the areas system identification, 

adaptive control, computer aided design of control 

systems. The applications covered modelling and 

autopilots for supertankers, modelling of activated 

sludge processes, and control of climatized buildings. 

The members of the staff wrote 39 paper's and. 50 

technical reports. 
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1. INTRODUCTION 

This report is intended to give an overview of the re­

search and education at the Department of Automatic Con­

trol at Lund Institute of Technology. The report is in­

tended to serve as a tool for communication with universi­

ties, institutes, research groups and industries. The 

report has been appearing yearly. This report has the 

same format as that of the previous year. 

The main lines of research are stochastic control theory, 

including system identification and adaptive control, 

system theory and process control applications. During 

this year the proportion of applied work has been unusu­

ally high with projects in coordinated control of thermal 

power stations, modelling and adaptive control of super­

tankers, control of waste-water treatment plants and con­

trol of climatized buildings. This reflects partly the 

interest of students and coworkers and partly the increas­

ed interest from industry to apply modern control theory. 

During the period covered by the report substantial dis­

cussions concerning the direction of the research and 

education have been carried out. This discussion will re­

sult in a new research program in the coming years. Al­

though the discussions are not complete the current opin­

ion is that the effort in system identification will de­

crease, that the activity on self-tuning regulators will 

increase considerably, and that the activity in system 

theory will be increasingly directed towards large and 

hierarchical systems. Our contacts with industry clearly 

indicates that mini- and microcomputers will find in­

creasing use in control systems. This has been reflected 

in changes in the course on hardware and software for 

automatic control. To boost our knowledge both on hard­

ware ·and software several small MS projects have been 

initiated in this area. It is not yet clear if this will 

result in a more substantial effort. 

1 
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It is clear that the techniques developed for interactive 

design of control systems are tremendously powerful. It 

would be highly desirable to incorporate these methods in 

the regular courses. This has been initiated in the sense 

that revision of the courses has been started. The imple­

mentation will, however, require a reasonable investment 

in computer terminals which is not yet within reach. 

In view of the discussions related to energy research 

which have been inspired by the energy crises we would 

also like to give a few comments relating to this area of 

application. It is clear that there are potentials to 

save energy by improved control in many cases. Perhaps 

more important is that the research in Automatic Control 

provides a good framework to discuss many of the systems 

problem associated with energy systems and energy sav­

ings. Tools like modelling, simulation and optimization 

are very useful in this context. Among specific projects 

that are directly related to energy we can mention adap­

tive prediction of power consumption (4.3), online opti­

mization of oil burners (5.1), coordinated control of 

thermal power stations (8.1) and control of climatized 

buildings ( 8. 4) . 

The research has been supported by the Swedish Board for 

Technical Development (STU), the Nati~nal Swedish Board 

of Building Research (BFR), the Swedish Natural Science 

Research Council (NFR) and the Institute of Applied 

Mathematics (ITM). This support is gratefully acknowl­

edged. 

We have also benefitted very much from our partners in 

joint projects, the Swedish State Shipbuilding Experimen­

tal Tank (SSPA) , Kockums Mekaniska Verkstads AB, Datema 

AB, and the Kappala Wastewater Treatment Plant. 

I 



2. EDUCATION 

During the year, courses are given for the civ ing de­

gree as vwll as for the PhD degree. During the summer 

1974 a special course sponsored by the "Nordiska forskar­

kurser" (Nordic Research Education) was arranged as a 

Scandinavian summer school on the topic Theory of dyna­

mical systems. 

2.1 Civ ing program 

Five undergraduate courses have been given during the 

year, a basic course (allman kurs), a basic course for 

chemical engineers (mindre kurs), an advanced course 

(fortsattningskurs), a system techniques course (regler­

teknik-systemteknik) and a course on computers in con­

trol systems (datorer i reglersystem) . 

The courses have been presented in last annual activity 

report. 

During the year some minor revisions have been made. 

New laboratory exercises have been developed in stochas­

tic systems in the advanced course. New ve~sions of the 

lecture notes in system techniques and in computers in 

control systems have been developed. 

2.2 Master thesis 

The thesis work (examensarbete) is an integrated part of 

the civ ing program. The work is supposed to take three 

months of full time work and the work is done by one or 

two students. During the year 21 theses have been finish­

ed by 30 students. Abstracts of the theses are presented 

in a separate report, see Wittenmark (7519). A list of 

the reports is given in appendix E. All theses are writ­

ten in Swedish with an English abstract. 

3 
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2.3 PhD program 

The graduate program is a four year curriculum leading 
up to the PhD degree and is based on the "civilingenjor" 
degree. The graduate studies are dominated by course 
work during the first three or four semesters. Some of 
the courses are given as formal lectures, see appendix F. 
Others are defined by books, lecture notes and are 
presented in study groups or taken by single students. 

During the academic year there have been 13 active PhD 
students. One PhD thesis has been completed namely 

Bo Leden: Identification and Dead-Beat Control of 
a Heat Diffusion Process. (7508) 
May 26, 1975 

2.4 Control laboratory 

The computer PDP 15 has been used about 5.500 hours 
during the year. New equipment has been added to the 
computer system during the year. A 1.2 M word disk 
memory with a PDP-11 central processing unit was added 
to the system. Thereby the system capacity has been in­
creased considerably, expecially for the interactive 
program activities. The computer has been used both for 
interactive computation, remote control and real time 
calculations. 

An operators panel for a micro computer system Intel 
8008 has also been designed and built. By the panel it 
is possible to ad~ and change programs by thumb wheels. 
Registers and memory cells can also be displayed. A z­
-transform regulator was implemented using a PDP 15 
crossassembler and a linking loader. 



2.5 Continuing education 

As the external contacts are considered important for 

the research and education, courses and contact meet­

ings have been arranged during the year. 

A two-day course on Interactive computation of dynami­

cal systems was held in Lund on May 22-23, 1975. The 

course was arranged in collaboration with the Liasion 

Office for Industrial Contacts (Kontaktsekreta~iatet) 

at the Lund University. About 55 people from industry 

and other research centres participated. The course 

program is given in appendix G. Three program systems 

were presented and demonstrated during the courses, the 

program IDPAC for interactive data analysis and identi­

fication, the program system SYNPAC for interactive syn­

thesis of systems with linear quadratic control and the 

program system SIMNON for simulation of non-linear sys­

tems. 

During the year a course in control theory has reen giv­

en by some staff members at the Kockums Mekaniska Verk­

stad AB, Malmo. A survey course on 15 hours was given 

during the Fall 74 for about 50 engineers, starting with 

the Managers. During the spring a 45-hour course on lin­

ear system control has been given for abou't 30 engineers. 

2.6 Scandinavian Summer School 

In 1974 the Department was given a financial support from 

the Nordic Research Education (Nordiska forskarkurser) to 

arrange a summer school on the topic Theory of Dynamical 

Systems. The course was given at the Department from July 

22 to August 2, 1974. 

In the course the basic theory of dynamical systems was 

treated. Algebraic system theory and the consequences of 

5 
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it were emphasized. Four invited guest lecturers contri­

buted to the course program: 

Professor R E Kalman, University of Florida, Gaines­

ville, USA 

Professor M Wonham, University of Toronto, Toronto, 

Canada 

Professor H Blomberg, Helsinki University of Technolo­

gy, Otaniemi, Finland 

Professor H H Rosenbrock, University of Manchester, 

England 

The professors Kalman, Wonham and Blomberg lectured on 

algebraic system theory from different aspects. Professor 

Rosenbrock gave a sequence of lectures on .his theory of 

multivariable systems. 

The participants were both graduate students and profes­

sional researchers from universities and research insti­

tutions. There were a total of 59 participants from four 

Nordic countries; 10 from Finland, 4 from Norway, 5 from 

Denmark and 40 from Sweden. 



3. SYSTEM IDENTIFICATION 

The research on system identification has been concen­

trated on the areas: 

accuracy of identification and its relation to the 

design of experimental conditions 

convergence and accuracy of recursive identifica­

tion algorithms 

identifiability problems 

estimation of optimum structures for multivariable 

systems 

consistency of prediction error identification 

methods 

Tee program facilities have been further developed and 

used in several applications, see section 6. The inter­

active program IDPAC was presented on an information 

course about interactive programs for people from indus­

try, see section 2.5. One PhD thesis has been completed, 

Leden (7508), in which identification of a thermal dif­

fusion process was one of the major parts. 

3.1 Accuracy of identification and its relation to the 

design of experiments 

The estimates obtained from data from an identification 

experiment depend on a number of items, such as 

the model structure, M 

the identification methqd, J 

the experimental conditions, X. 

The effect of these items on the asymptotic accuracy has 

been studied. 

The set of models, M, should be chosen as small as 

possible. In some cases it is also required that it 

includes a ''true" description of the system. 

7 
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Inclusion of additional parameters decreases the accu­

racy. 

The influence of J has been studied for two different 

approaches to identify systems operating in closed loop. 

A direct application of the maximum likelihood method 

neglecting the feedback will always be the best possibi­

lity, although there can be other techniques giving the 

same accuracy. 

The effect of different experimental configurations, X, 

on the identifiability and the accuracy of the estimates 

has been investigated. Special attention has been paid 

to systems operating in closed loop and to the effects 

of the feedback on the accuracy. The results show that 

identification of systems operating in closed loop is 

theoretically possiole and that it can give acceptable 

accuracy. In fact, it is shown for the case of constrain­

ed output variance that closed loop experiments can give 

better accuracy than open loop experiments. 

The results have been presented in Soderstrom-Ljung­

-Gustavsson (7428) and in Soderstrom-Ljung-Gustavsson 

(1975). 

3.2 Recursive identification methods 

A number of recursive identification methods has been exa­

mined, namely 

the recursive least squares method 

the recursive generalized least squares method 

the instrumental variable method 

the extended least squares method 

the approximate recursive maximum likelihood method. 

All these methods can in fact be described by very similar 

algorithms. 



The algorithms are nonlinear and stochastic difference 

equations which make a direct analysis of convergence 

extremely difficult. However, it has been shown that a 

theoretical examination is possible by studying the sta­

tionary solutions of a certain system of nonlinear ordi­

nary differential equations. Then it is not too diffi­

cult to get the possible limit points as well as to exa­

mine their stability properties. In the following it is 

assumed that the model structure is of proper form for 

the system considered. 

For the recursive least squares method and the instru­

mental variable method the parameter estimates will al­

ways converge to the true values. For the recursive ge­

neralized least squares method the estimates will con­

verge to the true values if the signal-to-noise ratio is 

large enough. On the other hand, if this ratio is small, 

it is possible that the estimates converge to false val­

ues. 

The extended least squares method has been used extensi­

vely in many applications all around the world. It seemed 

to be a reasonably good algorithm even if a strict con­

vergence proof was lacking. However, constructed counter­

examples show that there are systems for which the esti­

mates never converge, Ljung-Soderstrom-Gustavsson (1975). 

For moving average processes and for first order processes 

of autoregressive-moving average type this method has been 

proved to converge to the true values. 

For the approximate recursive maximum likelihood method 

the estimates will always converge to the true values if 

the corresponding off-line maximum likelihood method does 

so. This is true for autoregressive-moving average pro­

cesses and for systems with an input signal if the system 

has a very small or a very large signal-to-noise ratio. 

9 
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The results have also been illustrated by extensive simu­

lations, showing that the approximate recursive maximum 

likelihood method is advantageous also from an accuracy 

point of view. The comparison has been made for the case 

of correlated disturbances. 

These results have been presented in Soderstrom-Ljung­

-Gustavsson (7427) and in Ljung-Soderstrom-Gustavsson 

(1975). 

3.3 Recursive stochastic algorithms 

It has been described in previous annual reports how an 

ordinary differential equation (ODE) can be associated 

with recursive stochastic algorithms. Global stability 

of this ODE implies convergence w.p. l for the algorithm, 

and the trajectories of the ODE are in a certain sense 

the expected paths of the algorithm. These results have 

been extended to more general schemes in Ljung (7505C), 

where it also is shown that only stable stationary points 

of the ODE are possible convergence points of the algo­

rithm. The ODE thus contains essential information about 

the asymptotic behaviour of the algorithm, and is a use­

ful tool for the analysis. The t'echnique has been applied 

to analysis of recursive identification algorithms as de­

scribed in section 3.2, to analysis of adaptive regula­

tors in Astrom-Borisson-Ljung-Wittenmark (1975) and to 

algorithms for state estimation in power systems in Ljung­

-Lindahl (1975). 

3.4 Consistency of prediction error identification methods 

The work on consistency of certain identification methods 

(including e.g.maximum likelihood- and min-max entropy­

-methods) has continued and some new results are given in 

Ljung (1975a). While consistency results essentially are 

concerned with the case when the true system can be exactly 



modeled within the chosen model set, it is of particular 

interest in practice to know what happens if the true 

system is more complex than the admissible models. This 

situation is analysed in Ljung (197Sb) where some general 

results on the convergence of the estimates are proved. 

3.5 Parameterization of multivariable s_yst:;m~Jor iJen­

tification purposes 

The problem of p.:>rameterizing multi-output systems is of 

vi tal importance for practical applications of id en ti fi­

cation. The problem is closely related to canonical re­

presentation of transfer functions. Eowever, in the iden­

tification application we are less concerned with unique­

ness of forms of representations ar.d the ::n.jor i:-~terest 

is in identifiable parametc=rizations (uni:]UC or not). 

This calls for special parameterizations for the identi­

fication problem. In a paper submitted to the 4th IFAC 

Symposium on Identification it is discussed how they can 

be selected from pre-analysis of data and ~issanen-Ljung 

(1975) concerns the sequential selection of parameteriza­

tions within the parameter estimation procedure. This 

work has been performed together with Prof Rissanen at 

IB~ ~esearch, San Jose, California. 

3.6 Linear estimation 

11 

Lennart Ljung has spent most of tne year with Prof Kailath's 

group at Stanford University, California. Much of the work 

there has concerned linear estimation problems. In particu­

lar formal analogies with scattering theory have been ex­

ploited for several new results in estimation theory. 

--------·---·---· 
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4. ADAPTIVE CONTROL 

There have been published a large amount of· papers on 

adaptive control in the last years. In order to follow 

the recent development of adaptive controllers a litera­

ture survey has been done, Wittenrnark (1975a). The sur­

vey covers adaptive controllers where the stochastic na­

ture of the processes and/or the parameters of the pro­

cess has been taken into account when deriving the con­

troller. 

4.1 Dual control 

The work on the example described in last years' activity 

report has been completed and written down in Sternby 

(7430). For general systems good approximations must be 

found, since the optimal control laws can in most cases 

not be calculated. 

Consider the system 

A*(q- 1 ) y(t) = B*(q-l) u(t-1) + e(t) 

where the parameters in the A* and B* polynomials are un­

known stochastic processes. The parameters in the process 

can be estimated using a recursive identification scheme. 

Based on the estimated parameters a control signal can be 

derived which minimizes the lossfunction 

2 v1 = E {(y(t+l) - Yref) } 

The controller will be non-dual since it is not taken into 

account that the control signals must be chosen 

to get good control as well as good estimation. The con­

troller is not rewarded if it makes a control action in 

order to get better estimates which then can be used to im­

prove the control in future steps. To get a compromise bet­

ween the control and the estimation the lossfunction can be 

changed to 

v 2 = E {(y(t+l) - Yref) 2 +A f(P(t+k))} 



P(t+k) is the variance matrix of the errors of the para­

meter estimates. The lossfunction must now be minimized 

numerically. The resulting controller will be a suboptimal 

dual controller which in an active way tries to make good 

control and good estimation. The properties of the control­

ler are investigated in Wittenmark (l975b). For some simple 

examples the new controller has proved to have good proper­

ties and the controller has been compared with other sub­

optimal controllers suggested in the literature. 

Further investigations of the controller and comparisons 

with others on some first order systems are made in the MS 

thesis Abramowicz-Stymne (RE-159). 

4.2 Self-tuning regulators 

Self-tuning regulators has been an area of research for 

the Department for some years. The main ideas and results 

concerning self-tuning regulators are summarized in Astrom, 

Borisson, Ljung and Wittenmark (1975). The theoretical as­

pects as well as the applications are covered. 

In many industries it is common with parallel batch proces­

ses where the raw material comes from one source. Assume 

that there are r processes in parallel and that they are 

sequenced in the order l, 2, 3, ... ,r, l, 2 ... , i e the 

processes are started one at a time and information from 

previous processes are available when the next one is 

started. The system can be described as 

c*(g-1) 
y(t) = ai u(t) + bi v(t} + 1 

e(t} 
n*(q- } 

where y(t) is the output signal from the t:th batch and u 

is the control signal. The signal v can be a measured var­

iable which can be used for feedforward. The process 

* -1 
C (q } e (t} 
n* (q-ll 

13 
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models the variation in the incoming raw material. One 

example of such processes are batch digesters in the paper 

industry. The raw material is the wood chips. The output 

signal is the K-number. The control signal is the tempera­

ture and v is the amount of chemicals added to the batch. 

It is now assumed that the parameters ai' bi i=l, .. ,r, and 

the parameters in the C* and D* polynimals are unknown. 

The parameters are estimated using the method of ex­

tended least squares. Based on the estimated parameters 

the control signal is chosen in order to minimize the vari­

ance of the output of the process. This self-tuning regu­

lator for batch processes has been investigated in Jepps­

son (RE-156). 

Simulations show that the regulator has good properties. 

Already after a few samples the controller makes almost 

as good control as the optimal controller for known para­

meters. The controller has the advantage that information 

from one process can be used in the control of the following 

processes by predicting the variation in the raw material. 

It can also follow variations in the process and distur­

bance parameters. 

4.3 Adaptive prediction 

The research on self-tuning regulators has also resulted 

in methods for adaptive prediction. The problem of pre­

dicting unknown stochastic processes can be attacked by 

making a real time estimation of the parameters in the 

·underlying process. In analogy with the self-tuning regu-

lator it is also possible to estimate the parameters in 

the predictor directly. The basic idea and the basic pro­

perties of the self-tuning predictor is discussed in 

Wittenmark (1974). 

The structure of the model of the process can be chosen 

in many ways. Apart from a model consisting of the esti-

---, 



mates of the system parameters, different models which 

contain estimates of the predictor parameters could be 

used. One of these is discussed in Wittenmark (1974) and 

another one in Holst(7433C). It has been shown that all 

these structures of the model in the one step ahead pre­

diction case give the same trajectories of the parameter 

estimates when started in equivalent initial conditions. 

For multistep prediction this is however no longer the 

case for all of the considered structures. 

The self-tuniny predictor has been applied to real data 

for prediction of the hourly load on the power network 

(Holst,7433C) and for prediction of urban sewer flows 

(Beck, 7432C). In both cases the algorithm had to be 

modified in order to handle the time-varying parameters 

and the periodic components of the data series. The peri­

odic component was represented either by a profile over 

past data or by the for2going period in the data. The 

result of these prediction studies compares favourably 

with other prediction methods. In connection with the 

problem of representation of the periodic component also 

simultaneous prediction of the whole or a part of the 

period has been studied. 

4.4 Self-tuning regulators for multivariab1e systems 

To control multivariable processes, a self-tuning regula­

tor has been studied, which is not based on the solution 

of a Riccati equation. This work has been done mainly by 

Ulf Borisson. As the control strategy is calculated in 

each sampling interval in self-tuning algorithms, it is 

favourable to have a strategy that is easy to compute. 

Therefore the minimum variance strategy has been used. 

This is a special case of the linear quadratic control 

strategy with no cost on the control action. The process 

to be controlled is described by a linear vector differ­

ence equation including coloured noise. It is assumed 

15 
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that there are as many inputs as outputs, that the im­

pulse response starts with a nonsingular matrix and that 

the process is minimum phase. 

It has been shown that the minimum variance strategy for 

SISO systems can be generalized to the multivariable case. 

The optimal strategy is then described by a linear vector 

difference equation. The strategy is independent of the 

weighting matrix of the criterion function and of the eo­

variance matrix of the random variables describing the 

disturbances. 

The self-tuning algorithm considers the process parameters 

as constant but unknown. It includes a least squares esti­

mator and a minimum variance controller. By choosing a 

feasible structure of the estimator the control strategy 

can be obtained directly from the estimated parameters in 

each sampling interval. Presently the properties of the 

algorithm are analysed, and for some cases it can be shown 

that the regulator will give the optimal strategy, if the 

estimated parameters have converged. It can also be shown 

that an optimal strategy is obtained when feedforward com­

pensation is included. 

Simulated examples indicate that the'minimum variance 

strategy is obtained in general. A simulation study of 

head-box control for a paper machine has also been carried 

out. The inputs of the head-box are stock flow and air 

flow and the outputs are stock level and total pressure. 

The results show that the multivariable self-tuning regu­

lator works well on this process. 



5. COMPUTATIONAL CONTROL 

The main effort in computational control has been con­

centrated around constrained minimization and its appli­

cations to the synthesis of controllers. These problems 

are discussed in 5.1. The program library for the Univac 

1108 at the Lund University Data Center is discussed in 

5. 2. 

5.1 Constrained optimization 

Numerical algorithms for the constrained optimization 

problem 

min f(x) 

gi (x) 0 i 1, ... ,q 

gi (x) ~ 0 i q + 1, ... ,m 

have been studied. They are based on the augmented func-
tion 

F'(x,p,c) f(x) + _!_ i [(cg. (x) + p.) 2
- p~] + 

2c i=l ~ ~ ~ 

The convergence speed of different updating methods for 

p have been studied. It is shown in Glad (7503) that a 

suitable updating formula for p combined with a Quasi­

-Newton method for x, gives superlinear convergence. In 

the report there is also a comparison of different algo­

rithms on numerical test problems. 

The work on the combination of optimization and simulation, 

has continued and the standard versions of SHlNON both on 

the PDP-15 and on UNIVAC 1108 now contain constrained opti­

mization routines, see Glad (7424). 

The multiplier methods can be extended to optimal control 

problems: 

17 
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T 

minimize J JL(x,u)dt + F(x(T)) 

0 

x f(x,u) 

x(O) = a 

It is shown in Glad (7503) that the value of c which is 

necessary for 

T 

J I {L(x,u) + pT(f(x,u) - x) + 

0 

+ %(f(x,u) - x)T (f(x,u) - x)) dt 

to have an unconstrained minimum is determined by a cer­

tain Riccati equation. 

During the spring 1975 the finite dimensional optimization 

algorithm has been applied to on-line optimization. The 

optimal adjustment of the air flow of an oil burner has 

been determined in collaboration with the Department of 

Machine Design. The criterion is to maximize the co2-

-content of the flue gases while keeping eo-content low. 

The value of the loss function for a given value of the 

independent variables is then given by direct measure­

ments from the process and not by a mathematically defined 

function. 

5.2 Program library at Univac 1108 

During the year the time sharing facilities at the Data 

·center have increased. A new memory bank has been added 

to the system, and the response times have decreased. A 

graphical display Tektronix 4012 has been bought at the 

Department. With these new facilities interactive compu­

tation has been made possible not only at the PDP 15 but 

also at the Univac 1108 computer. 



The program package SIMNON for interactive simulation of 

non-linear systems has been transferred to the Univac compu­

ter. Then the possibilities have been increased consider­

ably for external users to run the program. It has been 

used by several users at the Department and at other insti­

tutions, e g Kockums Mekaniska verkstad AB, Malmo. Other 

external users have used the PDP 15 computer for interac­

tive programming, see section 6. 

The program package LISPID for parameter estimation in 

linear state space models has been used for several pro­

jects. Besides ship dynamics design it has been applied 

for farmacokinetic studies and for water pollution models. 

It has been developed into a form that allows for solving 

very general identification problems. 

It has also been used by teleprocessing by the Swedish 

State Shipbuilding Experimental Tank (SSPA) in Gothenburg. 
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6. COMPUTER AIDED DESIGN 

In this project the purpose is to transfer results and 

methods of modern control theory into a form suitable 

for use in applications. 

The main result of the project is a set of interactive 

command-driven programs to solve some common practical 

control engineering problems. The command language may 

be regarded as a high-level language specially adapted to 

a certain class of problems. The language also includes 

elements to form subroutines (MACRO's), loops, condition­

tests, and special I/0-dialogues. 

6.1 Structure of the interactive programs 

The interactive programs which have been developed are pri­

marily aimed for the advanced user. It is assumed that he 

knows what to do and that he is familiar with the methods. 

This may be the normal situation when the programs are ap­

plied in a professional environment, at a university or in 

an industry. 

With this philosophy in mind the p~ograms are controlled by 

commands. This gives a complete freedom in the program flow. 

On the other hand it does not give the beginner any advice 

how to proceed. 

It is possible to group a sequence of commands together into 

what we call a MACRO. This concept is very similar to what 

is called subroutines or procedures in other languages. 

A MACRO may contain commands to perform branching, testing, 

looping and I/0. This has two important consequences. One 

is that within a problem-complex some frequent sub-prob­

lems may be solved within a MACRO thus making the over-all 

problem easier and more efficient to solve and survey. The 



other is that MACROs which put questions to and receive 

answers from the user are possible and easy to implement. 

This gives a nice way of introducing the beginner in the 

use of these programs. 

The command decoding and MACRO handling routines are com­

mon to all the programs that have been implemented. The 

progrununing for the entire set of progrums have been done 

in FORTRAN with the aim of making them portable. 

6.2 Interactive programs for identification (IDPAC) and 

synthesis (SYNPAC) 

The program IDPAC for interactive datahandling and identi­

fication has been further developed and extended. The data 

handling routines include data moving, scaling, trend es­

timation etc. Parameter estimation algorithms includes 

L'laximum Likelihood and Least-Squares estimation of multiple­

-input single-output systems, correlation analysis, model 

analysis as well as statistical tests. 

During the last year a set of commands for ordinary least­

squares estimation have been implemented. It-has been con­

structed in such a way that it utilizes the.possibility of 

the QR-method of recursively dropping parameters in the 

model. 

The program for synthesis of multivariable linear systems, 

SYNPAC, has been extensively modernized during the year. 

The Research Institute of National Defense (FOA) has shown 

considerable interest in this program and it will be imple­

mented in Stockholm in the near future on a DEC-10 compu­

ter. Also at Atomenergi AB, Studsvik, there are advanced 

plans to transfer the program package to their computer sys­

tem. Similarly, IDPAC is being transferred to a process com­

puter installation at the STFI (Swedish Forest Products Re­

search Laboratory). In the near future it will probably also 

be transferred to the Atomenergi AB, Studsvik. 
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6.3 Interactive program for simulation of nonlinear 

systems (SH1NON) 

SIMNON is in frequent use at the Department and has also 

been moved to the Dec-10 system at the Stockholm Computing 

Center. This year SIMNON was moved to the computing-center 

here in Lund, thus making it available to a wider range of 

users. 

Below is given a short description of the new version of 

SIMNON and also an example of how to use the program. 

SIMNON is a command driven interactive program written in 

FORTRAN for the simulation of systems governed by ordinary 

differential equations or/and difference equations. 

The basic set of commands allows user to 

define the system; 

change parameter values; 

change initial values of dependent variables; 

perform simulation; 

select variables for plotting; 

draw axes. 

Systems can be described either \n a special simulation 

language or in FORTRAN. The program has a built-in compiler 

for the simulation language, and to get high interactivity 

when changing the system structure there is also an editor 

included. 

The simulation language consists of 

declarations for time, state, derivatives, etc; 

ALGOL:s assignment statement for the assignment of 

derivatives, variables, etc; 

a special statement for the assignment of parameters 

and initial values. 

It is possible in SIMNON to separately define subsystems, 

with inputs and outputs, and then connecting them .. Each sub­

system could be described wither by ordinary differential 



equations or difference equations. 

A user's guide has now appeared, see Elmqvist (7502). 

6.4 Presentation 

The interactive program packages have been presented to a 

greater public at a number of occations, e g in Wieslander 

et al (1974). A well attended contact meeting was also helt 

in Lund, May 22-23 in 1975, see also 2.5. During these 

days an extensive description and examplification of the 

programs and their use were given by a number of members of 

our institute, and also by people from industry, see also 

2.5 and appendix G. 

6.5 Program exchange 

The cooperation with other universities has resulted in 

exchange of programs. From the Department for Computing and 

Control at Imperial College, London, an Interactive Classi­

cal Design Program Pacage (CDP) has been received. 

It was first implemented two years ago, but a new and revis­

ed version was implemented on our PDP-15 by Mrs B Shearer 

during her stay here two weeks in May 1975. 

It is possible to consider linear, time invariant, single­

-input single-output systems in continuous or in discrete 

time. 

The rootlocus, Bode, Nyqvist and ~ichols diagrams as well 

as step responses can be calculated and plotted. Stability 

analysis can be performed with the Routh algorithn\s. The 

system can be represented as a transfer function, with poles 

and zeroes,or in state space form. Transformations between 

these representations can be made. 
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Attempts were made to get two other packages from Imperial 

College running, viz, the Multivariable Design Package and 

the Model Reduction Package. 

Some problems arose which prevented a complete success, 

but we will get revised versions from them and have a new 

go at it. 

Likewise, a transfer of IDPAC and SI~~ON to Imperial Colle­

ge is planned. 

I 



7. SYSTEM THEORY 

7.1 Multivariable systems 

A basic problem in multivariable control theory is to 

assign the external dynamical behaviour of the system. 

The specific purpose could be noninteraction, model match­

ing or disturbance localization. These problems can alge­

braically be formulated as solving linear matrix equations 

over the field of rational functions in s, with some addi­

tional requirements to ensure the existence of desirable 

implenentations. A Sl)ecific version of this problem, model 

matching and disturbance localization, is solved in Bengts­

son (l975a) with the additional restriction that the con­

trol must be causal. The noncausal and the generic case are 

treated in Bengtsson (l975b). In the generic case, the sys­

tem is regarded as a datapoint (p) in a normed linear vec­

tor space (RN). Conditions are given which ensure solvabi­

lity for "almost all"' cases, i.e. for all systerr.s (p) except 

those on a proper algebraic variety in RN. 

These results are presently being generalized to give a 

more or less unified treatment of a whole range of prob­

lems which are essential in linear control theory. A very 

prclirninar version of this generalization is ~escribed in 

Bengtsson ( l975c). 

As a part of the project interactive ~esign, a set of com­

puter programs has been developed for synthesis of multi­

variable system. In Bengtsson (7501) it is shown that ab­

stract linear algebra used in the geometric state space 

theory can be transforned to economic computational algo­

rithms provided a linear subspace is described by a basis 

of a certain type, denoted unity form. 

7.2 Dead-beat control 

The work on identification and dead-beat control of a 
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diffusion process has resulted in a PhD theses, Leden 7508. 

The major part of the work on modelling and identification 

has been reported earlier (Reports 7009, 7010, 7121 and 

7334). New results on lumped state space models of the dif­

fusion process are given. These models are derived using 

finite difference techniques. It is found that the accura­

cy of these models is essentially determined by the number 

of intervals used and that a refinement of the approxima­

tion to the partial derivatives only improves the accuracy 

to a certain extent. Moreover, it is important to use smal­

ler intervals near the ends of the rod where the tempera­

ture gradients may be larger. 

The nature of the heat equation implies that it takes con­

siderable time for a solid to reach a steady state tempe­

rature profile. The purpose of many temperature control 

systems is therefore to speed up the time required to reach 

equilibrium. This means that it is quite reasonable to con­

sider dead-beat control strategies. 

A dead-beat control theory for sampled-data control of a 

linear time-invariant multivariable system has been deve­

loped. The following types of controllers are proposed. 

state dead-beat controllers 

output dead-beat controllers 

constrained output dead-beat controllers 

minimum gain dead-beat controllers 

The dead-beat controllers drive the state or the output 

of a discrete-time system to zero in a minimum number of 

time steps, using linear feedback from the state varia­

bles of the system. The system controlled by an output 

dead-beat controller may be unstable. Therefore, it is im­

portant to derive output dead-beat controllers which give 

a stable closed loop system. These controllers are the 

constrained output dead-beat controllers. Numerical as­

pects of the algorithms for computing the dead-beat 
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controll3rs are l'n?s'2nted. c;xperimental results show that 

the d2ad-beat strategies are very relevant for controlling 

the diffusion process (see further section 8.5). 

7.3 Samoled Jata systems 

The r:>lation between the sarnplinq nerioc1 and the locatien 

of u.e zetoes of a sampled system has been investigated 

Ly I (~.J.sta,Jsson and P HaganJC:!r. '.lost r.linimum ?hase systor.1s 

~-;r_:e:n to ~)roducc zoror:s inside the unit circle, but a small 

Loire.:t term or .J. tit~.e Lielay that is a fraction of the 

sac~ling period might give zeroes outsi5e. This hapnens 

for excn:cJl ·.: wi Li fast samplin<J of systems whose high fre­

C(IJc~cy ~hasc l3y is &nc,re than n raJians. 
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8. APPLICATIONS 

8.1 Power systems (S Lindahl) 

The modelling work previously described has been polished 

and is now beeing written up. A regulator for coordinated 

boiler-turbine control based on nonlinear feedforward and 

linear feedback has been designed. Its parameters are 

adjusted by simulation. 

8.2 Ship dynamics and control (C Kallstrom) 

A project in collaboration with SSPA (The Swedish State 

Shipbuilding Experimental Tank), where process identifi­

cation techniques have been applied to determine ship dy­

namics, was finished during the year. The program pack­

age LISPID for parameter estimation in linear state space 

models has been used to analyse measurements from two 

different cargo ships and from 255 000 dwt oil tankers. 

The measurements of the tankers were performed in colla­

boration with Kockums Mekaniska Verkstad AB and the Salen 

Group. The program LISPID, which is running on the compu­

ter UNIVAC 1108 at Lund Computer Center, has also been 

used by SSPA in Gothenburg by tele-processing. A descrip­

tion of the program LISPID and results of identification 

are shown in the final report of this project, Astrom­

-Norrbin-Kallstrom-Bystrom (7431). 

A joint project with Kockums Mekaniska Verkstad AB to de­

sign an adaptive autopilot for large oil tankers has been 

in progress during the year. The purpose of the autopilot 

is to keep the ship on the desired course and to perform 

course changes at different speeds and load conditions, 

and when the ship is disturbed by wind and waves. The pre­

liminary experiments, described in the last annual report, 

have been followed by new ones on the tanker Sea Swift, 

owned by the Salen Group. The results so far have been 

quite satisfactory and further experiments with an adaptive 

autopilot will be carried out. 



The ship simulation program, implemented by use of the 

interactive simulation package, SIMNON, has been improv­

ed. The program has turned out to be a very valuable 

tool to test different kinds of autopilots and to pre­

pare full-scale experiments of ships. 

8. 3 Environmental problems 

8.3.1 Wastewater treatment (G Olsson) 

This work is performed in cooperation with Daterr.a AB, 

Nynashamn. 

Most effort has been devoted to nodelinq and identi­

fication wor~ of activated sludge processes. 

Uiologicdl models for activated sludge systens has 

been studied and the results have been written up in 

Olsson (75llC). Static as well as dynamical analysis of 

those models have been made. The influence of certain 

process parameters and different bacteria cultures have 

been studied. Those simulation results have been used to 

design identification experiments on the Kappala waste­

vlater treatment plant in Stockholm. The simulation stud­

ies will be presented in forthcoming reports: 

The identification results have been used to design con­

trol schemes for the control of dissolved oxygen content 

in the aeration tank of an activated sludge system. The 

oxygen control loop was closed during the spring 1975 and 

the digital control has been running hitherto in about 2 

months. Both PI controllers and self-tuning regulators are 

programmed. Long time tests will be performed before any 

definite answers can be given about the consequences of 

the control. 

During the fall 1974 G Olsson made a study tour to the USA 

to visit a workshop on Research needs for Automation of 
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Wastewater treatment systems. The trip has been reported 

in a travel report Olsson (7522C) . 

. An MS thesis, Larsson-Schroder (RE146), was finished dur­

ing the fall 1974. A model of sedimentation tanks was 

derived. The model has been simulated and compared to 

experimental results found in the literature. 

8.3.2 Urban sewer flow dynamics (B Beck) 

Last year a work was initiated to study prediction of 

urban sewer flow. Rainfall data for Stockholm and sewer 

flow data for the Kappala wastewater treatment plant were 

collected in 1974. Different predictors to estimate the 

parameters for the rainfall/sewer flow relationships have 

been tried out. The findings are reported in Beck (7432C). 

8.3.3 River quality dynamics (B Beck) 

The river quality modeling project was reported in the 

last annual report and has continued until the end of 

1974, when Bruce Beck returned to Cambridge, England. 

Identifications of the dynamics of algal populations and 

their interactions with the dissolved oxygen (DO) and 

biochemical oxygen demand (BOD) in a fresh-water stream 

havebeen performed. The program packages IDPAC and LISPID 

have been used for this purpose. Some further results 

have been reported in Beck (7502C). 

8.4 Climatized buildings (L H Jensen) 

The work during the year can be summarized with the fol­

lowing items. The amount of time that has been spent on 

each item is also given. 



Computer control of roomair temperature with heated 

air (water to air heatexchanger, 3 man months) 

Computer control of roomair temperature with heated 

air (electrical airheater, l man month) 

Computer control of inlet airtemperature (electrical 

airheater, l man month) 

Development of a ~arameter free and qain independent 

regulator with no steady state error (l man month) 

Work with the final report (6 man months) 

The first item deals with ventilated room. The inlet air 

is treated by a postheater. The heat is supplied by water. 

The normal pneumature control consists of two dampers 

which lead one part of t~e air-flow through the heatex­

changer and the other part around it. The water-flow is 

constant in this case. This control was compared with dif­

ferent types ofon/offcontrol of the water-flow using a 

magnetic valve. In this case the whole air-flow passed 

the heatexchanger. The experiments showed that on/off con­

trol of the water-flow could be used to control the room­

air temperature. The work is documented in Jensen-Hansel 

(7421). The work has also been a part of a coqperation 

with the Swedish Steam Users's Association, Malma. 

The second item deals with on/off control of air tem­

perature with an electrical airheater. Both pure on/off 

control and regulators using a model of the process were 

tested. A good result was achieved when a dead-beat regu­

lator was used to indicate if the heading effect should 

be turned on or off. 

The third item deals with control of inlet air tempera­

ture. The controlled process was an electrical airheater. 

The experiments were mainly carried out to test a simple 

parameter free and gain independent regulator with no 

steady state error. 

-------.... 
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This digital regulator is very suitable to use to control 

linear processes with unknown gain or slowly varying gain. 

The disturbances acting on the process are assumed to be 

rather slow. A certain class of nonlinear processes can 

also be controlled. The restrictions are that the process 

output and the process input are not allowed to change 

sign. This can always be overcome by proper scaling. Further 

the local gain must te in the interval between zero and two 

of the global gain. The regulator can be written as 

u(t) = u(t-1) Yset/y(t) 

where 

u(t) process input new 

u (t-1) old 

y (t) process output actual 

Yset 
desired 

The quotient between the old process input u(t-1) and the 

actual process output y(t) can be interpreted as the in­

verted process gain. This number multiplied with the de­

sired output gives the new input. It can also be seen that 

the new input u(t) will be equal to the old input u(t-1) 

only if the desired and the actual output are equal. This 

means that there will be no error in steady state. The 

only variable that has to be chosen· is the sampling inter­

val. The "50% time" of the stepresponse is a suitable 

value. 

The major part of the work has been the writing of the 

final report which will be published in January 1976. 

8.5 Profile control of a diffusion process (B Leden) 

The process is a pilot plant in the laboratory. Process 

inputs u 1 and u 2 are the end temperatures of a long copper 

rod. Process outputs are the temperatures y 1 , Yz ... , y 7 

in seven equidistant points on the rod. The process has 
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been described earlier (report 7010) . 

The multivariable dead-beat controllers are used to drive 

the profile of the rod from an arbitrary initial state to 

a given equilibrium state in a minimum number of time 

steps. The controllers are computed from lumped models of 

the rod. The state of these models are either measured 

directly or reconstructed from the measured end tempera­

tures Yel and Ye 2 of the rod, using Kalman filtering tech­

niques. The study shows that the profile of the rod may 

be controlled accurately in both cases, see Fig 8.1. 
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A multivariable dead-beat control experiment. 

The signals required to run the controller are 

measured directly. All temperatures are refer­

red to 25. 0°C. 
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The investigation also shows that there is no need to use 

very elaborate models of the rod for control purposes. 

This is explained by the fact that the use of dead-beat 

controllers makes it possible to employ a relatively long 

sampling period, compared to the sampling period required 

by conventional DDC-controllers. Therefore, it is not ne­

cessary to describe the fast dynamics of the rod accu­

rately. In fact this points at one very interesting featu­

re of the dead-beat controllers. Moreover, it is found that 

it is possible to construct dead-beat controllers for the 

diffusion process which meet very restrictive requirements 

on the maximal permissible magnitude of the control sig­

nals. These controllers are obtained by choosing a long 

sampling period. This work is reported in Leden 7508. 

8.6 Biomedical problems (Per Hagander) 

Work was done in Tuscon and Los Angeles during Febr to Aug 

1974 on microcirculation, pharmacokinetics, cell cycle 

kinetics and control of respiration. The activities are do­

cumented in Hagander (7426C). 

The cell cycle results have been further developed, and 

some aspects of the accuracy when dotng identification and 

stochastic simulation of those compartment systems are in­

vestigated. 

The microcirculation studies are continued together with 

Department of Experimental Medicin at Pharmacia. Measu­

rements have been used to estimate the parameters of a 

model for the transport of macromolecules across the ca­

pillary membrane, see Rutili et al (1975a, 1975b). 

Studies are going on at the Department of Experimental 

Surgery, Malmo, aiming at the control of local blood flow 

during cancer therapy. The results from XE-clearence ex­

periments in dogs are being evaluated. 



8,7 Miscellaneous 

A dynamic model of a de-aerator of the boiler in a turbine 

tanker has been derived in an MS-thesis by Holmberg­

-Larsson ( RE-15 2) . During certain operating conditions 

pressure oscillations could occur in the de-aerator sys­

tem. The purpose of the work was to find better control 

methods to avoid the oscillations. A mathematical mo­

del of the de-aerator with its exhaust system was built 

up and simulated and different control schemes were tried 

out. A significant improvement of the control system 

could be made. 

A nonlinear model of the feed water system of a 250 000 

ton dwt turbine tanker has been developed in an HS-thesis 

by Bramsmark-Backstrom (RE-155). The model has been simu­

lated using the program package SD1NON and the behaviour 

of the model has been compared with measurements. Using 

the model different types of control strategies have been 

investigated. 
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nagra rekursiva identifieringsmetoder (A compari­

son of different recursive identification methods). 
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RE-141 Bengtsson, B and Egardt, B: Ett interaktivt pro­

grampaket for simulering av sjalvinstallande regu­

latorer (An interactive program package for simu­

lation of self-tuning regulators). August 1974. 

RE-142 Elvgren, F and Krantz, L: Identifiering av ater­

kopplade system (Identification of feedback sys­

tems). August 1974. 

RE-143 Persson, L: Konjugerade gradientmetoden for opti­

mala styrproblem (Investigation of the conjugate 

gradient method for optimal control). July 1974. 

RE-144 Persson, R: Straff-funktionsmetoder for numerisk 

losning av optimala styrproblem (Penalty function 

methods for numerical solution of optimal control 

problems). July 1974. 

RE-145 Bengtsson, L and Paulsson, S-A: Dimensionering av 

operatorspanel (Construction of an operator con­

sole). August 1974. 

RE-146 Larsson, R and Schroder, G: Dynamiska modeller for 

primarsedimentering i reningsverk (Dynamic models 

of primary sedimentation in waste water plants). 

September 197 4. 

RE-147 Andersson, G: Modeller och regulatorer for en in­

dustriell gasturbin (Models and regulators for an 

industrial gas turbine). May 1974. 



RE-148 Akerberg, E: Dimensionering av servosystem - en 

tillstandsmetod (Compensation of a servo system 

using a state space approach). October 1974. 

RE-149 Cromnow, T: Dead-beat styrning av en varmediffu­

sionsprocess (Dead-beat control of a heat diffusion 

process). October 1974. 

RE-150 Fridolf, 0: Reglering av fryshus (Temperature con­

trol in a freezing room). November 1974. 

RE-151 Frideen, L: Atlas Copco Central Regulator RDlOO. 

Electronics and Systems (in English). December 1974. 

RE-152 Holmberg, P and Larsson, J: Dynamiska modeller samt 

simulering och reglering av angavluftarsystem pa 

en turbintanker (Dynamic models, simulation and con­

trol of deaerator system on a turbine tanker) . 

January 1975. 

RE-153 Johansson, H A: Numerisk losning av optimala styr­

problem via generaliserade multiplikatorfunktioner 

(Numerical solution of optimal control problems 

using generalized multiplier functions). February 
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RE-154 Aspernas, Band Foisack, P: Simulering av styr­

system for tankfartyg (Simulation of control sys­

tems for tankers). March 1975. 

RE-155 Bramsmark, G and Backstrom, P: A nonlinear dynami­

cal model and control of the feed water system on 

a turbine tanker (in English). April 1975. 

RE-156 Jeppsson, 0: En sjalvinstallande regulator for 

satsprocesser (A self-tuning regulator for batch 

processes). June 1975. 
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(Simulation of a marking and welding machine). 
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RE-158 Soderquist, B: TSX-tidsdelat operativsystem for 

PDP-15 (TSX- Poor man's timesharing). June 1975. 

RE-159 Abramowicz, H and Stymne, K-J: Duala regulatorer 

(Dual adaptive regulators). June 1975. 

RE-160 Bjorck, A: Interaktiv programmering vid flera an­

vandare (Interactive programming for several 
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-------------------------------------------------------------------------·---

APPENDIX F, COURSES AND SEMINARS 

The courses and seminars given are summarized in this 

appendix. 

COURSES 

The following courses have been given by invited lectures, 

in cooperation with other departments at the University 

or by the personnel within the department. 

The Theory of Dynamical Systems (Professor H Blomberg, 

Helsinki University of Technology, Otaniemi, Finland, Pro­

fessor R E Kalman, University of Florida, Gainesville, USA, 

Professor H H Rosenbrock, Manchester, England, and Profes­

sor \'I M Vlonham, University of ':l'oronto, Canada). 

System Identification (K J Astro~, Department of Automatic 

Control). 

Biological Systems (P Hagander, Department of Automatic 

Control). 

Probability Theory (The book by Kai Lai Chung has been 

studied). 

Cold Mill Automation (Dr G F Bryant, Imperial College, 

London, England). 

SEMINARS 

Professor S K Mitter, MIT, Cambridge, Hass, USA. 

"Controllability, Observability, Stability and Stabiliza­

bility of Systems with Time Delay", July 30, 1974. 

Professor J B Moore, University of Newcastle, Australia. 

"Adaptive Estimation Using Parallel! Processing Techni­

ques", September 6, 19 7 4. 

--- ------------' 
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Professor R Brockett, Harvard University, Cambridge, Mass, 

USA. "The Geometry of Rational Functions", September 16, 

1974. 

"Nonlinear Systems via Lie Algebraic Techniques", Sep­

tember 17, 1974. 

Mr S Lindahl, Vattenfall, Stockholm. 

"Reglering av varmekraftstationer" ("Control of thermal 

power plants"), September 19, 1974. 

Professor S Morse, Yale University, New Haven, Conn, USA. 

"Parametrization of Linear Systems for Identification", 

September 20, 1974. 

Mr G Andersson, Stal-Laval, Finspang. 

"Reglering av gasturbin" ("Control of a gas turbine"), 

November 13, 1974. 

Professor G Einarsson, Lund Institute of Technology. 

"Kommunikationsteori" ("Communication theory"), December 

4, 1974. 

Dr B Beck, visiting fellow from Cambridge University, 

England. "Some Problems of Water Pollution"., December 

10, 1974. 

Dr B Wittenmark, Lund Institute of Technology. 

"PR- re sa med STURE" ("A round-trip with STURE") , December 

12, 1974. 

Mr 0 Fridolf, Accuray, Lund 

"Reglering av fryshus" ("Control of a cold-storage plant"), 

December 19, 1974. 

Mr E Ulen and coworkers, Research Institute of National 

Defense, Stockholm. "Presentation av forskningen vid avd 

220 pa FOA" ("Presentation of the research program of de­

partment 220 at the Research Institute of National Defense"), 

January 8, 1975. 



Mr J Agerberg, 

"PASCAL - ett programmeringss]:>rak" ("PASCAL - a program-

ming language"), January 16, 1975. 

Mr I Dahlstrand, 

"Portabili tet hos berakningsprogram" ( "Portabi li ty of com-

puting programs"), February 7, 1975. 

Mr L Pernebo and Prof K J Astrom, Lund Institute of Tech­

nology. "Classical Desicm", February 7, 1975. 

Hr P-E Mases, Kockums, Halmo. 

"Hur Kockums loser sina reglerproblem" ("How Kockums solve 

their control problems"), February 13, 1975. 

Hr P-O Borjesson, Lund Institute of Technology. 

"FFT och OFT. Diskussion av egenskaper och tillampningar" 

("FFT and OFT. A discussion of qualities and applications"), 

February 14, 1975. 

Hr J Gertler, Budapest, Hungary. 

"Standardization Efforts in Process Control", March 17, 

1975. 

Hr S Jahnberg, FOA, Stockholm. 

"Tillforlitlighet hos datorer" ("Reliability of computers"), 

March 20, 1975. 

Hr G Andersson, Elektronlund, Lund 
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"Hur vi gor reglersystem" ("How we make our control systems"), 

March 21, 1975. 

Hr B Aspernas and Mr P Foisack, Lund. 

"Simulering av styrsystem for tankfartyg" ("Simulation of 

steering systems for tankers"), April 2, 1975. 

Mr H Rundqvist, Lund Institute of Technology. 

"Intellec samt uppbyggnad av ett mikrodatorkort" ("Intellec 

and the shape of a micro computer card"), April 3, 1975. 
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Professor B L Pierson, Iowa State University, Ames, Iowa, 

USA. "Optimal Control of Some Sailplane Trajectories" 1 

April 4, 1975. 

Mr H Elmqvist, Lund Institute of Technology. 

"INTRAC - ett interaktivt sprak" ("INTRAC - an interactive 

language"), April 7, 1975. 

Mr B Holm, ASEA, Vasteras. 

"Presentation av processdatorn Modcomp" ("Presentation of 

the process computer Modcomp"), April 11, 1975. 

Dr D Clarke, University of Oxford, England. 

1) "Self-tuning Controllers", April 16, 1975. 

2) "Micro-processor Self-tuners", April 18,. 1975. 

Mr H Elmqvist, Lund Institute of Technology. 

"SIMNON-nyheter" ("SIMNON-news"), April 21, 1975. 

Mr L Jensen, Lund Institute of Technology. 

"Reglerproblem inom varme och ventilation" ("Control 

problems in air-conditioning"), April 23, 1975. 

Mr I Aaro, Royal Institute of Technology, Stockholm. 

"Ett hjalpmedel for interaktiv kommunikation mellan man­

niska och program" ("An aid for interactive communica­

tion between man and program"), April 28, 1975. 

Dr J W Bernard, The Foxboro Company, Mass, USA. 

"Research at Foxboro", May 5, 1975. 

·Dr B Leden, Lund Institute of Technology. 

"Identifiering och dead-beat-styrning av en varmelednings­

process" ("Identification and dead-beat-control of a heat 

diffusion process"), May 20 and 21, 1975. 

Professor R Mehra, Harvard University, Cambridge, Mass, USA. 

"System Identification", May 27 and 28, 1975. 

I 



Ing A Halouskova, Institute of Information Theory, Prague, 

Czechoslovakia. "Effective Algorithms for Least Squares", 

May 30, 1975. 

Dr 0 Sefl, Institute of Information Theory,Prague, Czecho-

slovakia. "Research in Prague", June 3, 1975. 
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APPENDIX G, LECTURES BY THE STAFF 

1974 

July 10 

July 11 

July 11 

July 15 

July 15 

July 30 

Aug 5 

Aug 8 

Aug 13 

Aug 26 

B Wittenmark: Industrial applications of a 

self-tuning regulator. Systems Control, Palo 

Alto, USA. 

B Wittenmark: Industrial applications of a 

self-tuning regulator. System Science, UCLA,. 

Los Angeles, USA. 

P Hagander: Operator factorization and the 

fixed interval linear smoothing problem. 

Systems Science, UCLA, Los Angeles, USA. 

K J Astrom: Theory and applications of self­

-tuning regulators. Univ of Manchester, Man­

chester, England. 

P Hagander: Review of five papers on exercise 

and respiration. Dept Anesthesiology, UCLA, 

Los Angeles, USA. 

B Wittenmark: Adaptive control - A·survey. 

Brown University, Providence, USA. 

B l'ii ttenmark: On self-tuning regulators. 

Harvard University, Cambridge, USA. 

B Wittenmark: Self-tuning regulators - Theory. 

Brown University, Providence, USA. 

B Wittenmark: Self-tuning regulators - Indus­

trial applications. Brown University, Provi­

dence, USA. 

B Wittenmark: On self-tuning regulators. Uni­

versity of Montreal, Montreal, Canada. 



Aug 27 

Sept 9 

Sept 25 

Sept 27 

Sept 27 

Sept 27 

Sept 27 

Oct 1 

Oct 2 

Oct 3 

B Wittenmark: Industrial applications of a self­

-tuning regulator. Canadian Pulp and Paper Re­

search Institute. 

K J Astrom: System modelling for control and 

optimization. Institut de la vie Conference 

Mondial Vers un plan d'action pour l'Humanite, 

Paris. 

K J Astrom and B l'littenmark: Analysis of a self­

-tuning regulator for non-minimum phase systems. 

IFAC Symposium on Stochastic Control, Budapest. 

U Borisson: Self-tuning control of an ore crusher. 

IFAC Symposium on Stochastic Control, Budapest. 

L Ljung: Analysis of a class of adaptive regu­

lators. IFAC Symposium on Stochastic Control, 

Budapest. 

L Ljung: Convergence of recursive stochastic 

algorithms. IFAC Symposium on Stochastic Control 

Theory, Budapest. 

K J Astrom: Stochastic control the?ry and some of 

its industrial applications. Invited general lec­

ture, IFAC Symposium on Stochastic Control, 

Budapest. 

K J Astrom: System identification. Technical 

University of Budapest, Budapest, Hungary. 

K J Astrom: Self-tuning regulators. Hungarian 

Academy of Science,_Budapest, Hungary. 

G Olsson: Control problems in wastewater treat­

ment systems. MIT, Electronic Systems Lab, 

Cambridge, Mass, USA. 
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Oct 3 

Oct 10 

Nov 20 

Nov 25 

Dec 5 

Dec 

Dec 17 

K J Astrom: Computer aided design of control 

systems. Computer and Automation Institute, 

Hungarian Academy of Science, Budapest, Hungary. 

T Glad: Lagrange multiplier methods for nonli­

near optimization. IFAC/IFORS Conference on 

Optimization - Applied Aspects, Varna, Bulgaria. 

P Hagander: Anvandning av dynamiska modeller. vid 

biologisk forskning (The use of dynamic models in 

biological research). Avd for experimentell me­

dicin, Pharmacia, Uppsala. 

G Bengtsson: Identification of linear systems. 

Three lectures given at the Center for Mathema­

tical System Theory, Univ of Florida, Gainesville, 

Florida, USA. 

L Ljung: Optimal control of a sulfite digester. 

Measurex, Inc, Cupertino, Calif, USA. 

G Bengtsson: Geometric state space theory. Three 

lectures given at the Center for Mathematical 

System Theory, Univ of Florida, Ga~nesville, 

Florida, USA. 

J Holst: Anvandande av sjalvinstallande predik­

torer for prognos av belastning i kraftsystern 

(On the use of self-tuning predictors for predic­

tion of the hourly load in a power network) . 

Statens Vattenfallsverk (Swedish State Power 

Board) , Stockholm. 
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Jan 13 

Jan 20 

Feb 3-4 

Feb 24 

L Ljung: Convergence of recursive stochastic 

algorithms. Stanford University, Stanford, 

Calif, USA. 

L Ljung: Identification of systems with feedback. 

Systems Control, Inc, Palo Alto, Calif, USA. 

I Gustavsson: Praktisk tillampning av process­

identifiering (Application of process identifi­

cation). Institute of Technology, Uppsala. 

L Ljung: Identification of systems with feedback. 

ISL Industrial affiliates meeting, Stanford Uni­

versity, Stanford, Calif, USA. 

March 18 K J Astrom: Processidentifiering (System identi­

fication). Institutionen for statistik, Goteborgs 

Universitet. 

March 19 K J Astrom: Statistisk reglerteori (Stochastic 

control theory). Institutionen for statistik, 

Goteborgs universitet. 

March 20 G Olsson: Modellbyggnad och reglering av aktiv­

slamanlaggning (modeling and control of an acti­

vated sludge process). Foreningen for Vatten­

hygien, Royal Inst of Technology (Swedish section 

of Water Pollution Control Federation), Stockholm. 

March 25 K J Astrom: System identification and adaptive 

control. Univ of Stuttgart. 

April 4 G Bengtsson: Feedforward control of linear multi­

variable systems. Dept of Electrical Engineering, 

Univ of Toronto. 

April 21 L Ljung: Adaptive control. Stanford university, 

Stanford, Calif, USA. 
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April 17 K J Astrom: Gyroskop som matgivare (The gyro as 
a transducer) • Department of Electrical Measu­
rements, Lund Institute of Technology. 

April 21 
and 23 

L Ljung: On the significance of conditioning, 
innovations and martingales in identification 
problems. Stanford University, Stanford, Calif, 
USA. 

April 24 K J Astrom: Kalman-filtrering - en teori for 
dynamiska matningar (Kalman filtering - a theory 
for measurement of dynamic variables). Depart­
ment of Electrical Measurements, Lund Institute 
of Technology. 

May 22-23 Interactive data handling of dynamical systems. 
Course for industrial and university people 
given in Lund. 

1) Inledning (introduction), K J Astrom. 
2) Interaktiv databehandling (Interactive compu­

tation), J Wieslander. 

3) IDPAC - ett interaktivt program for dataanalys 
och identifiering (IDPAC - an interactive pro­
gram for data analysis and ideNtification). 

4) Industriella tillampningar av IDPAC (Industri­
al applications of IDPAC): Ship dynamics, K J 
Astrom and C Kallstrom, Wastewater treatment 
plants, G Olsson. 

5) SIMNON - ett interaktiv simuleringsprogram for 
olinjara system (SIMNON - an interactive simu­
lation program for non-linear systems) . 

6) Tillampningar av SIMNON (Applications of SIMNON): 
Simulering av en kraftstation (Simulation of a 
power station), S Lindahl, Swedish State Power 
Boar~ Farmakokinetik (Farmacokinetics) , K J 
Astrom and G Wettrell (Lund University Hospi­
tal), Synkroniseringsregulator till tryckpress-



June 4 

June 6 

June 10 

linje {Synchronization controller for a prin­

ting machine set-up), Goran Andersson. 

7) Datorstodd syntes av reglersystem {Computer 

aided design of control systems), J Wieslan­

der. 

8) SYNPAC - ett interaktivt programsystem for 

syntes av reglersystem {SYNPAC - an inter­

active program system for synthesis of con­

trol systems), J Wieslander. 

9) Dimensionering av styrautomater for flygplan 

{Synthesis of autopilots for aircrafts), 

P 0 Elgcrona, SAAB-SCANIA. 

10) CDP - classical design package - classical 

synthesis, Beatrice Shearer, Imperial College, 

London. 

11) Kombination av simulering och optimering for 

syntesandamal {Combinat~o~ of simulation and 

optimization for synthesis purposes), T Glad. 

12) Implementering av interaktiva program {Im­

plementation of interactive programs), 

J Wieslander. 

L Andersson: Program development for microcompu­

ters using a host computer. MIMI 75, Mini- and 

microcomputers and their applications, ZUrich, 

Switzerland. 

K J Astrom: Teori och teknologi {Theory and tech­

nology). IVh Troedsson Symposium, Skovde. 

L Ljung: On consistency and identificability. 

Symposium on Stochastic Systems, University of 

Kentucky, Lexington, Kentucky. 
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APPENDIX H, TRAVELS 

Karl Johan Astrom spent part of the summer at Imperial 

College, London, with trips to Cambridge, Manchester and 

Oxford. He also participated in Institut de la Vie Con­

ference on "Vers un plan d'actions pour l'llumanite", the 

IFAC Symposium on Stochastic Control, Bu-'laoest,and the 

Heads of Control Laboratories meeting in Rome. 

Gunnar Bengtsson has been on leave from October 1974 in 

USA and Canada. During the period Oct 1, 1974 - Jan 4, 

1975 he has visited University of Florida, Gainesville, 

USA, and after that the University of Toronto, Toronto, 

Canada. He also participated in the IFAC Symposium on 

multivariable systems in Manchester, England, in Sep 1974. 

Ulf Borisson participated in the IFAC Conference on Sto­

chastic control theory in Budapest in Sept 1974. 

Torkel Glad participated in the IFAC/IFORS conference on 

Optimization - Applied Aspects in Varna, Bulgaria, Octo­

ber 1974. 

Per Hagander visited UCLA, Los Angeles, USA,_ from March 

until the end of August 1974, This is reported in Hagander 

(7426 C). 

Claes Kallstrom was travelling with the tanker Sea Swift 

from Dubai to Cape Town Oct 5 - Oct 24, 1974. During the 

travel, experiments with the autopilot were tried out. 

Lennart Ljung has been on leave from the Department from 

October 8, 1974, and has visited Stanford University, 

Stanford, California, He is expected to return in October 

1975. He also participated in the IFAC Symposium on Sto­

chastic Control Theory in Budapest in September 1974, He 

has been visiting the Information Systems Laboratory, 

Stanford University, Stanford, Calif, since October 1974. 

I 



He participated in the IEEE Conference on Decision and 

Control in Phoenix, Arizona, November 1974, and in the 

Symposium on Stochastic Systems in Lexington, Kentucky, 

June 1975. 

Gustaf Olsson participated in a workshop on research 

needs in automation of wastewater treatment, held in 

Clemson, South Carolina, USA, in Sep 1974. He also vi­

sited some other research institutes during the same 

travel. It is reported in a travel report, Olsson (7522C). 

Johan Wieslander participated in the IFAC symposium on 

multivariable systems, Manchester, England, in Sep 1974. 

Bjorn Wittenmark returned from University of Calgary, 

Canada, and the Brown University, Providence RI, USA, in 

the end of August 1974, where he had been since Feb 27, 

1974. The visits are reported in Wittenmark (7429C). 
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