STATISTICAL METHODS FOR ASSESSING AGREEMENT FOR ORDINAL DATA
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ABSTRACT

Evaluation of various methods in clinical practice is often based on interpretations by two or more observers. Such data need to be analysed with correct statistics, or the results and conclusions may be misleading. In this article the use of measures of agreement for ordinal data in five international nursing journals is reviewed and various methods for measuring agreement are presented and discussed. Analyses of agreement did not seem to be very common in nursing research, but a great variation was found regarding the choice of method for analysing agreement. Both acceptable and unacceptable methods were found in the articles reviewed. When choosing among various methods for agreement the weighted Kappa coefficient is probably the most useful for ordinal data, but several issues of concern arise and need to be taken into consideration when using these types of analyses.

Keywords: Ordinal data, Agreement, Statistics, Kappa, Kappa statistics, Kappa coefficient, Nursing, Caring Sciences
INTRODUCTION

In clinical research, agreement between observers is often analysed when evaluating various methods. Agreement between observers (inter-rater agreement) can be measured in different ways, and some methods may be regarded as more accurate than other. Depending on which method one uses, one can obtain quite different values (1). The Kappa coefficient (2) has traditionally been used to evaluate inter-rater reliability between observers of the same phenomenon, and was originally proposed to measure agreement by classifying subjects in nominal scales, but it has since been extended to the classification of ordinal data as well. Other measures such as percentage agreement (also called exact agreement) and weighted Kappa coefficient are also used in various studies.

Ordinal data in general are often not presented or analysed appropriately in research studies, as has been shown in previous reviews (3, 4, 5). Avram (3) and colleagues reviewed two American anaesthesia journals from 1981 and 1983; Lavalley and Felson (4) reviewed three rheumatology journals from 1999; and Jakobsson (5) reviewed three nursing journals from 2003 for their presentation and analysis of ordinal data. The reviews found appropriate presentation in about 39–49% of the articles and appropriate analysis in 57–63%. However, these reviews had a general focus and hence more studies focusing on specific analyses such as inter-rater reliability are needed.

AIM

To review the literature regarding the use of statistical methods for measuring agreement for ordinal data, and show various examples of and discuss how to most appropriately measure agreement for this type of data.
A review of the literature (international peer-reviewed nursing journals) regarding the use of measures for agreement on ordinal scales was performed. The review comprised all the 2004 issues of *Applied Nursing Research, Nursing & Health Sciences, Nursing Research, Pain Management Nursing* and *Scandinavian Journal of Caring Sciences*. Only full-length research articles were reviewed. Ordinal data in the articles were identified according to the criteria of Siegel and Castellan (6).

A total of 183 articles were reviewed and 9 (4.9%) of the articles were found to analyse agreement for ordinal data (Table 1). Ninety-six (60%) articles were quantitative studies, 44 (24%) were qualitative studies, while 14 (8%) had a combination of a quantitative and a qualitative design. The rest of the articles were categorised as “other articles” (e.g. review articles, methodological articles). The most common analyses for agreement of ordinal scale were (unweighted) Kappa analysis (n=3) and weighted Kappa (n=4). Other methods were percent of agreement (n=3), percentage of “acceptable agreement” (± 1 point difference) (n=1), Spearman rank-order correlation (n=1), paired Student’s t-test (difference in total score) (n=1), some kind of unknown “inter-rater reliability” analysis (n=1) and another unknown “testing for content validity using a 5-point Likert scale” analysis (n=1).

The number of articles that handled analyses of agreement for ordinal data was found to be rather small, one reason for which might be that the review covered only one year. If the review had been broadened to include more years it would probably not have given any
different result. A review (5) of issues from 2003 in three international nursing journals confirms this assumption, hence we do not see any reason to think that the sample is skewed.

MEASURES OF AGREEMENT

Inter-rater agreement can be calculated as percentage agreement, Cohen’s Kappa coefficient ($K$) and weighted Kappa coefficient ($K_w$). The different methods will be illustrated and discussed below using an example based on fictitious data (Table 2). The easiest way of calculating agreement is percentage of agreement, that is, the sum of the diagonal of the matrix ($25+9+12+21=67$) divided by the sum of the observations ($N=85$). The percentage of agreement (i.e. exact agreement) will then be, based on the example in table 2, $67/85=0.788$, i.e. 79% agreement between the grading of the two observers (Table 3). However, the use of only percentage agreement is insufficient because it does not account for agreement expected by chance (e.g. if one or both observers were just guessing and/or the agreement happened by chance).

INSERT TABLE 2

Correlation is sometimes also used as a measure of agreement. However, correlation, like the chi-square test, is a measure of association and does not satisfactorily measure agreement (1, 7). Association can be defined as two variables that are not independent, while agreement is a special case of association where the data in the diagonal (perfect agreement) are of most interest. It should be noticed that perfect association does not automatically mean perfect agreement because a perfect correlation ($r=1.0$) can be obtained even if the intercept is not zero and the slope is not 1.0. An example of this is when one of the observers constantly
grades the scores a little higher than the other observer. This will give a high association but low agreement. Thus, correlation does not account for systematic biases. Furthermore, the correlation coefficient tends to be higher than the “true” reliability (8). This can be seen in our example when Spearman’s rank order correlation is compared with the other three methods (Table 3).

When two or more observers are asked to grade an item on some criterion, Cohen’s Kappa coefficient is an adequate method to measure agreement. The advantage of the Kappa statistic (K) is that it does account for both percentage agreement and the percentage of agreement expected by chance. The interpretation of Cohen’s Kappa coefficient is (theoretically) 1.0 for perfect agreement while chance agreement would equate to zero. Values are often interpreted as follows: below 0.20 regarded as poor, 0.21–0.40 as fair, 0.41–0.60 as moderate, 0.61–0.80 as good and >0.80 as very good agreement (7). Landis and Koch (9) had a classification that had more categories; 0.00 was regarded as poor, 0.00–0.20 as slight, 0.21–0.40 fair, 0.41–0.60 moderate, 0.61–0.80 substantial, and 0.81–1.00 almost perfect. Unlike Spearman’s rank order correlation, the Kappa coefficient accounts for systematic biases. Kappa is calculated as the ratio of the observed and expected frequencies (Table 4):

\[
K = \frac{p_o - p_e}{1 - p_e}
\]

Observed proportional agreement: \(p_o = \frac{\sum f_{ii}}{n} = \frac{a + d}{n}\)

Expected proportional agreement: \(p_e = \frac{\sum f_{i}c_{i}}{n^2} = \frac{n_1 \times n_3}{n^2} + \frac{n_2 \times n_4}{n^2}\)
where \( n \) is the total number of observations and \( f_{ii} \) is the number of agreements in the diagonal, \( r_i \) and \( c_i \) are the row and columns totals respectively for the \( i \)th category.

Cohen’s Kappa coefficient, as stated earlier, considers both percentage agreement and the percentage of agreement expected by chance. However, the limitation of the Kappa statistics is that it does not take any account of the degree of disagreement. In fact, all disagreement is treated equally (i.e. the unweighted Kappa gives zero weight to all disagreement cells). This is an important issue when calculating agreement of ordinal data and the magnitude of disagreement becomes significant. To “solve” this problem a weighted Kappa coefficient can be calculated, which is a generalisation of the unweighted Kappa coefficient (10). Different weights are given according to the magnitude of the disagreement. The determination of weights is a rather subjective issue and some different ways have been proposed for giving the disagreements their weights (cf. 10, 11, 12). To be noticed, the coefficient of the weighted Kappa can vary due to the weighting method (i.e. choice of weights) employed (13). In this article we illustrate a rather common and easy way to calculate weighted Kappa, known as “absolute error weights”.

If \( i \) denotes the cells in rows and \( j \) denotes the columns, the weight \( w_{ij} \) is calculated as:

\[
w_{ij} = 1 - \frac{|j - j|}{(g - 1)}
\]

where \( g \) is the number of categories and \( 1 \leq i, j \leq g \). Thus, all cells on the diagonal give a weight of 1. The other weights will then be as presented in table 5. The value of weighted
Kappa in table 3 is calculated with “absolute error weights”. Another method for weighting is the “square error weights” which are calculated as:

\[ w_{ij} = 1 - \frac{(i - j)^2}{(g - 1)^2} \]

This method is similar to the one previously described, but the weights and the Kappa value will be a little bit different.

Regardless of what kind of weighting method that is used the weighted observed (\( p_{ow} \)) and expected (\( p_{ew} \)) agreement are then obtained as:

\[
p_{ow} = \frac{\sum \sum w_{ij} f_{ij}}{n}
\]

\[
p_{ew} = \frac{\sum \sum w_{ij} r_{i} c_{j}}{n^2}
\]

and, the weighted Kappa are calculated as:

\[
K_w = \frac{p_{ow} - p_{ew}}{1 - p_{ew}}
\]

The interpretation of the weighted Kappa coefficient is the same as for the unweighted one, where 1.0 means perfect agreement while zero signifies chance agreement. Most of the statistical software also present some kind of hypothesis testing where a p-value is obtained. The null hypothesis is often set to \( H_0: K=0 \), which means that a significant p-value only tells us that the Kappa value is not zero (with some certainty). Thus, the test of significance may seem irrelevant to the questions of agreement, especially when comparing two methods that are developed to measure the same phenomenon. A 95% confidence interval (CI) will then give us more information about the estimation of the Kappa value. However, this will imply a
not too large sample because too large a sample will give a very narrow confidence interval, hence will make the interpretation difficult. Firstly a standard error, $se(K)$, is calculated, which in turn is used to calculate the confidence interval. An approximate standard error can be calculated as follows:

$$se(K) = \sqrt{\frac{p_o(1 - p_o)}{n(1 - p_e)^2}}$$

and the 95% confidence interval will then be:

$$K \pm 1.96 \times se(K)$$

In the example (Table 2 & 3) the $se(K)$ will be 0.060 and the 95% CI will be ranging from 0.591 to 0.827 for the unweighted Kappa value. For the weighted Kappa in table 3 the $se(K)$ will be 0.028 and the 95% CI will range from 0.72512 to 0.8349.

Is then the weighted Kappa really the best way to analyse agreement of ordinal data, with a minimum of errors? The answer to this is not clear, and some studies have discussed this issue. One well-known problem with Kappa statistics is that the Kappa value depends on the prevalence in each category, which leads to difficulties comparing the Kappa values from different studies with different prevalence in the categories (cf. 14). The number of categories in the variable assessed also affects the Kappa coefficient. With an increasing number of categories the Kappa value tends to be lower. In our example $K=0.709$ for four categories (Table 2), but collapsing the table into a 2x2 table where [0, 1]=0 and [2, 3] = 1 gives us $K=0.857$. To reduce this effect of changes in the number of categories, the intra-class correlation has been argued to be a better alternative because it is less sensitive to these changes (15). However, the intra-class correlation instead tends to increase with an increasing
number of categories, so one may wonder whether this is a better method to be use for ordinal
data. The intra-class correlation is probably best suited for continuous data.

Graham and Jackson (13) argued that the (squared error) weighted Kappa in some respects
can be regarded more as a measure of association than of agreement. This is because the
weighted Kappa coefficient is calculated on the marginal frequencies and is not sensitive for
changes in the matrix i.e. when the figures in the diagonal change but the marginal
frequencies are unaffected. So, even if the exact agreement changes, the Kappa value is
unchanged if the row and column marginal are unchanged (13).

Weighted Kappa, as previously stated, is a measure of the agreement (reliability) of ordinal
data. In the same way, the intra-class correlation is often used as a measure of reliability in
quantitative scales. These two measures are known to be used on the respective scale types
and should not be used interchangeably. However, some authors have presented some
exceptions to this “rule”. Cohen (2) has previously shown that for a $2 \times 2$ table where the
marginal distributions are identical, the same Kappa coefficient (weighted as well as
unweighted) may be interpreted as the phi coefficient. Furthermore, for a general $m \times m$ table
with identical marginal distributions and weights, weighted Kappa is equal to the product-
moment correlation (10). However, such comparison is only valid for ordinal scales where the
category is scored 1 for the first category, 2 for the second, and so on. Fleiss and Cohen (16)
argued in their article that weighted Kappa coefficient is asymptotically equivalent to the
intra-class correlation. This equivalence is only true when using square error weights and
when systematic variability between observers is included as a component of total variation
(16). Thus, there are some similarities (under certain circumstances) between correlation and
agreement (Kappa coefficient), but it seems much easier use the Kappa coefficient when investigating agreement for ordinal scales.

CONCLUSIONS

Even if analyses of agreement were not very common in nursing research, great variation was found regarding the choice of method for analysing agreement. Both acceptable and unacceptable methods were found in the articles reviewed regarding analyses of agreement for ordinal data as well as the handling of ordinal data in general. Several issues of concern appear when measuring agreement in ordinal data. The following list gives some key points regarding analysis of agreement discussed in this article:

- Chi-square test and correlation (both Pearson’s and Spearman’s) are measures of association and not agreement, hence are not be used to measure agreement in ordinal data.

- The unweighted Kappa cannot detect differences that are not in the diagonal of the matrix and therefore cannot provide a complete description of the agreement in ordinal data.

- The weighted Kappa coefficient is probably the most useful measure for agreement in ordinal data.

- However, it is important to remember that the Kappa coefficient depends upon the prevalence in the cells as well as the number of categories in the variable, which makes it difficult to compare results from different studies.

- Furthermore, because various weighting method are used in different studies, comparison of the studies is difficult.
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**Table 1.** The result from the literature review.

<table>
<thead>
<tr>
<th>Journal</th>
<th>Number of articles (total)</th>
<th>Number of articles using ordinal scales and analysing agreement</th>
</tr>
</thead>
<tbody>
<tr>
<td>Applied Nursing Research</td>
<td>34</td>
<td>3</td>
</tr>
<tr>
<td>Nursing &amp; Health Sciences</td>
<td>36</td>
<td>0</td>
</tr>
<tr>
<td>Nursing Research</td>
<td>45</td>
<td>2</td>
</tr>
<tr>
<td>Pain Management Nursing</td>
<td>16</td>
<td>0</td>
</tr>
<tr>
<td>Scandinavian Journal of Caring</td>
<td>52</td>
<td>4</td>
</tr>
</tbody>
</table>

**Table 2.** An example of the outcome of the grading for two observers.

<table>
<thead>
<tr>
<th>Observer 1</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Observer 2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>25</td>
<td>7</td>
<td>1</td>
<td>0</td>
<td>33</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>9</td>
<td>1</td>
<td>0</td>
<td>13</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>2</td>
<td>12</td>
<td>2</td>
<td>18</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>21</td>
<td>21</td>
</tr>
<tr>
<td>Total</td>
<td>30</td>
<td>18</td>
<td>14</td>
<td>23</td>
<td>85</td>
</tr>
</tbody>
</table>

**Table 3.** Agreement between the two observers’ ratings of the items in Table 1. Comparison of Cohen’s Kappa coefficient (weighted; $K_w$) and (“unweighted”; $K$), Spearman’s rank order correlation ($r_s$) and percentage agreement.

<table>
<thead>
<tr>
<th>Inter-rater agreement (n=85)</th>
<th>$K_w$</th>
<th>$K$</th>
<th>$r_s$</th>
<th>Percentage agreement</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.780</td>
<td>0.709</td>
<td>0.877</td>
<td>0.788</td>
</tr>
</tbody>
</table>

**Table 4.** Matrix for calculating Kappa statistics

<table>
<thead>
<tr>
<th>Observer 1</th>
<th>Yes</th>
<th>No</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Observer 2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>a</td>
<td>b</td>
<td>n&lt;sub&gt;3&lt;/sub&gt;</td>
</tr>
<tr>
<td>No</td>
<td>c</td>
<td>d</td>
<td>n&lt;sub&gt;4&lt;/sub&gt;</td>
</tr>
<tr>
<td>Total</td>
<td>n&lt;sub&gt;1&lt;/sub&gt;</td>
<td>n&lt;sub&gt;2&lt;/sub&gt;</td>
<td>n</td>
</tr>
</tbody>
</table>
Table 5. Weights given to each cell when calculating weighted Kappa

<table>
<thead>
<tr>
<th>Observer 2</th>
<th>Observer 1</th>
<th></th>
<th></th>
<th>4</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
<td>2</td>
<td>3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Observer 2</td>
<td>1</td>
<td>1.00</td>
<td>2/3</td>
<td>1/3</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>2/3</td>
<td>1.00</td>
<td>2/3</td>
<td>1/3</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>1/3</td>
<td>2/3</td>
<td>1.00</td>
<td>2/3</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0</td>
<td>1/3</td>
<td>2/3</td>
<td>1.00</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>30</strong></td>
<td><strong>18</strong></td>
<td><strong>14</strong></td>
<td><strong>23</strong></td>
<td><strong>85</strong></td>
</tr>
</tbody>
</table>