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ABSTRACT

This neport covers the third year of the pllocess contr-ol pr-o-

ject at the Division of Automatic Control at Lund Institute of
Technology. The pnoject contains foun parts: System Identifica-
tion, Adaptive Contnol-, Numerical Methods for OptimaÌ Control
and Applications.
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]-. INTRODUCTION

The project is part of a 1<lng rallge program in the area of
pnocess control-. A program cover-ing the first three yealls
period is given in refenence [f]. The results obtained du-
i:ing the finst and second yrears,; å,1?ê,. pe,pon't'ed: rin' .[ 2'f';l-6 ] in-[his
neport covers the resul-ts obtained during the l-hind yean.
A detail-ed program fon this activity is given in t5l. IrVe

have essentially been able to follow the original plans.
Based on the r.esults obtained a new three year program hTas

also formul-ated in f969. -S,ee l4l

AIl :research at the Institute has been centened around the
process contnoJ- project. Contnibutions have been given by
four reseanch engineei:s supported by the Swedish Boaird of
Technical Development (STU) as wèll as students and staff
of the Institute. The wo:rk has been organized so that the
nesearch engineer-s Ïrave acted as project leaders in the a-
reas : Pr-ocess Identification, Numerical Methods of Optimal
Controf , Adaptive Control and Real--time Oomputatj-on. A majon

effort has afso this yealr been devoted to the evaluation,
purchasing and installation of a Process Control Computer.
A reasonabl-e arnount of time has also been devoted to tnai-
ning the staff to handl-e the computen. The major- coondina-
ting function has been done by K¡cI. A'stn'öm'i th,íe y!ea? lhæough
n'entotq cOn'.trOI fæCfu USAi¡r..-,, :r,. 'i¡i .: it,t3 r. :. ,,''.:;i.';; i.r,.,.

t\.',f." :: I .trl'1.1 ..:.t :t .,..-l:..1,'1,-'-:. i-,:', 'r; L anf1
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PROCESS IDENTIFI CATION

l- Intnoduction

Process identification has been one of the maj or activities
of our- gnoup. The wo:rk has been divided into the areas of
off-line identification, multivaniabl-e systems and real-time
identification. The j-dentification of linear single output
or single input systems is now wel-l- understood. !r/e have se-'
ve:ral efficient numei:ical algorithms availabl-e as well- as

computational expeniences on industrial data. The ma¡ or pno-
blems which remain 'arre .ide,r*td-rfúeå.t'i-o'Ìy:'i:fmd-ai:þer sry,s.têins, struc-
tural. pi:o.bletne:rt.f ør' multivaniabitp"l èrysti.'rns ctroiae': $f i rs¡a'lltpling

ir,rte':rvaJ-s and input signals .

The real-time identification pr^obl-em is stil-l- in its in-
fancy. V'/e have sever:al- algorithms which are operating velly
weJ-J- but analysis and convergence proofs are still lacking.

In the last
Pairameter Es

papers.

,A,stnöm K. J.
-'a-'ll

IFAC symposium on Identification and Process

timation oulr group contributed the following

and Eykhoff P. I'system Identification a sur-

Valis J. r?0n-l-ine Identification of Mutti-variable Linear
Systems of Unknown Sti:uctune from Input Output Datarr.

Ii'/iesl-anden J. and Wittenmark B. ÎÎAn Approach to Adaptive
Control using Real--time Identificationtr .

Gustavsson I. "Comparison of Differ-ent Methods fon Identi-
fication of Linean Models for- Industrial Processest'.

2.2 Off-]-ine Identification

Off-line identification of linean systems with one input
or one output have been studied e xtensively. Several tech-
niques have been tried. One of the most powerful being the
maximum likefihood technique which has been developed at the
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Institute. Diffenent identification techniques have been
applied to a large number of indust:rial measur:ements, in-
cluding dynamic experiments as well as time-series analysis.
A survey of some resul-ts obtained i-s given in Gustavssons
Prague-paper which was mentioned above.

Thnough extensive contacts with irrdudtrry" we,,klave ¡bbüá¡lneld

extensive sets of industniaf data. Among the contnibutors
we mention: AB Isotop Teknik, AB Sydkraft, OECD Halden
Reacton Project,and SAAB. Coll-aboration with Billman Re-

gulator AB and AB Alfa-Laval- has also been initiated.
Contacts have been established !^Jith var.ious nesearch groups
at the Lund University Hospital. The industnial processes
that have been modeled are a boil-en, a papen machine, nu-
clear reactons, super heaters and thermal radiators.

Results are given in the foll-owing reponts:

Jonson A. and Ström L-M riProcess-identifiering av husdyna-
mik - radiatorer. och värmeväxlare'r. (Identification of ther-
mal- dynamics of buildings - radiators and heat exchangers ) ,
Report 6922, Novembei: 19 69 .

EÌfving T. and Hultberg T. rrMätning och identifiening av

dynamiken på torkpartiet i en pappersmaskin". (Measunements

and fdentification of the Dynamics of the Drying Section of
a Paper Machine), Thesis Report RE-57, July 1969.

Klöver L. and O]-sson L-E. lrldentifier.ing av Hal-denreaktoi:ns
dynamik med maximum-likelihood metodik'J. (fdentification of
dynamics of the Hatden neacton by the maximum l-ikelihood
method), Thesis Report RE-65, October 1969.
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The advantage of working with neal data can not be under-
estimated. Tt has now been demonstrated in a large number
of cases that there exist many techniques pnoposed in lite-
rature which work very well on simulated data but not so

well- on r.eal data. Examples are to be found in:

Johansson C. and Malmquist L-G. I'Processidentifiening med

hjäfp av impulssvar och stegsvarlr. (Process identification
by impulse response and step response technique), Thesis Re-

port RE-64, November 1969.

Jonson A. and Ström L-M. "Processidentifier.ing
else av störningskänsligheten hos spektralanalys
likelihood metoden". (Pnocess identification - a

of the sensitivity of spectnal analysis and the
hood method), Report 6917, August 1969.

en j ämför-
och maximum

comparison
maximum likeli-

The main conclusion which can be dnawn from the specific
examples is that the maximum likelihood method is superior
to the other techniques where the signal to noise ratio is
low. It has al-so been demonstrated that serious mistakes
can be committe,d ,rir,t.,:par.ametr3ic identi"fircátion if the model
has the \^/rong structure.

Experiences from solution of practical identification problems
have shown that it is not always easy to find the order of the
model and to estimate time-delays. It is also a problem to
handle processes with time-constants that are long compared to
the sampling interval. The choice of input signal and sampling
interval have also been studied. It has been shown by examples

that the choices may have a drastic infl-uence on the accuracy
of the identification. These problems have been analysed theore-
tically for simple cases and by simulations in more comple*
situations. Some preliminary results have been obtained. It has

been shown that the rul-es for choice of parameters of a PRBS

signal for correlation analysis published in the l-itera-



5

ture arre not suitable for identification if the data witt
be analysed by parametnic methods. Rules of thumb for the
choice of sampling interval have been given.

2.3 Multi-variable and non-linean systems

The essential clifficulty with the identification of non-
linean and multi-variable system is the choice of structures.
An attempt to find minimum parameter structure fø'r' multi-
variable systems: have been ,'made r in :

Val-is J. 1'0n-line identification of multi-variable linear
systems of unknown structure from input - output datarr.
IFAC Prague 1970.

l)12;,,11 r, ,.'ii-::>

One key problem is the questj,.on:of r.ldentifiability i.e
whether or not a certain combination of parametens can be

deter.mined fnom input output data. Preliminary results
in this direction have been obtained in:

Belfman R. and ,{ström K.J. ltOn structural Identifiability"
Mathematical Biosciences 7 (f970) 329-339.

The problem will- however require further study.

The computational- aspects on identification of mutti-
variable systems is impontant. In the report:

Aström K.J. I'Computational- aspects of a class of identi-
fication pnoblemsr'. Department of El-ectnical Engineening,
University of Southern California, Report 69-14, October- 1969.

various hiays to make trade-offs between computing time
and storage are discussed. A,tparticular teehnique which
saves computing time by using a lot of memony has been

progratnmed by K.Eklund. This algorithm has been investi-
gated in:
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Edwardsson A. and Ekwal-l U. r?Identifiering av par-ametrar
i tillståndsmodellen, en icke-rekursiv metod som bygger
på variationskalkyl". ( Identification of parameters of
state space models, a non-recursive method using calculus
of vaniations), Thesis Report RE-79, Apr.il 1970.

Algonithms which repr:esent the other extreme can be ob-
tained by vanious ad hoc extensions of the Kalman filtering
theonem. This has been explored in:

Brännstnöm J. and Johansson A. tlfdentì-fiering av parametrar
i tillståndsmodell-er med :rekursiv teknik, s.k. extended Kal-
man-fiften. (Identification of parametens of state space mo-
dels by recursive technique, extended Kalman-filtering).
Thegís, Rep.,g€.}: RS;?Q' April l-9 70

and

Holst J. rrldentifiering av parametrar i til-lståndsmodeller
med hjälp av tidsdiskneta iterativa filterrl (Identification
of:-parameters of state space models by time discrete itera-
tive filtening),, Thesis Report RE-Bl_, June f970.

Nuclean reactors and thermaf power-stations are excellent
examples of multi-variable systems. In collabonation with
the OECD neactoq group in Halden and AB Sydkraft we have
made measurements on such systems. These experiments give
realistic examples to test multi-vaniabl-e system identi-
fica;Lion techniques.

2 .4 Reaf-time fdentification

This field is stilt in its infancy. It has been shown in:

Idieslander J. "Real-time identification - Par.t 1!', Report
690 B, November 19 69 .
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that eff icient algorithms can be obtained thr"o:uglr., extensrions
of Kalman filtening. 'Compane fig 2.I). Explonatory studies
of such algorithms have beeri cl<-rne. f t has been showt.i that
they can behave extnaordinary well. There are, howeverr many

deep theoretical questions which must be analysed further'.
The most ipportant problem is the question of stability of the
algonithms, which is a very hard analysis pnoblem.

The problem of handling bias in the measurements have been

investigated. The nonmal way to do this in off-line com-

putation is to subtract the avelrage fi:om both the input and

the output" This can not be done in real time. A pnomising
solution to this problem has been found and is descnibed in
the report mentioned above.

l¡r/hen using non-linear filtering techniques it is also ne-
cessary to make a pniori assumptions of the drift rates of
the parametens. This is frequently done by guesswork. This
appnoach has, however, now been abandoned in favour of using
the full maximum likelihood technique.,. A subroutine that maxi-
mixes the tikelihood function has been wnitten thus elimi-
nating a great deal of the arbitrariness in the ear-lien tech-
niques. Techniques to test the system onders have also been

developed.
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3. ADAPTIVE CONTROL

The work on

lines e. g.
adaptive control- has been persued along two

O Exploitation of stochastic control theory.

O Analysis of particular adaptive algorithms.

Using stochastic control theory the adaptive control pro-
blem can be formulated as a stochastic control pnoblem. The

solution in this case leads to a functional equati-on, which
can be solved using dynamic programming. Fon computational trea-
sons the functionaÌ equation can only be sol-ved for systems
of low orden. A sinple case is tneated in:

Vlittenmark B. "On adaptive control of low order systemsrr,

Report 6 9 18 , August 19 69 .

where a static system with a time vanying gain is analysed.
The optimal control- algonithm is computed. It is shown that
the regulaton executes dual control in Fel-dbaums sense. The

behaviour of the optimal regulator is also compared with
vanious suboptimal regulators. The phenomenon of tuqn ,off
which was pneviously discovered have also been investigated.

Since a str:aight-for¡$tard appnoac,h usiin6i.ns-,todhas'tic crontolr,:-i
leads to prohibitive computations it is interesting to ask if
there are special cases which lead to analytical solution. This
problem is discussed in:

Aström K.J. and Vr/ittenmank B. 'rProbfems of Identification and

Control-|î . J. Math . Anal. and Applications , Dept. of Electrical
Engineeni.g, University of Southern California, Report 69-20'
November 1969
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hrhere the relationships between identification and control
are discussed. The cases which lead to analytic solutions
do not exhibit thc duaf control featurc. In spite of the
non dual behaviour this type of algorithm may have an ap-
plication as self-adjusting regulators in process control
systems.

Suboptimat dual negulators have been investigated IN:

I,r/ies landen J. and l¡/ittenmark B . "An approach to adaptive
control using real-time identificationrr, presented at the
Second Prague IFAC Symposium on Identification and Pnocess

Parameter Estimation, L5-20 June 1970.

and

Brantmark H. "Reglering av tidsvaniabla system med

teorirr, (Conti:ol of time variable systems by means

theony), Thesis Report RE-76, March 19 70 .

Kalman-

of Kal-man

The systematic comparison of different adaptive algonithms.
proposed in the literature has been continued. A scheme pro-
posed by Roger Bakke has been studied in:

Nilsson A. and Svegne T. rrUndensökning av Bakkes adaptiva r-e-
gulatortr. (Examination of the Bakke adaptive c.ontnolle:r),
Thesis Report RE-68, January 1970.

and Tsypkints learn.ing model approach hes been persued in:

Paufi A. rrAdaptiv regulator baserad på l-ärande modelltr, (An

adaptive contr.oller based on a learning model), Thesis Report
RE-74, February 1970.
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4. NUMERICAL METHODS FOR OPTIMAL CONTROL.

This program has the purpose of developing algor.ithms in
or:der to make optimal eontrol theory a practical design
tool-. The reseanch involves analysis of particufar pno-
blems and published algonithms as well as theoretical
studies of new algonithms.

4.1 Program libnary

During this period a ne\^/ computer (UNIVAC t10B) was in-
stalled at the gniversity Somputing çentre. A significant
effort has been devoted to change the programs which b/ere

pneviously running on othen computers. The program library
is continuously being extended. It contains 63 algonithms
no\^;. A majon revision would, however, be necessary in orden
to make the algorithms genenally available.

The probl-ems of computing Lyapunov-functions for linear
systems and quadratic l-ossfunctions for linear systems have
been given special attention in the r-eport:

Hagander P. t'Numerical solution of ATS + SA + a = 0r?, R.epont

6920 ¡ October 1969.

An exploi:atory study of simulation algonithms has also been

done in:

Lai:sson L.0. ItAlgoritmer fön tösning av system av ordinära
diffenentialekvationenlt. (Comparison of some numerical methods

to solve ordinary differential equations),'?Ïiès.idarnêport RE-77,
Apr iI l-9 7 0



4.2 Optimal control of non-finear systems

l1

a centnal role in linean

the feedback is taken fr.om a

discussed in:

pnoblems. New results have

Mårtensson K. rtOn the matrix Riccati equationlr, Repont 7,0ß2,

April 19 70 .
.'t Ii))2.

where the problem of existence of multiple steady state
solutions to the Riccati equation is investigated. The
results give a deeper insight into the linear regulator
problem. They also give examples where the numerical solu-
tion of the Riccati equation can be extremely difficutt.

The Riccati- equation plays
i:egulation artd prediction
been established in:

Suboptimal neg.utraton,s whene
few statevariables on1-y are

Måntensson K. 'tsuboptimal linear
systems with known initial-state
,.Iul¡r, 1979,:,,,

negulators for linear
statisticsrr, $qPont 70Q4'

A decomposition technique which makes significant neductions
in dimensionality possibte have been proposed by Dr. collins
of usc. Dr. coll-ins visited Lund and lectured about his tech-
nique. An application was later studied in:

GJ-ad T. rrDiagonal dekomponening. Analys och tillämpningar på
rinj ärkvadratiska problem" . (Analysis and application of dia-
gonal decompostion on linear-quadratic problems ), lhrqsis' Report
RF;9!o {.o!g"i; l-e 70 .

In this repont a counter-example, which shows that the
composition technique generally gives algorithms which
verge to the wnong result, is also given.

de-
con-



The application of the
design of time-varying
are discussed in:

L2

linear negulator theory to the
gains in an automatic landing system

Johnfors U. I'Dimensionening av automatiskt landningssystem
för ftygplan. En tillämpning av linjänkvadr.atisk teorirr,
(Synthesis of an automatic Landing system for aeroplanes),
Thesis r RepÖnt RE-75, February 19 70 .

Applications to ships steering contnol are given l-n

Ekdaht K.I. and Henniksson 0. "0m r:egulatorer för maximal
ekonomisk styrning av fartygl'. (Regulators forr optimal
long-distance steering of large vessels), Thes'is Report RE-

8 3, JuIy \97 q .,., _ ,

4. 3 Non-Iinear probl-ems

A major effort has been devoted to develop a fairly general
program based on Differential Dynamic Pnogrammi.tg. Using
this program it is nohi possibl-e to solve optimal control-
problems with constnaints on the controf variable. The

algonithm nequines a fast computen with a large core stor-
age. It is not possible to use the nesult on comparatively
small process computers. The prog:ram has been applied to
a specifie pnoblem discussed in :

Hagander P. t'Minimal time probl-em f or an inverted pendulum" ,

.' ., 1.r.,'
Repoñt' 692I¡ Octoben l-969.

,: - ,rr,t ;:.) , ,

which was

curnently
handling.

previously sol-ved with other techniques.
in pnogress on an apptication to optimal

I¡/ork is
containen
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An application of dynamic pnogramming to the contnol
rol-1ing mill is given in:

Käl-Iström C. r'Optimering av valsinstälJ-ningarna i ett
verkt'r (On optimat roll- settings of a rolling mill) ,

Reþòrrt RE-73, January l-970.

ofa

vals-
T,'hesis

wher-e the
the mill.

problem is to minimize the number of passes through
(See fie.t+.I)

4.4 Pnoduction planning

It appeans that production planning probl-ems might be very
good applications fon optimat contnol theory. In collabona-
ti-on with Bill-erud AB we are studing a pi:oduction control pro-
blem. In the repont:

Pettersson B. trMathematical- methods of a pulp and papen mill
scheduling problem", Reporti900I, April 1970.

it is shown that a pi:oduction planning.'pnob-Ìem ean convêrqi.êr,rt-
ty be formulated as an optimal contnol problem. This approach
is shown to give computational algonithms which are signifi-
cantly shorter than those obtained by other techniques. The

algonithms obtained have been sucessful-ly implemented into
routine pl-anning pr-ocedures .
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5 APPLTCATIONS

5. I fntroductron

The effont in applications have been somewhat gneater than
anticipated in the origi4al- research progrìams. I,r/e have thus
found i easier than we anticipated to obtain real industrial
data for the identification. The success of our techniques
has also made it possibfe to exchange data with othe:r inter-
national research groups. Due to l-ack of funds we have not
been pensuing the project thermal boilens full-tims¡r'The.;ma1or
effort in the ar:ea of applications during the yean have thus
been in the following fields : Thermal boilers, nuclear re-
actors, development of the process control labonatory with a

process computer and associated equipment.

5.2 Thermal boil-er^s

In cooperation with Sydsvenska Knaft AB identification ex-
periments were mad.e on a 160 MId power. station ín June 1969.

Five differ-ent experiments using fuel flow, feedwater flowt
two coofant flows and control valve position as input signals
were made at two l-oad levels. Prelíminary identification using
the maximum likelihood techniques has given good results.
Time constants ranging from 20 - 700 sec. have been found.
Transpor.ts delays are of the order of magnitude of 10

20 seconds. The order of the subsystems have never exceeded 3.

The experiments have given good insight into the clrosscoup-

ling between different physical variables of the process.
The preliminany models obtained have been compared with models

which \^rere developed eanlier, in neports 6809 and RE-55.

Simulations using the same input signals as in the field
experiments have made it possible to compare the model outputs
with necorded data. A comparison indicates that the approxi-
mations made in the eanlier repor.ts are refevent and that it
is possible to deirive reliable low order models fnom con-
struction data. ,Somparc fig. 5.1ì The nesults in this nespect
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are very encouragang.

5.3 Nuclean neactor dynamics

Sevenal experiments have been penfonmed at the 0ECD Halden
Reacton in onder to determine its dynamics. The experimental
data has been analysed by the programs developed by I. Gustavs-
son. The plant is normally contnoll-ed by thnee inputs, the
control nods and two steam valves. Tor safety reasons only
single loop experiments have so far been made but multi-
variabl-e experiments are planned. The conti:ol rod-nucfear
power loop has been analysed in detail. Some difficulties
have arisen during the computations. The main reasons are
the extneme spread of eigenvalues and a bad choice of samp-

ling intenval in the exper-iments. Experiments with better
sampling intei:vals ane planned in the future. Different pao-

cess models have been compared. The results of the identifi-
cations have been checked with símulations of a theoretical
state model and with other. identification techniques. Some of
the results are reported in:

Klöver L. and 0fsson L-E. rrldentifiering av Haldenreaktonns
Eynamik med Maximum-Liketihood Teknikll, (Maximum-likelihood
identification of the Halden reactor), Thesis Repont RE-65,

October 1969.

5.4 Real-time computing

One of the major obstacles towards an economic installation
of computer in a pnocess industny is lack of understanding
of treal-time computing processes. An initial effont to look
into this problem has been initiated. There has been d.;¡rsÍlâl1

delay in the project because Digital Equipment Corpor-ation
h/as not able to deliver the process computer in tine. The cotlt-,

puter was delayed five months. One man has been on a two week

programming course in the USA. Upon his retunn he has organized
similar courses to share his knowledge with othen members of
our group. A manuaf, whose purpose is to introduce the computer
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to the students and personel has been written.

lr/ies lander. J . rtfntroduction to PDP- l-5 ?1 
.

Programs to control the pl?ocess I/0 facilities have been
written. An interface including A/D and D/A converters and
multiplexers has been built at the fnstitute.

5.5 Ther:mal pnocess

A one dimension thenmal diffusion process with two inputs
and seven outputs has been prepaned. The process is designed
to operate in a temperature interval 2OoC to 30oC. A schematic
diagram is given in fig 5.2.

The plrocess consists of a shielded homogeneous coppen nod
witfr constant cross section. The shield is contnol-led in
the same \^/ay as the nod and reduces the radial heat flow.
The ends of the rod are temperature control-led by Peltier
effect elements. This makes it possible to increase and de-
crease the tempenature in both ends. The rod is equiped with
six equidistant tempenatur.e sensors (thenmistors ) . The maximum

linearity error of the sensotls is .0toc in the temperature
range 2OoC - 30oC. The f2 houn stabil-ity is betten than . 00loc.
Compensation for- the non-l-inean curi:ent por/\rer chanactenistics
of a Peltier effect el-ement is provided. The sol-ution time of
the servos is five seconds with a 2oC temper.atur-e change of the
refer:enee point;,.,rThe,iinfluene.e of the envinonment on the sta-
tionary temperatur-e distnibution is .02oC in the interval- 20oC

3OoC. Reports describing the sensors and the equipment are in
pneparation.
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6. CONTACTS I/üTTH TNDUSTRY

The industrial development in the area of process contnol
is steadity increasi.g, mainly due to the decr:easing pnice
and incneasing performance of small process computers. A close
contact with industry is judged to be very valuable for. both
pants. The majon motivations ane

O to provide industny with knowledge of theonetical tools
currentl-y available.

O to give a r.ealistic foundation for theonetical work.

O to find new probfems.

It is our policy to act vigorously in or:der to contribute to-
wands bnidging the gap between theo::y and pnactice.
Sevena]- fonms of contacts have been tnied.

o courses

O contact meetings (ttkontaktdagai:tr)

O j oint proj ects

6.1 Courses

In coltaboration with rrsvenska Teknologföreningentt a counse
rrReglerteorien i omdaningtt, (New Ideas and Concepts of Control
Theory) was arranged. The course is dj-rected towards the pra-
ticing engineen. The course is planned to be held in next year
too.

6.2 Contact meetÍngs

fn onder to estabtish nevT contacts with industry we have tried
a system with contact meetings in Lund. Up to now we have had

five meetings which have been successful-. Several concrete re-
sul-ts have come out of the meetings.
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In May 12 - 13, a meeting with the topic "Programming Systems
for Process Computerstt was annanged. Twenty pellsons outside the
groupe partici-pated. Among the panticipants \^/e mention:F04,
Bitl-erud, Statskontoret, Haldor Topsóe, ASEA, SINTEF, Servo-
labonatoriet, Sydsvenska Kraft AB, AB Atomenergi, AB fggesunds
Bnuk, LM Enicsson, Regnecentral-en, Kockums Mekaniska Venkstad.
A summany of the prognam and the discussions is given by G.

Olsson in:
rrProgilamsystem för processdatonen, Kontaktdagar. med industrin
vid Institutionen för Reglerteknik, 12 - 13 maj 1970t', (Program
Systems fon Process Computers, Contact Meeting wittr industry
at the Division of Automatic Control, 12 - 13 May f970).

6 . 3 ,Joint proj ects

Most joint projects have been in connection with the education
program. Production Control of a paper mill has been investigated
j ointly with Billerud AB. This stlrdy has given good results and
has resul-ted in the implementation of a pnoduction contnol system
which is operating successfully, the pnoblem seems to be a fairly
general one and I suspect that similar applications can be made

in othen industries.

Extensive measurements on a 160 M\,{ boiler have been done in col-
laboration with Sydknaf t AB. Ir'/e are modeting and identifying
a nucleair neactor. j ointf y with the OECD proj ect in Hal-den.

Identification of heat exchangers has been
AB in Lund, Experiments on heating systems
in col-fabor.ation with Billman.

done with Alfa-Laval
for buildings are done

the
of

A non-technical problem modelJ-ing of an ecol-ogical system -
lake Trummen - is done in coll-aboration with the fnstitutes
Limnologi and Ekologisk botanik at the University of Lund.



l2l Aström K.J. rlslutnappont fön tiden L.7 .1967

beträff.ande processregleningsproj ektetrl,
ärende 67-160-n. Rapport Lund 19.9.1968.

t9

7 . REFERENCES

t 1l Âs tröm K.,T. 'lPnogram för
Tekniska Högskolan i

i 3 I ,{s tröm K. J . lrAnsökan till
ringspnojektet för ån

17 1 Aström K. J . 'tAnsökan titl
ringsprojektet för ån

forskningen i reglerteknik vid
Lundtr , Rapport Lund L7 .3. tg 6 7 .

30.6.1968
Rådets

STU betnäffande processregle-
6B/69t', Lund den 25.3.1968.

reglerteknik vid
6905 March 1969

STU betnäffande plrocessnegle-
69/701t, Lund den 27.3.1969.

STU betnäffande processregle-
70/7l-tt, Lund.

t 4l Aström K. J . trProgram f ör f orskningen t-

Tekniska Högskolan i Lund'r, Report
Lund Institute of Technology.

t 5I Aström K.J. t'Ansökan tif l
ringsprojektet fön år

[6] Ä,ström K"J. and Olsson G. I'Final Report for project
Pnocess Control 1.7.1968 - 30.6.1969 Contract 6B-

336-f Swedish Board for Technical- Development'
Report 6919, October 1969, Lund Institute of Tech-

nology.



20

APPENDIX A LIST OF PERSONEL

It

It

Pnofessor
t.f. pnof.
t. f . dniv .l-ekt .

Forskningsing.
It

Karl- Johan ,4,ström

Karl Eklund
Gustaf 0lsson
Ivar Gustavsson
Knister Måntensson
Johan lrlies landen
B j önn V'/ittenmar-k
Pen Hagander
Stune Lindahl
Gunnar Bengtsson
Ulf Borisson
Aff Bengtsson
Thomas Brunkstedt
Hans Engwall
Anders Jonson
Jan Klevas
Leif Klöven
C-G Käl1stnöm
CarI Johan Lamm

Uff Larsson
Chr.ister Lj ung

Ingemar Nordh

L-E 0lsson
Lennart Stenbeng
L-M Ström
Pen Torlöf
0l-le Fj elner
Jaroslav Valis
Rol-f Bnaun

tso Leden
Torsten Södenström
Birgitta Tell/Bengt Lander
Lena Jönsson

1t

il

il

Ass is tenter

övn. ass .

tt

It

il

ll

n

It

il

It

lt

il

It

t1

1l

il

Forskn . itrg .

Lab . ittg.
Instr.makanre
Doktoranden
il

Tekn.biträde
Seknetenare



2L

APPENDTX B PUBLISHED PAPERS

'4s'Ïröm K r "i:ï::i:-;::":"-:;:'T;;;:" contnor rheorvrr'

Äström K.E. rrOn the choice of sampting r:ates in panametnic
identification to time seriest', Infonmation
Sciences l_ 1969, (273-278).

Bellman R. and Aström K.J. 110n structuraf identifiabilityrl ,

Mathematical Biosciences 7 L970, (329-339).

Aströrn K.J.rJury E.I. and Agniel R.G. " A numenical method

for the evaluation of complex integnals't, IEEE

Tnans. AC 1970.

Aström K.J. and Eykhoff P. "System identification - a survey",
2nd fFAC Symposium on fdentification and Pnocess

Parameter Estimation, Pnague June l-970.

Eklund K. t'Numerical modelbuildingrt, fnternational- Journal-
of, Oontnol-, f I70 , Vo1.11' No.6 .

Gustavsson I. ttCompanison of different methods for identi-
fication of linean model-s for industnial plrocess€s",
Znd IFAC Symposium on Identification and Process
Parameten Estimation, Pnague June 1970.

VaIis J. rtOn-Iine identification of multivaniable linear systems

of unknown str-ucture fnom input output datarr,
2nd IFAC Symposium on Identification and Pnocess

Panameten Estimation, Prague June 1970.

lrlies lander J . and Wittenmark B . t'An appnoach to É.daptive con-
tnol- using real-time identificationrr, 2nd IFAC

Symposium on Identification and Process Panameter

Estimation, Prague June l-970.



22

APPENDIX C TECHNICAL REPORTS

(f) Repont 6908

(2) Repor^t 6910

(3) Report 6911

(4) Repont 6917

(5) Repont 691-B

(6) Repont 6919

(7) Repont 6920

(B) Report 692I

(9) Repont 6922

lr/ieslander, Johan : Real-time identifica-
tion - Pant 1) Nov-69.

0Isson, Gustaf: Spatial xenon instabifity i
in thermal neactors, July-69.

Olsson, Gustaf: Digital- simulation of spa-
tial- xenon oscitlations, July-69.

Jonson Anders and Ström, Lars-Magnus_: Process-
identifiering - en jämförelse av stör-
nì-ngskänsligheten hos spektnalanalys och

maximum-tikelihood metoden. (A compani-
son of the sensitivity in the cornelation
and maximum-likel-ihood methods in pnocess

identification), August-69 .

Wittenmark Björn: 0n adaptive control of l-ow

orden systems, August-69 .

A.ström Karl- Johan and Olsson Gustaf : Final
Report for Project Process Control 1.7.
6B - 30.6.69 Contract 6B-336-f Swedish

Boand for Technicaf Development, 0ctober-69.

Hagander Per:: Numerical sol-ution of ATS + SA

+ Q = 0: 0ctober--69.

Hagander Per: Minimal time problem for an in-
verted pendulum. Maximum principle and

phase plane discussion, October--69.

Jonson, Anders and Ström, Lars-Magnus: Pro-
cess-identififie:ring av husdynarnik - na-
diator och värmeväxl-are. (Identification
of the temperature dynamics in a build-
ing), November-69.

Pettersson, Bengt: Mathematical Methods of a

Pulp and Paper Mill scheduling Problem,
Apr.il-70.

(f0) Report 7001



(fl) Report 7002

23

Mårtensson, Krister: 0n the matrix Riccati
equation. Thesis for the degree of
Teknologie Licentiat, ApriL-70.



24

APPENDIX D _ THESIS TN AUTOMATIC CONTROL FOR THE DEGREE OF

CIV: ING; , LUND INSTITUTE OF TECHNOLOGY

RE-57 Elfving, Thomas och Hultbeng, Thomas: Mätning och identi-
fiering av dynamiken på tonkpartiet i en paPpers-
maskin. (Measunements and fdentification of the
Dynamics of the Drying Section of a Papei: Machine),
Jul-i- 6 9 .

RE-58

RE-59

RE-60

RE-67

RE-62

RE_63

RE-64

RE-65

Bengtsson, Gunnar: Förfiltnering av signaler med Kalman-

fil-ten. (Optimal- Pnefiltering with Kalman Theony),
Juli-69.

Rosengilen, Bengt och Nordh, Ingemar-: Konstruktion av PRBS-

gener-ator. (Construction of a PRBS Generator),
Juli-69.

Ekengr-en, Birger: Bestämning av nadiatordynamiken i ett
hyreshus. (Determination of the nadiaton tempei:a-

ture dynamics in a building), Juli-69.

Folkesson, Per-Ake och Hjersing, Torsten: Mätning av tempe-

natur och tryck med pulsfrekvensteknik. (Temperature

and Pnessulle Measunements with Pulse Frequeney
Techniques), Juli-69.

Sjöberg, Mats: Uppbyggnad av servo för inverterad pendel.
(Constnuction of a servo to control an inverted
pendulum), Aug-69.

Källnot, Bjönn: Undersökning av dii:ektmatningen i ett
adaptivt modellrefenenssystem. (Examination of a

direct signal path in an adaptive model reference
system), Sept-69.

Johansson, Chr.ister och Mal-mqvist, Lars-Gunnar : Pnocess-

identifiering med hjälp av impulssvar och stegsvar.
(Process identification from impulse and step re-
sponses), Nov-69.

Klöver, Leif och Olsson, Lars-Erik: Identifiening av Halden-
reaktonns dynamik med maximum-likel-ihood metodik.
(Maximum-Iikelihood identification of the Halden

Reactor), 0kt-69.



RE-65

RE_67

RE-68

RE-69

RE- 7O

RE-7I

RE_72

RE_73

RE_74

RE-75

25

Trovik, Hans: Pnojektening av elektromekanisk presentations-
anm. (Outline of a electnomechanical- demonstnation arm),
Okt-69.

Fíek¡ Göran: Flenvariabla system. (Multivaniable systems )

Okt-69.

NiIsson, Allan och Svegner. Tor: Undensökning av Bakkes

adaptiva regulator. (Examination of the Bakke adaptive
control-len), Jan-70.

Fors, Roland och Måntensson, Jan: Integraton för sampling
av processignal. (Construction of an integ=raton for
sampling), Jan-70.

Brunkstedt, Thomas och Silvén, Ulf: Pi:ocessdaton. En studie
av några svenska install-ationen. (Some industniat
pnocess computer install-ations in Sweden), Jan-70.

Gustafsson, Bengt: Tankneaktorn. Analys och syntes av någr.a

olika kemiska reaktionssystem. (Analysis and synthesis
of some different chemical stirred tank reactors), Jan-70

Lundstnöm, Lennant (tiltsammans med Ul-l-a Larsson CTH) :

Tempenatulrsensor med känselkropp av bimetall- fön stylr-
ning av en effektfluidiston. (A temperatune senson with
sensing element of bimetal for control- of a fluid am-

plifien fon heavy cuni:ent), Sept-69.

Käl-lström, Claes: Optimening av valsinställninga:rna i ett
valsverk. (0n optimal rol-1 settings of a r:olling mil1) '
1970.

Paul-i, Andreas: Adaptiv negulator baserad på l-ärande modell-
(An adaptive contnoller based on a leáÊning nodel)'rFeb-7C

Johnfors, Ulf: Dimensionering av automatiskt landnings-
system för flygplan. (Synthesis of an automatic landing
system fon aeroplanes ), Feh-70 .



RE- 76

KL-//

RE_78

RE- 79

RE- BO

RE-BI

26

Bnantmank, Håkan: Reglering av tidsvai:iabla system med

Kal-man-teori. (Control- of time variable systems by
means of Kal-man theory), Mars-70.

Larsson, Lars-,A,ke: Atgoritmer för 1ösning av system av

ondinära differentiafekvationer. (Companison of some

numenical- methods to solve ondinany differential
equations), ApriL-70

Bnännstnöm, Jan och Johansson, Allan: Identifiering av

panametran I i till-ståndsmodel-len med rekursiv teknik,
s .k. extended Kal-man filten. (Recunsive Panameter
estimation in multivariable systems with extended
Kal-man filtening), Apnil-70.

Edwandsson, Andens och Ekwatl, Ulf: Identifiening av para-
metnan: i tillståndsmodel-lei:. En icke-nekursiv metod

som bygger på vaniationskalkyl. (Non-necursive para-
meter estimation in multivaniabl-e systems), April-70.

Gträd, Tonkel: Diagonal dekomponering. Analys och ti1lämpning
-9 r -:.pd. rrnjänkvadratiska pnoblem. (Analys and applicatior
of diagonal decomposition on linear-quadr-atic problems)
Juni-70.

Hol-st, Jan: Identifiening av parametrar: i til-lståndsmodellen
med h¡ä1p av tidsdiskreta itenativa fil-ten. (Recursive

parameter estimation in multivariable systems with
iteration fílter-) , ..Iuni-70 .


