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Nomenclature

Nomenclature

Latin uppercase

A State-space model coefficient matrix

B State-space model coefficient matrix

C State-space model coefficient matrix

D State-space model coefficient matrix

FT Turbine flow–pressure characteristic

GQ Heat release transfer function model

GQ,n Normalized heat release transfer function
model

I Identity matrix

J Cost function for LQR design

Js Square of rotating stall amplitude

K Innovations state-space model coefficient
matrix

K f Kalman–filter matrix

Kp Gain constant for proportional part of the
PID controller

Km Kalman–filter matrix

Kv Kalman–filter matrix

Kx Kalman–filter matrix

L Feedback law coefficient matrix

Lv LQR feedback law matrix

Lt Length of the primary combustion chamber

M Window length

N Number of samples

Nz Number of element in zero–padded sequence

P Variance matrix
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Contents

Pd Pressure at the downstream pressure sensor
in the frequency domain

Q1 Weighting matrix for LQR design

Q12 Weighting matrix for LQR design

Q2 Weighting matrix for LQR design

Q f Heat released from the flame at the flame
holder in the frequency domain

R Specific gas constant

R1 Noise covariance matrix

R2 Noise covariance matrix

R12 Noise covariance matrix

R̂xx Estimate of the autocorrelation function

R̂′xx Estimate of the autocorrelation function
¯̄Rxx Windowed estimate of the autocorrelation

function

S Matrix

Su Laminar burning velocity
¯̄Sxx Estimate of the periodogram function

T Temperature

Td Time constant for differential part of the
PID controller

Ti Time constant for integral part of the PID
controller

U f Velocity at the flame holder in the frequency
domain

Una Non-actuated velocity at the flame holder in
the frequency domain

Ul Velocity of the loudspeaker membrane in the
frequency domain

Vl Voltage over the loudspeaker in the fre-
quency domain

Xd Discrete Fourier transform of data sequence
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Nomenclature

Z Set of integers

Latin lowercase

a1 − a8 Moore–Greitzer model coefficients

b1, b2 Flame model coefficients

c Averaged speed of sound

cv Specific heat

d Discrete time delay index

e Internal energy

ec Control error

fn Normalized frequency

i Imaginary unit

i0 Offset value for valve position estimate

ipos Valve position estimate

j Summation index

k Discrete time index

kc Combustion model gain

kl1 − kl3 Loudspeaker coefficients

l Discrete frequency index

m Summation index

ṁ f Fuel mass flow

n State dimension

p Pressure

p0 Mean pressure

pd Combustion chamber pressure at the down-
stream pressure sensor

ppz Number of parameters to be estimated

ps Supply pressure in the fuel supply line rel-
ative to atmospheric pressure
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pu Combustion chamber pressure at upstream
pressure sensor

pv Pressure over the fixed valve in the fuel sup-
ply line relative to atmospheric pressure

q Heat release

q f Heat release at the flame location

r Radial position

s Laplace operator

t Time

u Velocity of gas component

u Control input in vector form

uc Control input

u f Velocity at the flame holder

ul Velocity of the loudspeaker membrane

una Non-actuated velocity at the flame holder

usv Input to the servo valve

ut Control input

v Noise process

vl Voltage over the loudspeaker

vp fm Pulse frequency modulated voltage

w Noise process

x Position in combustion chamber coordinate
system

x State vector

x̂ Estimated state vector

x̃ Estimation error of the state vector

xd Position of the downstream pressure sensor

x f Position of the flame holder

xs Discrete data sequence

y Output

y Control output in vector form
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Nomenclature

ȳ Average of output

ŷ Predicted output

z Noise process

Greek uppercase

∆iL Current rise over a PFM cycle

Φ Mass flow through the compressor

Φt Mass flow through the turbine

Ψc Compressor pressure rise

Ψo Observability Gramian

Ψp Plenum pressure

Ψr Reachability Gramian

Ω Window function

Greek lowercase

α Weighting parameter for LQR design

β Weighting parameter for LQR design

γ Specific heat capacity

ǫ Residual between model predicted value and
measured data

ηv Variance ratio

κ f Prediction fit

κv Variance-accounted-for

ξ Axial location of the flame front

ρ Density

ρ0 Mean density

τ Integration variable

ω Angular frequency in rad/s
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Abbreviations

CFD Computational Fluid Dynamics

CVA Canonical Variate Algorithm

DFT Discrete Fourier Transform

FAC Fuel Actuated Combustion chamber

FFT Fast Fourier Transform

FPE Final Prediction Error

HCCI Homogeneous Charge Compression Ignition

IDFT Inverse Discrete Fourier Transform

IFFT Inverse Fast Fourier Transform

LQG-LTR Linear Quadratic Gaussian-Loop Transfer-
Recovery

LQR Linear Quadratic Regulator

MG3 Third–order Moore–Greitzer model

MOESP Multi-variable Output-Error State sPace

MVV Mean Valve Voltage

NOx Oxides of nitrogen

PAC Pressure Actuated Combustion chamber

PDE Partial Differential Equation

PFM Pulse Frequency Modulated

PID Proportional-Integral-Differential

PRBS Pseudo Random Binary Sequence

RTAI Real–Time Application Interface

SIMO Single–Input Multiple–Output

SISO Single–Input Single–Output

STR Self–Tuning Regulator
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1

Introduction

Combustion processes serve as important sources of energy, for both
power generation and for transport, ranging from large scale power
stations to micro turbines and aeroplane engines. Even though these
different applications are quite different in operating conditions and
design, their environmental impact has been subject to stringent re-
strictions. Figure 1.1 illustrates some of the trends of this.
When considering the emissions of oxides of nitrogen (NOx), the lo-

cal temperature in the combustion process plays an important role; the
NOx formation rate increases exponentially with the flame tempera-
ture [Saravanamuttoo et al., 2001]. Even if the average temperature in-
side the combustion zone is kept relatively low, local zones with higher
temperature (hot–spots) may cause significant NOx formations. Sev-
eral design methods focus on uniform combustion to avoid hot–spots.
One example of such combustion is the HCCI engine where fuel and air
are premixed inside the combustion chamber and charged by compres-
sion [Christensen et al., 1998]. Another example is lean, premixed gas–
turbine combustion chambers. Aircraft engines have diffusion–flame
combustors, where the fuel is sprayed into an air flow, building a flame
front near stoichiometric conditions. The near–stoichiometric combus-
tion generates fairly stable flames, but also high temperatures at the
flame front leading to high NOx formations. Premixed, and especially
lean premixed, combustion can be an answer to this problem. Here the
fuel and air is mixed before the combustion. If the reactants are mixed
properly, the fuel–air ratio is uniformly distributed, and hot–spots can
be avoided. A disadvantage with lean premixed combustion is that the
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Chapter 1. Introduction

Figure 1.1 Trends in NOx standards prescribed in the United States for in-
dustrial engines [Bahr, 1999].

pressure may enter unstable limit cycle behavior where the ampli-
tude grows until some constant amplitude is reached. This behavior
is most undesirable, and can even damage the engine, see [Saravana-
muttoo et al., 2001] for a more complete discussion on the different
combustion techniques. Active control provides tools to stabilize the
unstable combustion processes, thereby allowing lean premixed com-
bustion [Dowling and Morgans, 2005]. Advance in computer software,
sensors, actuators, and the understanding of the combustion process
has provided tools and know–how to develop active control systems for
combustion processes for gas turbines [Zinn, 2005].

This thesis addresses the issue of stabilizing unstable combustion
oscillations by testing different control strategies on an atmospheric,
lean premixed combustion test rig.

16



Outline of the Thesis

Outline of the Thesis

Chapter 2 summarizes some important results on modeling and con-
trol of unstable combustion processes. Other subjects related to gas–
turbine dynamics are also briefly mentioned. Chapter 3 describes the
experimental setup of the atmospheric lean premixed combustion cham-
ber with sensors, actuators, and computer resources, constructed with-
in the work of this thesis. Chapter 4 describes theoretical and practical
issues used to design control systems for the combustion rig described
in Chapter 3. The design of an actuator is treated along with methods
for model identification and model–based control design. The results of
the system identification are listed in Chapter 5. The identified mod-
els, along with the methods described in Chapter 4, are used to design
controllers, which are tested and documented in Chapter 6. Chapters
7 and 8 discuss the results, state conclusions, and describe relevant
further work.

17



2

Background

2.1 Combustion Instability

Combustion instability was reported in 1859 when Rijke described his
experiment with a vertically mounted tube with a flame inside [Rijke,
1859]. His experiment has become a classical laboratory experiment,
even for today’s research. In 1878 Rayleigh explained the combustion
instability by:

“If heat be periodically communicated to, and abstracted from, a

mass of air vibrating (for example) in a cylinder bounded by a piston,

the effect produced will depend upon the phase of the vibrations at

which the transfer of heat takes place. If heat be given to the air at

the moment of greatest condensation, or taken from it at the moment

of greatest rarefaction, the vibration is encouraged. On the other hand,

if heat be given at the moment of greatest rarefaction, or abstracted

at the moment of greatest condensation, the vibration is discouraged”

[Rayleigh, 1878].

This quotation was accompanied by a more detailed treatment in
[Rayleigh, 1877]. The quotation corresponds well with the often used
block diagram representation of the combustion process, illustrated by
a feedback interconnection between the acoustics of the combustion
chamber and the heat release of the flame as illustrated in Fig. 2.1.

18



2.1 Combustion Instability

Heat release
of the flame

chamber
the combustion
Acoustics of

Figure 2.1 Block diagram of interconnection between the combustion chamber
acoustics and the heat release of the flame.

The feedback can introduce a local unstable closed–loop system, where
amplitudes of the variables grow.
The criterion of Rayleigh states that combustion instabilities occur

when the pressure perturbations are in phase with the heat release of
the flame. The amplitudes will grow until losses become sufficiently
high, and a limit–cycle behavior is reached. If the heat release is in
anti–phase with the pressure perturbations the amplitudes will not
grow, and no combustion instability will be present. This simple crite-
rion has been an inspiration for many control designs for suppressing
combustion instabilities. If either the heat release or the pressure per-
turbations can be forced to change phase, the criterion of Rayleigh is
not fulfilled, and the unstable combustion is stabilized. Dowling and
Morgans (2005) describe such various control attempts.
Culick made significant contributions on the modeling of the ther-

moacoustic instability by including nonlinearities. These nonlinear-
ities bounded the increasing amplitudes of the combustion process
variables, resulting in a limit cycle behavior [Culick, 1976a], [Culick,
1976b]. Examples of later work on identifying nonlinear couplings be-
tween the pressure perturbations and the heat release are elaborated
by Rumsey et al. (1998) and Dunstan et al. (2001).

Acoustics of the Combustion Chamber

The acoustics are often modeled by formulating the balance equations
for mass, moment and energy. A treatment of such balance equations
is found in for example [Anderson, 1995].

19



Chapter 2. Background

Heat Release of the Flame

The flame is a complex phenomenon, the modeling of which involves
many disciplines such as acoustics, chemistry, fluid dynamics, turbu-
lence, and thermodynamics. It is often impossible to focus on only one of
these disciplines, because the interconnections are so strong. Because
of the complexity, investigations are often performed numerically by
computational fluid dynamics (CFD) techniques. Consult [Poinsot and
Veynante, 2001] for a treatment of theoretical and numerical combus-
tion modeling for CFD applications. Such modeling often results in
a large number of states, not suitable for on–line evaluation or con-
trol design. Low–order models of the flame have been studied in order
to derive models of dimensions suitable for control design. Examples
hereof are the work of Fleifil et al. (1996) and Dowling (1999). A flame
model of Dowling (1999) is reprinted here

�ξ

�t
= u− Su

(
1+

�ξ

�r

)1/2
,

where ξ , u, and r are the axial location of the flame front with respect
to the anchoring point, the component velocity, and the radial position,
respectively. The heat release is assumed proportional to the flame–
front area [Dowling, 1999].

2.2 Control Methods for Combustion Instabilities

Various strategies have been investigated in order to remove or sup-
press combustion instabilities when observed in combustion chambers.
Traditionally the combustion community distinguishes between two
groups of control strategies; passive and active. Passive control strate-
gies rely on fixed solution, unchanged during operation, whereas active
control strategies are based on some actuators changing some variable
over time.
It is emphasized that the use of the term passive control is inde-

pendent of the definition commonly used within the control community,
which is an energy–interpreted property often used in stability eval-
uation of interconnected systems, as described by, for instance, Khalil

20



2.2 Control Methods for Combustion Instabilities

(2002). In this thesis, the term passive control is used in the combus-
tion chamber terminology, unless stated differently.

Passive Control Strategies

The first strategies, still used today, focus on changing either the acous-
tic properties of the combustion chamber or the properties of the flame
by redesigning the structure. One example is acoustic dampers such
as Helmholtz resonators. Along with many others, these methods are
modifications performed during design and are unchanged during oper-
ation. Solutions using these methods are often designed ad hoc and are
only efficient over a limited operating range. Furthermore, a passive
control design for a certain combustion chamber cannot be transferred
to another design, therefore costly experiments and evaluation must be
performed for each design. Saravanamuttoo et al. (2001) and Dowling
(1999) describe some of the different passive control principles avail-
able.

Active Control Strategies

Active control of combustion processes is an active research field, driven
by faster actuators and the need for low emission combustion. Many
actuator strategies have been studied, including fuel modulation and
pressure actuation. The active control results are based on different
control strategies, ranging from pure feed–forward control derived by
experiments to model–based adaptive control. A comprehensive list of
active combustion stabilization results over the last twenty years is
presented by Dowling and Morgans (2005).
Active control designs have the advantage over the passive that im-

plementations can, in some cases, be transferred to other combustion
chamber designs, reducing the development cost. A significant disad-
vantage is the reliability of the implementation. In case of failure of
the control structure, the whole engine might fail, which is absolutely
unacceptable, particularly for aircraft engines.
Neumeier and Zinn (1996) presented successful damping of a gas-

eous rocket combustor by identifying the unstable modes on–line and
apply counter acting fuel modulations with off-line determined phases
and amplitudes. The gain and delay of the actuator at the given in-
stability frequency were identified in off-line experiments. In on-line
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Chapter 2. Background

operation, these parameters were used to generate an actuator signal
forcing the heat release to be in anti–phase to the pressure.
Annaswamy et al. (2000) reported control results operating a pre-

mixed atmospheric combustion process with dominating resonance fre-
quency around 470 Hz. Noise damping of 45 dB was accomplished using
LQG-LTR control design and a loudspeaker for pressure actuation.
Recently, Hermann et al. (2000) reported successful damping of

combustion instabilities in an industrial gas turbine operated for 6000
hours. Each of the 24 burners were equipped with fuel actuation on the
pilot, and damping of around 20 dB at the resonance (approximately
145 Hz) was achieved. The control design was based on on–line iden-
tification of the resonance frequency and applying an offline–designed
phase shifted actuation signal.
A series of interesting results have recently been reported on tests

on an atmospheric rig with main resonance at around 200 Hz with
30-39 dB damping of the resonance was obtained using various control
designs such as H∞[Morgans and Dowling, 2005], STR [Riley et al.,
2004], and adaptive control [Riley et al., 2003]. The control designs
were based on empirical models.
Zinn (2005) and Annaswamy and Ghoniem (2002) describe some of

the different active control results.

Actuators

Loudspeakers show satisfactory actuation results in laboratory exper-
iment due to their high frequency response [Dowling and Morgans,
2005]. However, loudspeaker actuation suffer from lack of robustness
towards the harsh environment of large scale combustion chambers,
and power requirements are difficult to scale to large scale applica-
tions [Dowling and Morgans, 2005]. According to Dowling and Morgans
(2005), modulation of the chemical energy release by fuel modulation
shows an efficient method for actuation of the combustion process. Sev-
eral implementations of fuel modulations have been reported recently,
ranging from on–off car fuel injectors [Langhorne et al., 1990], mag-
netostrictive actuated valves [Neumeier et al., 1997], spinning valves
[Barooah et al., 2003], and piezo valves [Ikame et al., 2005], [Hermann
et al., 1996]. Both Dowling and Morgans (2005) and Zinn (2005) state
that one of the main challenges facing implementation of active con-
trolled combustion stabilization is satisfactory valve designs.

22



2.3 Pressure-Flow Coupled Instability

2.3 Pressure-Flow Coupled Instability

The pressure–flow coupled instabilities are not traditionally related to
combustion instabilities, but are treated for completeness.
Surge and rotating stall are severe instabilities occurring due to

component interactions in the gas turbine.

Surge

Surge is traditionally treated as a pure compressor phenomenon. If
a sudden mass flow drop occurs under low mass flow operation, the
pressure at the compressor outlet will reduce. Since the pressure down-
stream to the compressor does not reduce immediately, the flow re-
verses direction, and the pressure at the compressor outlet drops fur-
ther. Meanwhile, the pressure downstream will have fallen sufficiently
to ensure a mass flow in the right direction, increasing the pressure
rise of the compressor. This cycle will repeat, and a limit cycle be-
havior will occur in the flow and pressure, see Saravanamuttoo et al.
(2001) for more discussion on surge in compressors.
Greitzer (1976) formulated a simplified dynamic model of flow in

compressors. This model can be used to model the gas turbine set–up il-
lustrated in Fig. 2.2. The model was derived assuming constant temper-
ature throughout the whole system, uniform density in the compressor-
plenum pipe, and uniform density and pressure in the plenum, and can
be formulated as

dΨp
dt

= a1 (Φ − Φt)

dΦ

dt
= a2 (Ψc − Ψp) .

The variables Ψp, Ψc, Φ, and Φt are the plenum pressure, the
compressor pressure rise, the mass flow through the compressor, and
the mass flow through the turbine, respectively. The coefficients a1 and
a2 define the dynamics. Actuation strategies such as closed coupled
valves, plenum pressure actuators and variable compressor speed has
been suggested, see [Gravdahl, 1998] for more details. Surge can be
modeled by assuming the static relationship between the compressor
flow and pressure rise, and the static relationship between turbine
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Chapter 2. Background

pipe

Compressor-
plenum

Compressor Turbine

Φt

Air inlet

Plenum

Flow out

Φ

Ψc

Ψp

Figure 2.2 Schematic diagram of a gas turbine. The air enters through the
air inlet and the pressure is raised by a compressor, where Φ is the mass flow
through the compressor and Ψc is the pressure over the compressor. The com-
pressor is connected to a plenum by a pipe. The variable Ψp is the plenum
pressure. The gas leaves the plenum through a turbine, where Φt is the mass
flow through the turbine. For gas–turbine applications, the compressor and the
turbine are often mechanically connected by a shaft.

flow and pressure drop. Often used approximations are polynomials as
illustrated in Fig. 2.3 [Greitzer, 1976], [Gravdahl, 1998]. The steady–
state operating point is defined by the intersection of the compressor
and turbine characteristic. Due to the negative slope of the compressor
characteristic to the left of the surge line, operating points to the left
of the surge line are unstable, and operation within this region causes
severe oscillations in both pressure and flow.

Rotating Stall

Rotating stall is also traditionally treated as a compressor phenomenon
caused by breakdown in the compressor channels and is often ob-
served during off–design operation1 . Rotating stall occurs, when the
flow through a channel in the compressor brakes down. This increases

1Off–design operation relates to operating conditions removed from the design
point [Saravanamuttoo et al., 2001]. Examples of such operation conditions are accel-
eration, idling, and large angles of incidence.
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2.3 Pressure-Flow Coupled Instability

Surge line

Turbine characteristic

Compressor characteristic

Φ
Flow

Pressure

operating point

Ψp

Steady–state

Surge
region region

Stable

Figure 2.3 Compressor and turbine characteristics. The steady–state opera-
tion point is defined by the intersection of the two characteristics. Operation is
unstable to the left of the surge line and stable to the right.

the angle of incident for one of the neighbor channels and decreases
it for the other neighbor. The channel with increased angle of incident
stalls, and changes the angle of attack on the previous stalled channel,
which is thereby recovered. The stall moves in this manner from chan-
nel to channel, from which the term rotating stall origins [Saravana-
muttoo et al., 2001]. The effects are vibrations and reduced pressure
rise over the compressor, which in worst case requires engine stop to
be restored. A general discussion on rotating stall in compressors can
be found in, for example, [Saravanamuttoo et al., 2001].
The Greitzer model was expanded by Greitzer and Moore (1986) to

include the rotating stall instability, represented by the variable Js ;

dΨp
dt

= a3

[
Φ

a7
−
1
a7
F−1T (Ψp)

]

dΦ

dt
= a4

[
−

Ψp − a5
a6

+ 1+
3
2

(
Φ

a7
− 1
)(
1−
1
2
Js

)
−
1
2

(
Φ

a7
− 1
)3]

dJs

dt
= a8 Js

[
1−

(
Φ

a7
− 1
)2
−
1
4
Js

]
, Js ≥ 0

where a3 ⋅ ⋅ ⋅ a8 are coefficients [Greitzer and Moore, 1986]. This model
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Chapter 2. Background

is often denoted MG3 (third–order Moore–Greitzer model) in gas tur-
bine control literature.

2.4 Scientific Challenges

Actuator Design

Combustion chambers are harsh environments and implementing ac-
tuators is a challenging task. Combustion chamber designs are often
time consuming and expensive, and the need of modification of the
design due to the implementation of actuator should be kept to an
absolute minimum. As Dowling and Morgans (2005) state, fuel modu-
lation holds promising possibilities, even though most actuators here
suffer from bandwidth limitations.

Deriving Dynamic Models of the Combustion Process

The combustion process is a complicated phenomena, involving thermo-
dynamics, chemistry and acoustic problems. Models derived to describe
the interaction between all these complicated phenomena often result
in highly complex and nonlinear models, not suited for on–line compu-
tation and feedback control design. Suitable input–output models are
therefore more likely to be derived on empirical grounds [Dowling and
Morgans, 2005].

Study of a General Structure for Active Combustion Control

Besides the problems of combustion instability, surge, and rotating
stall, research is done in the control of emissions, pattern factor, lean
blowout, and engine health. To reduce the number of actuators and sen-
sors and to avoid negative interference between these different control
systems, research into unifying all these strategies is relevant [Zinn,
2005].
Furthermore such control systems should be robust and capable of

ensuring long term operating under harsh engine environment [Zinn,
2005].
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3

Experimental Combustion

Rig

The test rig designed within the project cannot be compared to indus-
trial combustion chambers in terms of dimensions. However, it was
capable of generating the important thermoacoustic instability phe-
nomena in a comparable frequency domain, without the need of cooling
or other complications. The scope of this research project has been the
active stabilization of thermoacoustic instabilities, and the simple test
scenario can serve as a demonstration of what can be achieved with
this technology.
The test rig was based on an earlier prototype designed by Mijic

and Stödberg (2004).
The test rig consisted of an atmospheric combustion chamber de-

signed for gaseous fuel and self–driven air supply. The gas was supplied
from a gas container and could be adjusted through a number of valves.
Upstream of the flame holder a loudspeaker was mounted and several
sensors were available for data acquisition and feedback. Figure 3.1 il-
lustrates the whole test rig apart from the computer system and Table
3.1 lists the components.

27



Chapter 3. Experimental Combustion Rig

valve
Fixed

pressure
chamber

Combustion

gas
Methane

Pressure

Valve pressureSupply pressure

Ambient pressure
CT

PT

Flame
holder

PT

T
o

co
m

p
u
ter

in
terfa

ce

Solenoid

valveregulator

Loud
speakerTo computer interface

Pressure

CT: Current transducer

PT: Pressure transducer
C

o
m

b
u
stio

n
ch

a
m

b
er

> 50 bar

Figure 3.1 Diagram of test rig.

Table 3.1 Components.

Flame holder ∅61 mm metal grid.

Grid size: 0.9$0.9 mm.

Pressure regulator Air Liquide H-REG HBS 240-8-3 H2.

Solenoid valve Servojet HSV 3000.

Combustion chamber Capacitor microphone element,

pressure sensors www.Elfa.se, article number 30-105-50.

Fuel pressure sensor Afrisco Euro-Index, DMU01, 0-3 bar.

Loudspeaker www.Elfa.se, 10 W, article number 30-375-04.

Loudspeaker Kemo universal amplifier, 12 W,

amplifier article number M032.

3.1 Combustion Chamber

The combustion chamber was a lean premixed gas combustor. It con-
sisted of a primary and a secondary chamber. Figure 3.2 illustrates a
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3.1 Combustion Chamber
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Figure 3.2 Schematic drawing of the combustion chamber.

29



Chapter 3. Experimental Combustion Rig

schematic drawing of the combustion chamber.
The primary chamber was a vertical cylindrical glass tube. A loud-

speaker was mounted in the bottom, fitting the entire transversal sec-
tion. The gas was injected through a Bunsen burner over which a flame
holder was mounted. The flame holder covered the full combustion
area. Air was driven into the chamber by the drag from the rising hot
air through four air orifices in the bottom of the chamber and through
the Bunsen burner. Since the fuel entered with vertical velocity suffi-
cient turbulence for mixing of air and fuel was obtained.
The secondary combustion chamber was a smaller tube of stainless

steel mounted on top of the primary chamber (Fig. 3.2). Its main pur-
pose was to modify the acoustic impedance, and thereby the acoustic
properties of the entire chamber. The secondary chamber was remov-
able allowing the primary chamber to operate with a fully open top.
Methane gas was used for fuel in all experiments presented in this

thesis.
The dominant resonance frequency of the primary combustion cham-

ber was approximately 275 Hz. Including the the secondary chamber,
the resonance frequency of the combustion chamber was approximately
185 Hz. The wavelength of the resonance frequency of the primary
combustion chamber corresponded to twice the length of the primary
combustor.

3.2 Fuel Supply

The fuel supply line consisted of three flow regulating devices and
appropriate gas lines. The gas was supplied from a container and reg-
ulated from the container pressure (> 50 bar) to a lower pressure, de-
noted the supply pressure ps. This pressure remained constant during
experiments due to the pressure regulator. For computer regulation of
the fuel flow two valves followed; one was fixed and one was adjustable,
the former being a solenoid valve actuated by a voltage signal. Assum-
ing the downstream pressure remained constant, the pressure over the
two valves was assumed constant as well (assuming the pressure drop
over the final supply line was negligible). Opening and closing of the
solenoid valve resulted in decreasing and increasing pressure drop over
the solenoid valve, respectively. Since the pressure over the two valves
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3.3 Pressure Actuator

remained constant, the pressure drop over the fixed valve increased as
the pressure drop over the solenoid valve decreased and vice versa. The
gas flow (assumed to be constant over the whole supply line) thereby
increased and deceased as the solenoid valve opens and closed, assum-
ing that the flow through the fixed valve was proportional to the square
root of the pressure drop over the valve.
A 740 mm supply line connected the fixed valve with the combustor.

Depending on operating conditions the fuel flow was in the range of
0-3 l/min.

3.3 Pressure Actuator

A loudspeaker was mounted in the bottom of the combustion chamber,
driven by an amplifier.

3.4 Computer Resources

The data system for data acquisition and control consisted of:

• A 800 MHz Pentium RF PC.

• Linux Redhat 9 operating system.

• An Advantech 1711 digital/analog interface with the sampling
frequency of 10 kHz.

• A RTAI real–time system with control and calibration implemen-
tation.

• Appropriate software for data logging and administration of the
control algorithms.

To ensure appropriate real-time performance, the control software was
implemented in the kernel space of the Linux/RTAI environment. Fig-
ure 3.3 illustrates the software and hardware interaction. Information
could only be exchanged along the indicated arrows, when the kernel
module allowed. The real–time system ensured that all processes in
the kernel space were executed at specific sampling times. Only the
surplus of computational power could be used by the user interface
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Figure 3.3 Software and hardware interaction in the Linux/RTAI environ-
ment.

applications, which were not as time critical. The kernel space also
handled the interaction with the analog/digital interface card by re-
questing measurements and physical port voltage values.
The implementation allowed feedback from three types of measure-

ments; the solenoid valve current, the valve pressure, and the combus-
tion chamber pressure (all analog measurements), and for logging all
relevant signals. The signal to the solenoid valve and the loudspeaker
were affected by digital and analog ports, respectively.

3.5 Electronics

Valve Driver and Current Measurement Circuit

The digital signal from the analog/digital interface card was current
amplified in order to drive the driver circuit. A MOSFET transistor
allowed for switching of the voltage over the solenoid valve between 0 V
or 23.3 V. A high power resistor inserted in series with the solenoid
valve allowed current measurement. This signal was amplified with
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3.5 Electronics

an operational amplifier circuit and filtered (see the circuit diagram in
App. B.1 on page 102). The signal was further amplified by an amplifier
(see the comment in App. B.3).

Valve Pressure Measurement Equipment

The pressure between the solenoid and the fixed valve relative to atmo-
spheric pressure was measured with a pressure transducer. It reported
the pressure in terms of a current signal, which was converted into a
voltage signal and amplified by an amplifier (see the comment in App.
B.3).

Combustion Chamber Pressure Measurement

Two pressure transducers were implemented on the test rig. One was
mounted upstream of the flame holder, where the temperature was
relatively low and one downstream of the flame holder, where the tem-
perature was relatively high. Due to the high temperature downstream
of the combustion zone, the downstream pressure transducer was not
mounted when the secondary chamber was included. Both pressure
transducers were capacitor microphone elements (see the circuit dia-
gram in App. B.2 on page 103). The signal was amplified by an ampli-
fier (see comment in App. B.3).
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Methods

Four measurements were available for feedback; the solenoid valve
current, the valve pressure, and the combustion chamber pressure
at the up-and downstream pressure sensor. The two first measure-
ments were related to the fuel supply only. Since the solenoid valve
had an on/off characteristic, a local feedback loop was designed to con-
trol the solenoid valve position. Using this actuator design, the two
inputs to the combustion chamber were the loudspeaker signal and a
reference for the solenoid valve position. The outputs were then the
actual solenoid valve position (or an estimate thereof), the valve pres-
sure, and the combustion chamber pressure from the pressure sensors.
A control strategy based on pressure actuation is illustrated in Fig.

4.1. This method fixated the fuel supply, and the measurements of
solenoid valve position and the valve pressure were irrelevant for pres-
sure stabilization purpose. Excluding the secondary combustion cham-
ber, the downstream pressure sensor was applicable. This system was
denoted the pressure actuated combustion chamber (PAC). A second
method was based on fuel modulation, and here all available measure-
ments could hold relevant information, which is illustrated in Fig. 4.2.
The fuel actuator was tested in combination with the secondary com-
bustion chamber, which excluded the downstream pressure sensor due
to the increased temperatures downstream. This system was denoted
the fuel actuated combustion chamber (FAC).
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4.1 Fast Fuel–Actuation Implementation
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Figure 4.1 Block diagram for the control structure based on pressure actua-
tion (PAC).
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Figure 4.2 Block diagram for the control structure based on fast fuel–
actuation (FAC).

4.1 Fast Fuel–Actuation Implementation

Solenoid valves are often used for flow control because of their rel-
atively low price, their simple design (high reliability), and fast re-
sponse. They are often used for switching applications where the flow
is either blocked or allowed to pass. Many applications require a more
proportional or graded behavior, where different levels of flow can be
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Figure 4.3 A solenoid valve.

obtained. Such valves exist today, driven by stepper motors or other
mechanical devices, but they are complicated in design and expensive
compared to solenoid valves. Converting the solenoid valve to behave in
a proportional manner, seems therefore attractive and was investigated
within the research presented in this thesis.
To keep costs down, it was preferable to do the conversion only

adding electronic components, which had a low production price, omit-
ting expensive redesign of the valve itself. One option for conversion
was to use feedback, which still holds great variety of solutions. Lim
et al. (1994) reported successful position control of a general purpose
solenoid, using measurements of electric signals from the solenoid and
some internal position, requiring redesign of the valve in many cases.
Rahman et al. (1996) reported successful proportional control of a sole-
noid using only measurements of electric signals, but based on a com-
plicated implementation.
Figure 4.3 illustrates the design principle of the investigated sole-

noid valve. An electric signal generated a magnetic field, affecting a
force on the poppet, causing it to move. A spring forced the poppet
and the ball back when the magnetic field was removed. Depending
on the position of the ball and poppet, gas was allowed to pass. To
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Figure 4.4 ∆iL as function of position. The position is normalized so that zero
and one correspond to closed and open position, respectively.

control the flow, it was desirable to control the position of the ball
and poppet, which was not a trivial task, since no means for direct
position measurements were available. However, the electric properties
of the solenoid were influenced by the poppet through the inductance,
and intelligent design of voltage actuation and current measurement
could give an indication of the position. This principle was studied
by Rahman et al. (1996). The implementation required that the time
derivative of the current was measured. Furthermore, it required a
position measurement to generate a lookup table prior to operation,
which in many cases is not desirable.
The following describes a principle of using only a simple current

measurement for position control of the solenoid valve for flow control,
without the need of direct position measurement for calibration.

Servo Valve Design and Induction Based Estimation

To be able to extract the position information, a detailed model of
the solenoid was desirable. However, the couplings between electric,
magnetic, and mechanical dynamics were too complicated, where fac-
tors like friction and temperature dependence added to the complexity.
Cheung et al. (1993) derived a model, which required measurement of
magnetic flux and the possibility to mechanically control the poppet
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in order to identify parameters. Also, high parameter sensitivity was
reported in part of the operating region. Considering these modeling
problems, a more empirical approach was taken.
Applying a pulse frequency modulated (PFM) voltage signal over

the solenoid ensured a continuing series of first–order step responses
of the current. The current increment over the time duration of a
pulse depended on the inductance and, therefore, on the poppet po-
sition. This current increment was denoted ∆iL. Recalling the control
objective (flow control), knowing the exact position was not absolutely
necessary, since complicated calibration of the flow was still required.
Figure 4.4 indicates that ∆iL was strictly monotone with respect to
the poppet position, so a secondary control objective was chosen to be
the control of ∆iL and not the control of the poppet position. To obtain
a signal, strictly increasing with poppet position and more flexible to
implementation, the estimator signal was defined as

ipos = i0 − ∆iL ,

where i0 was a positive offset calibration constant, and the subscript
pos indicates that the signal was strictly increasing with respect to the
poppet position. The input to the pulse modulator was obtained from a
proportional controller, and the reference usv was given with respect to
the desired ipos. The pulse modulator was implemented, as illustrated
in Fig. 4.5, with a pulse duration of 0.4 ms, with an opportunity for
nine different cycle times between 0.6 - 1.4 ms. The flow range for this
setup was approximately 0.5-1 l/min.
The valve pressure sensor inserted between the solenoid valve and

the fixed valve indicated flow (since the flow through the valve was
approximately proportional to the square of the pressure over the fixed
valve). The design is illustrated in Fig. 4.6.
This setup was designated the servo valve1, and could be regarded

as one integrated dynamic system, with the position estimate reference

1It should be noted that the term servo valve often refers to a specific implementa-
tion by certain valve manufacturers. However, the definition in [Merriam-Webster, 1987]
allows a more general use of the term. Webster’s Dictionary: “[servo- (as in servomo-
tor) +mechanism](1944): an automatic device for controlling large amounts of power by

means of very small amounts of power and automatically correcting the performance of

a mechanism”
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Figure 4.7 Block diagram representation of the fuel actuated combustion
chamber. The dashed line indicates the components of the fuel actuated com-
bustion chamber. The dotted line indicates the components of the servo valve.
The variables usv, vl , MVV, ṁ f , pv, pu, and ipos are the input to the servo valve,
the voltage over the loudspeaker, the mean valve voltage, the fuel mass flow,
the pressure over the fixed valve in the fuel supply line relative to atmospheric
pressure, the combustion chamber pressure at upstream pressure sensor, and
the valve position estimate, respectively.

usv as input and the position estimate ipos, the valve pressure, and the
gas flow as outputs. This is illustrated by the dotted box in Fig. 4.7.
Combined with the primary and secondary combustion chamber, the
servo valve formed the fuel actuated combustion chamber .

4.2 Identification of Dynamics

Identification of dominating dynamics of the system to be controlled,
is a requirement for successful control design. Several methods exist
to identify such dynamics, of which two are treated here; analytical
modeling and system identification.
The description of system identification methods presented here,

follows that of Johansson (1993).

State–Space Model Identification

A state–space model is a time domain representation for a system
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4.2 Identification of Dynamics

of any order, number of inputs, and number of outputs. The discrete
version has the form

x(k+ 1) = Ax(k) +Bu(k) + v(k) (4.1)

y(k) = Cx(k) +Du(k) + z(k) ,

where the variables x(k), u(k), y(k), and k are the state vector, the in-
put vector, the output vector, and the time index, respectively. A, B, C,
and D are constant matrices. The variables v(k) and z(k) are the pro-
cess noise and measurement noise, respectively. Both noise variables
are assumed to be zero–mean Gaussian white noise process, uncorre-
lated with any other input.
A number of methods have been derived to approximate state–space

models from data, for which some do not require dedicated experiments
(only that the input assures sufficient persistency of excitation). Such
methods require less time to conduct experiments, but require often
higher computer resources. Often experiments are more costly than
computer resources, and single–experiment methods are preferred over
multi–experiment methods.
Several of the subspace–based methods include estimation of the

noise contribution in the form of an innovations model

x(k+ 1) = Ax(k) +Bu(k) +Kw(k)

y(k) = Cx(k) +Du(k) +w(k) , (4.2)

where K is a constant matrix and the innovation variable w(k) is a
zero-mean white noise stochastic process, independent of the other
variables.
Two implementations of subspace–based method were used:

• The MOESP method (Multi-variable Output-Error State sPace)
presented by Verhaegen (1994). A MOESP algorithm is imple-
mented for Matlab RF in the SMI Toolbox, version 1.0 [Haverkamp
and Verhaegen, 1997]

• The CVA method (Canonical Variate Algorithm) presented by
for instance Larimore (1983), and van Overschee and de Moor
(1996). A CVA algorithm is implemented in the Matlab RF System
Identification Toolbox RF , version 6.1.1 [Ljung, 2005].
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Model Validation

The comparison of the model–predicted outputs to the measured out-
puts yields a method to validate an identified model. The two indices
used were the prediction fit and the variance-accounted-for:

κ f = 100
(
1−

qŷ− yq

qy− ȳq

)

κv = 100
(
1−
var (y− ŷ)
var (y)

)
.

Model Order Determination for State–Space Model

The first problem of the model identification was to estimate the model
order. Several methods to extract this information from input–output
data exists, and the following two were used:

• The number of nonzero (or above some small limit) singular
values of certain data–based matrix could be interpreted as an
estimate of the system order, see [Verhaegen, 1994] or [van Over-
schee and de Moor, 1996] for further details. Tools to derive the
singular values are implemented in the SMI Toolbox for Matlab RF.
The limit, above which the singular values were assumed signif-
icant, was obtained by engineering judgment.

• The Akaike final prediction error was a quality index used
for validation and model order determination, given by

FPE(ppz) =
N + ppz
N − ppz

1
N

N∑

j=1

ǫ
2
j ,

where ppz was the number of parameters to be estimated and
the variable ǫ j was the residual between the model predicted
output and the measured output at time index j. The FPE was
originally developed to assist the estimation of regression models
which require a minimum number of parameters to represent
the model. The identified state–space representation could have
a higher number of parameters than the equivalent regression
model, and this number of parameters was handled by the specific
model identification algorithms. It should be noted that for large
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4.2 Identification of Dynamics

data sets, the influence of a faulty estimate of ppz vanished, since
(N + ppz)/(N − ppz) → 1 as N →∞.
The FPE was based on model identification by the CVA method
in this thesis.

Balanced Model Reduction

Balanced model reduction was established in the early eighties by
Moore (1981), Pernebo and Silverman (1982), and others. The method
was based on balancing of the input energy required to obtain a certain
state, and the state energy required, for u = 0, to obtain a specified
output energy for a state–space model.
The balanced model reduction method is implemented in the

Matlab RF Control System Toolbox RF , version 6.2 [MathWorks, 2005].

Identification of Servo Valve Dynamics

System identification was used in the evaluation of the servo valve
design. One of the most important properties to estimate was the time
delay, which was estimated from the identified models.
A pseudo random binary sequence (PRBS) excitation signal was

applied to the servo valve, and subspace–based identification was ap-
plied. The PRBS spread the main part of the signal energy over the
frequency range 0-1000 Hz. The position estimate and the valve pres-
sure were measured as outputs.

Identification of PAC Dynamics

The primary combustion chamber had relatively simple acoustic prop-
erties, and the modeling could therefore be done analytically by stating
balance equations, boundary equation, etc. The purpose of the model
was to describe the input–output relationship between the loudspeaker
action and the measured pressure in the combustion chamber. Model-
ing of other factors such as flame shape, chemical reactions, and heat
loss were therefore regarded to be of secondary importance, meaning
that detailed modeling of them was not necessary, when only their
effect of the input–output relationship was captured.

Model 1—PAC Model

The following modeling was inspired by Anderson (1995), Egeland and
Gravdahl (2002), and Fleifil et al. (1998).
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To simplify the modeling, it was assumed that the primary com-
bustion chamber was completely uniform in transversal direction, and
it was therefore only described in one space dimension along the flow
direction. Additional assumptions were made to simplify calculations:

• Inviscid flow;

• The mean flow was negligible;

• Perfect gas (p = ρRT);

• Ideal gas (R/cv = γ − 1);

• Constant specific heat (e = cvT);

• Isentropic conditions (c2 = γ p0/ρ0);

• The kinetic energy was negligible;

• All the external forces were negligible;

• The influence of the dynamics of the chemical reactions was neg-
ligible;

• The flame front was infinitesimally thin.

From the above mentioned assumptions, the mass, energy, and con-
tinuity equations were reduced to the linearized balance equations:

ρ0
�u

� t
+
� p

� x
= 0 (4.3)

� p

� t
+ γ p0

�u

� x
= −(γ − 1)q , (4.4)

where the variable x was the position along the combustion chamber.
The position x = 0 was the bottom of the combustion chamber, and
x = Lt was the top. The variables u(t, x), p(t, x), and q(t, x) were the
velocity, the pressure, and the heat release, respectively. The constants
γ , p0, and ρ0 were the specific heat capacity, the mean pressure, and
the mean density, respectively.
Following Fleifil et al. (1998), the acoustic impedance of the loud-

speaker was neglected, resulting in the boundary pressure conditions

p(t, 0) = p(t, Lt) = 0.
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Because the flame was assumed to be infinitesimally thin, the heat
release was zero at all locations except at the flame holder. According
to [Annaswamy et al., 1997] the flame could be described by a first
order low–pass filter on the form

Q f (s) =
b1

s+ b2
U f (s) ,

where U f (s) was the velocity at the flame holder, and the constants
b1 and b2 were flame model coefficients. Assuming that the time con-
stant of the flame was much smaller than the observed dominating
resonance frequency, the flame model was further reduced to

Q f (s) =
b1

b2
U f (s) ,

which yielded a static relationship between the velocity at the flame
location and the heat release.
Since the flame front was considered to be infinitesimally thin,

there existed a discontinuity in the heat release at the flame holder
position. The non–actuated velocity una(t) was here approximated by
the average of the velocity infinitesimally close to the flame holder
from both sides

una(t) =
u(t, x−f ) + u(t, x

+
f )

2
,

where x f was the location of the flame holder, and u(t, x−f ) and u(t, x
+
f )

were the velocities infinitesimally close to u(t, x f ) upstream and down-
stream, respectively.
By temporal Laplace transformation of the PDEs and solving for

the spatial variable, in order to respect the boundary equation, the
non–actuated velocity at the flame holder and the pressure at the
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downstream pressure sensor were given by

Una(s) = −
γ − 1
2γ p0

1

cosh
(
s Lt

2 c

) Q f (s)

Pd(s) =
γ − 1
c

sinh
(
s Lt

3 c

)
sinh

(
s Lt

4 c

)

sinh
(
s Lt

c

) Q f (s) . (4.5)

The constant c2 = γ p0/ρ0 was the square of the speed of sound, and s
was the Laplace operator. The variables Una(s), Pd(s), and Q f (s) were
the Laplace transforms of the velocity at the flame holder, the pressure
at the downstream pressure sensor, and the heat release of the flame
at the flame holder, respectively.
Figure 4.8 illustrates the feedback interconnection between acous-

tic properties and the flame dynamic of the combustion setup. The
heat release of the flame depended on the local velocity at the flame
zone. This velocity was dependent on the heat release, and a possi-
ble unstable feedback loop existed. The loudspeaker contributed with
two effects; one direct and the other indirect. The direct effect related
to the membrane acceleration, generating a pressure contribution in
the combustion chamber. The indirect effect was the membrane veloc-
ity, which affected the velocity through out the whole chamber, and
thereby affected the flame, generating a changed pressure field. Ac-
cording to Fleifil et al. (1998), the direct effect could be neglected for
an end–mounted loudspeaker, and only the indirect effect was taken
into account.
The loudspeaker was modeled using voltage and force balances, and

yielded the model

Ul(s) = kl1
s

s2 + kl2 s+ kl3
Vl(s),

where the constants kl1 . . . kl3 were positive loudspeaker coefficients,
and Vl was the voltage over the loudspeaker in the frequency domain.
In order to obtain a finite–order model, approximations were im-

posed. An example of such approximation is given here, and later used
for control design.
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Flame
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u f (t) q f (t) pd(t)

d
dt
ul(t)

Acoustics

Acoustics

Figure 4.8 Block diagram of the pressure actuated combustion chamber. The
variables ul , una, u f , q f , vl , and pd are the velocity of the loudspeaker mem-
brane, the non-actuated velocity at the flame holder, the velocity at the flame
holder, the heat release at the flame location, the voltage over the loudspeaker,
and the combustion chamber pressure at the downstream pressure sensor, re-
spectively.

EXAMPLE 4.1
By restricting the model to consist of one pair of poles, the following
assumption could be suggested

2γ p0 =
b1

b2
(γ − 1) . (4.6)

This assumption resulted in heat release dynamics with poles on the
imaginary axis, which could be interpreted as the resonance frequen-
cies observed in the experiments, see page 86 for further discussion of
this assumption.
The relationship between the heat release and the velocity at the
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Figure 4.9 Bode diagram of combustion chamber model in Eq. (4.7). The fre-
quency is normalized with respect to the first resonance frequency such that
fn = ω Lt/2π c. The transfer function is normalized with respect to the flame
flame model parameters, such that GQ,n(s) = 2GQ(s) b2/b1. The circles and
squares indicate infinity (due to singularities) and zero (due to zeros), respec-
tively.

flame holder was then described by

Q f (s) = GQ(s)Ul(s) =
b1

b2

cosh
(
s Lt

2c

)

2 cosh2
(
s Lt

4c

)Ul(s) . (4.7)

Both Eq. (4.5) and (4.7) had infinitely many zeros and poles on the
imaginary axis. A normalized Bode diagram of GQ(s) is illustrated in
Fig. 4.9.
The model poles of interest for control design were those also ob-

served in experiments. The transfer function described in Eq. (4.5)
had a zero in ω = 0 and low–frequency poles in ω = π c/Lt and
ω = 2π c/Lt . Among the low–frequency poles, ω = π c/Lt corre-
sponded to the observed dominating resonance frequency. The heat
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release described by Eq. (4.7) had low–frequency zeros in ω = π c/Lt
and ω = 3π c/Lt , and low–frequency double poles in ω = 2π c/Lt .
The transfer function from the loudspeaker pressure to the upstream
pressure sensor included a pole-zero cancellation at the dominating
resonance frequency due to the zero at ω = π c/Lt. This pole-zero
cancellation was present only if the location of loudspeaker, the flame
holder, and the pressure sensor were exactly as assumed, and any small
deviation would revoke the cancellation. It was therefore assumed that
such pole-zero cancellation was not present, and a pole pair existed at
the locations s = ± iπ c/Lt. The system had an infinite number of
poles and zeros, and it made sense to reduce it for control design.
Experimental observations indicated that the dominating resonance
frequency ω = π c/Lt was absolutely dominant. A simple method to
reduce the model order from infinity to a low–order model suitable for
control design, was to include the two resonance poles and any poles
and zeros of lower frequency in the model. This resulted in the rela-
tionship

Pd(s) = kc
s

s2 +

(
c

2Lt

)2 Ul(s)

where the constant kc was the combustion model gain. Combined with
the loudspeaker model, the pressure actuated combustion chamber
model became

Pd(s) = kc kl1
s2(

s2 +

(
c

2Lt

)2)
(s2 + kl2 s+ kl3)

Vl(s) (4.8)

Identification of FAC Dynamics

The dynamics of the fuel actuated combustion chamber were investi-
gated by means of system identification, due to the non-trivial acoustic
properties, introduced by the secondary combustion chamber. Models
were estimated using both the CVA and the MOESP method. The im-
plemented excitation signal focused the energy around the relevant
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frequencies (0-1000 Hz). It was generated as a PRBS with 2.5 kHz
update frequency.

4.3 Control Methods

Phase Shift Control

Phase shift is an intuitive control method used for oscillatory systems.
If an unwanted oscillation with one unique stationary and well de-
fined frequency is observed, the system is actuated in a manner that
cancels the unwanted oscillations. For example, in the design of noise
protection equipment, the noise can be reduced by means of an inter-
nal loudspeaker generating sound waves, which are 180○phase shifted
from the noise.
This method does not require a dynamical model or profound control

design knowledge—only the knowledge of the unwanted frequency and
means to affect the process. On the other hand, because of the lack of
a model, it is hard to prove stability. Also, this method is sensitive to
changes in the system parameters.
The use of phase shift based control for combustion applications

was reported by [Ikame et al., 2005].

PID Control

The PID controller has the advantage of being able to be tuned by hand
and engineering intuition, and modern off-the-shelf controllers include
opportunities for self tuning [Åström and Hägglund, 2005].
The PID controller consists of proportional, integral, and derivative

contributions, expressed by

uc(t) = Kp ec(t) +
Kp

Ti

∫ t

0
ec(τ ) dτ + KpTd

dec(t)

dt
,

where the variable uc(t) is the control signal and ec(t) denotes the error
between the measured variable and its reference. This formulation is
not well suited for implementation, and modification on both the inte-
gral and derivative part are often included to avoid integrator windup,
and numeric overflow with fast reference changes.
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More profound discussions of the PID controller can be found in
numerous textbooks, such as [Åström and Hägglund, 2005], [Franklin
et al., 1994], and [Haugen, 1994]. PID control of combustion systems
was reported by for example Prakash et al. (2005).

Loop Shaping

Loop–shaping design is a classical control design method, where the
loop–transfer function2 is manipulated by control design to obtain a
desired shape. The term loop shaping is taken from [Skogestad and
Postlethwaite, 1996], which also gives an introduction to the method.
Many other textbooks treat elements of the loop–shaping, and one of
such examples is [Franklin et al., 1994]. Some commonly used elements
in loop–shaping design are listed in the following.

Notch filters are used to damp the influence of oscillations. The
notch filter is a narrow–band rejection filter which filters out any fre-
quency contribution around the resonance frequency from the error
signal, and thereby avoids excitation of the resonance. This has the
desired effect, when the loop transfer–function is evaluated, but it has
an unwanted effect, when the noise is taken into account. If the noise
has a contribution around the resonance frequency (and the notch fil-
ter reject band), information thereof will be filtered by the notch filter,
and will therefore not be compensated for by the controller.
The use of notch filer based control for combustion applications is,

for instance, reported by Morgans and Dowling (2005).

Lead and lag Networks are first order compensation filters used to
shape phase of the loop transfer–function. Lead compensators increase
the phase at a chosen frequency by up to 90○. The lead network also
amplifies frequencies above the chosen frequency more than frequen-
cies below. The lag network has high amplification at low frequencies,
but a lower amplification at higher frequencies. The phase is lag de-
creased up to 90○around a chosen frequency.
Treatment of lead and lag networks can be found in for exam-

ple [Franklin et al., 1994].

2The loop transfer–function is the series connection of the control and process transfer
functions.
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LQR

A linear quadratic regulator (LQR) for the system of Eq. (4.1) is de-
signed by minimizing a quadratic loss function, where the perturbation
of the states and inputs can be penalized with respect to each other.
The loss function is defined as

J(u) =

N−1∑

k=0

xT(k)Q1 x
T (k) + uT (k)Q2 u(k) + 2xT(k)Q12 u(k) (4.9)

Q1 = Q1
T ≥ 0 , Q2 = Q2

T > 0 ,
[
Q1 Q12

Q12 Q2

]
≥ 0

for the discrete case, where Q1, Q2, and Q12 are constant matrices used
for tuning, and k and N are the discrete time index and the horizon
to minimize over, respectively. The variable x(k) is the state vector of
the system and u(k) is the control signal on the form

u(k) = −Lx(k) . (4.10)

The optimal control law L (for the undisturbed case) is found by solving
the discrete algebraic Riccati equation

S = ATSA+Q1 −
(
ATSB+Q12

) (
Q2 +B

TSB
)−1 (

BTSA+Q12
T
)
,

and using the controller with

L =
(
Q2 +B

TSB
)−1 (

BTSA+Q12
T
)
.

Kalman Predictor and Filter

If the states are not measured, they can be estimated. The description
of estimators presented here follows that of Åström and Wittenmark
(1997). The design of estimators is based on the state–space model

x(k+ 1) = Ax(k) + Bu(k) + v(k)

y(k) = Cx(k) + z(k) ,
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with zero mean noise processes {v(k)} and {z(k)} and covariance

E

{[
v(k)

z(k)

] [
v(k)

z(k)

]T}
=

[
R1 R12

R12
T R2

]
,

A predictive estimator can be formulated as

x̂(k+ 1) = (A −KC) x̂(k) +Bu(k) +Km y(k), (4.11)

The Kalman predictor used is given by the choice of the stationary
Kalman gain Km that minimizes the variance of the estimation error
x̃ = x− x̂

E
{
(x̃(k+ 1) − E {x̃(k+ 1)}) (x̃(k+ 1) − E {x̃(k+ 1)})T

}
.

This expression is minimized by solving the discrete algebraic Riccati
equation

P = APAT +R1 −
(
APCT +R12

) (
CPCT +R2

)−1 (
CPAT +R12

T
)

with

Km =
(
APCT +R12

)
(R2 +CPC)

−1 .

The predictive estimator of Eq. (4.11) estimates the state without
direct term—that is, a measurement taken at time k − 1 does not
propagate to the estimate until time k, causing one sample–time delay.
If the measurement at time k is available for estimation, a second
update step can be added to the estimation;

x̂(k p k− 1) = (A −KmC) x̂(k p k− 1) +Bu(k− 1) +Km y(k− 1).

x̂(k p k) = x̂(k p k− 1) +K f (y(k) −Cx̂(k p k− 1)) ,

which is the Kalman filter for the optimal choice of K f . The notation
x̂(k p k− 1) indicates the state estimate at time k based on measure-
ments up until, and including time k − 1. The variance of x̂(k p k) is
minimized by the choice

K f = PCT
(
CPCT +R2

)−1
.

It should be noted that P here denotes the variance of the predicted
estimate P(k p k− 1). The variance of the filtered estimate P(k p k) is
smaller or equal to P(k p k− 1).
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4.4 LQR Control and the Kalman Predictor/Filter

If only the measurement of time k− 1 is available for the calculation
of the control signal at time k , the control law of Eq. (4.10) must be
based on the predictive estimator of Eq. (4.11), so that

u(k) = −L x̂(k) ,

where x̂(k) is obtained from Eq. (4.11).
If the measurement of time k is available for the calculation of the

control signal at time k, the estimation of x̂(k p k) can be included in
the control law, and by rearranging, formulated as a predictor based
feedback law with direct term

u(k) = − (L− LK fC− LvKvC) x̂(k p k− 1) − (LK f + LvKv)y(k)

Lv =
(
Q2 +B

TSB
)−1
BS

Kv = R12 (CP+R2)
−1 ,

where x̂(k p k− 1) is estimated by the Kalman predictor in Eq. (4.11)
[Åström and Wittenmark, 1997]. This solution does not suffer from the
time delay of the Kalman predictor implementation. Furthermore, the
state estimation of time k can be calculated before the measurement
of time k is taken, resulting in a small computational delay between
the measurement and control signal update.
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5

Identification and

Validation Results

5.1 Experiments

Experiment # 1 – Servo Valve Validation

To identify the servo valve dynamics, two sequences were applied
to the position estimate reference; a PRBS sequence for model esti-
mation and a step sequence for visual validation. The PRBS sequence
contained mainly energy in the frequency range 0-1000 Hz.

Experiment # 2 – Model Identification of FAC

For this experiment both the primary and the secondary combustion
chamber were included. Two equivalent experiments of 1.6 s (16,000
samples) each were performed, denoted the identification data set and
the validation data set. The input to the valve reference for both ex-
periments was a PRBS signal, exciting the dynamics in the frequency
domain 0-1000 Hz. The fuel supply was approximately 0.75 l/min for
both sequences.
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Figure 5.1 Servo valve response to reference changes. Top: Position estimate
reference. Middle: Position estimate. Bottom: Valve pressure response. It is as-
sumed that the mass flow is a static monotone function of the valve pressure.

5.2 Fast Fuel–Actuator

The servo valve validation tests were all based on data from exper-
iment #1. Figure 5.1 illustrates the position estimate and the valve
pressure response to a sequence of steps in the position estimate ref-
erence.
To estimate the dynamic properties of the servo valve, the relation-

ship between the position estimate reference and the valve pressure
was estimated both by the CVA and by the MOESP method. The Bode–
diagram of the two models are illustrated in Fig. 5.3. The model order
and sample frequency were chosen n = 5 and 1.25 kHz, respectively.
The prediction accuracy of the models are illustrated in Fig. 5.2 for
visual model validation.
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Figure 5.2 Prediction accuracy of model estimated with CVA and MOESP.
The dotted lines illustrate the measured valve pressure response in the test
sequence, and the full lines represent the 10–step ahead (4 ms) predicted model
output.

Table 5.1 summarizes the model identification results.

Table 5.1 Summary of model identification of servo valve.

Identification Model κ f ∗ [ % ] κv∗ [ % ]

method order

CVA 5 72.4 92.4

MOESP 5 71.1 91.6

* 10–step ahead prediction was imposed in all cases.
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Figure 5.4 Left: FPE of the identified model using the CVA method as func-
tion of the model order. Right: Singular values as function of the model order.
The dashed lines indicate the model order n = 23.

5.3 Identification of FAC Dynamics

This section describes the identification of models of the fuel actuated
combustion chamber. All models are single–input single–output with
the servo valve reference as input and the upstream combustion cham-
ber pressure as output, unless stated differently.

Model Order Determination

Figure 5.4 illustrates the final prediction error and the singular values
based on the measurements from experiment #2. A model order of
n = 23 was appropriate both according to the FPE and the singular
values.
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Figure 5.5 Residual test for MOESP identifications (model #2). Upper row:
Residual tests based on identification data. Lower row: Residual tests based on
validation data. Left column: Autocorrelation function of residuals. Right col-
umn: Cross correlation between input and residuals. The dashed lines indicate
the 99% confidence intervals.

Model 2—Identification by the MOESP Method

The identification of the FAC was based on the two data sets from
experiment #2 where the input was the servo valve reference and the
output was the upstream pressure sensor. The model was identified
using the MOESP method with a model order of n = 23. The top of
Fig. 5.5 illustrates how the residuals of the identification data were
autocorrelated and cross correlated with the input, respectively. Both
figures indicate insignificant correlation, which again indicates that
all statistical information of dynamics has been extracted from the
data. For validation the bottom of Fig. 5.5 illustrates how the resid-
uals of the validation data were autocorrelated and cross correlated
with the input, respectively. The results here indicate a little more
correlation than for the identification data, but not significantly more.
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Figure 5.6 Bode diagrams for the model estimated with MOESP (model #2).
Top and middle: Amplitude and phase diagram for the relationship between
valve reference and combustion chamber pressure perturbations. Bottom: Am-
plitude diagram for the relationship between noise and combustion chamber
pressure perturbations.

Figure 5.7 illustrates the prediction accuracy of the model. Here a 4
ms–step ahead prediction was imposed, and it shows well predicted
model outputs. The prediction fit and variance-accounted-for for this
test were κ f = 61.1% and κv = 84.9%.
The top and middle of Fig. 5.6 illustrate the Bode diagram of the

identified model. It captures the dominating resonance frequency well,
and a less dominating resonance frequency is observed at a lower fre-
quency. The phase plot indicates a significant time delay in the system.
The bottom of Fig. 5.6 illustrates the gain of the Bode diagram from
the noise to the output.
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Figure 5.7 Prediction accuracy of the model estimated with MOESP
(model #2). Measured output (full line) and 10–step ahead (4 ms) predicted
model output based on identification data (dashed line).
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Figure 5.8 Residual test for CVA (model #3). Upper row: Residual tests based
on identification data. Lower row: Residual tests based on validation data. Left
column: Autocorrelation function of residuals. Right column: Cross correlation
between input and residuals. The dashed lines indicate the 99% confidence in-
tervals.

Model 3—Identification by the CVA Method

The identification of the FAC dynamics was based on the two data sets
from experiment #2, where the input was the servo valve reference and
the output was the upstream pressure sensor. The model was identified
using the CVA method with a model order of n = 23. The top of Fig. 5.8
illustrates how the residuals of the identification data were autocor-
related and cross correlated with the input, respectively. Both figures
indicate only insignificant correlation, which again indicates that all
statistical information of dynamics has been extracted from the data.
For validation, the bottom of Fig. 5.8 illustrates how the residuals of
the validation data were autocorrelated and cross correlated with the
input, respectively. These results indicate a bit more correlation than
the identification data, but not significantly more. Figure 5.10 illus-
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Figure 5.9 Bode diagrams for identified model estimated with CVA
(model #3). Top and middle: Amplitude and phase diagram for the relation-
ship between valve reference and combustion chamber pressure perturbations.
Bottom: Amplitude diagram for the relationship between noise and combustion
chamber pressure perturbations.

trates the prediction accuracy of the model. Here a 4 ms–ahead pre-
diction was imposed, and it shows well predicted model outputs. The
prediction fit and variance-accounted-for for this test were κ f = 80.1%
and κv = 96.0%.
The top and middle of Fig. 5.9 illustrate the Bode diagram of the

identified model. It captures the dominating resonance frequency well,
and a less dominating resonance frequency is observed at a lower fre-
quency. The phase plot indicates a significant time delay in the system.
The bottom of Fig. 5.9 illustrates the gain of the Bode diagram from
the noise to the output.
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Figure 5.10 Prediction accuracy of model estimated with CVA (model #3).
Measured output (full line) and 10–step ahead (4 ms) predicted model output
based on identification data (dashed line).
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Figure 5.11 Residual test for CVA (model #4). Upper row: residual tests based
on identification data. Lower row: Residual tests based on validation data. Left
column: Autocorrelation function of residuals. Right column: Cross correlation
between input and residuals. The dashed lines indicate the 99% confidence in-
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Figure 5.12 Prediction accuracy of model estimated with CVA (model #4).
Measured output (full line) and 10–step ahead (4 ms) predicted model output
based on identification data (dashed line).

Model 4—Identification by the CVA Method II

The identification of the FAC dynamics was based on the two data sets
from experiment #2. The model was identified using the CVA method
with a model order of n = 16. The top of Fig. 5.11 illustrates how the
residuals of the identification data were autocorrelated and cross cor-
related with the input, respectively. Both figures indicate only insignif-
icant correlation, which again indicates that all statistical information
of dynamics has been extracted from the data. For validation the bot-
tom of Fig. 5.11 illustrates how the residuals of the validation data
were autocorrelated and cross correlated with the input, respectively.
Figure 5.12 illustrates the prediction accuracy of the model. Here a 4
ms–ahead prediction was imposed, and it shows well–predicted model
outputs. The prediction fit and variance-accounted-for for this test were
κ f = 79, 5% and κv = 95, 8%.
The top and middle of Fig. 5.13 illustrate the Bode diagram of the

identified model. It captures the dominating resonance frequency well.
The phase plot indicates a significant time delay in the system. The
bottom of Fig. 5.13 illustrates the gain of the Bode diagram from the
noise to the output.
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Figure 5.13 Bode diagrams for identified model estimated with CVA
(model #4). Top and middle: Amplitude and phase diagram for the relationship
between the valve reference and combustion chamber pressure perturbations.
Bottom: Amplitude diagram for the relationship between noise and combustion
chamber pressure perturbations.

Model 5—Identification by the CVA Method (SIMO)

A single–input multiple–output (SIMO) model of the FAC was esti-
mated based on the two data sets from experiment #2. The outputs
were the servo valve position estimate, the valve pressure, and the up-
stream combustion chamber pressure. The model was identified using
the CVA method with a model order of n = 22. Validation results of
the identification are illustrated in Fig. 5.14. The prediction fit and
variance-accounted-for for the prediction of ipos, pv, and pu were (or-
dered) κ f = (2.7, 38.7, 79.4)% and κv = (5.3, 62.4, 95.8)%.
Figure 5.15 illustrate the gain diagrams of the identified model.
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Figure 5.15 Gain diagrams for identified SIMO model estimated with CVA
(model #5). The input is the servo valve reference and the outputs are from
top to bottom; the servo valve position estimate, the valve pressure, and the
combustion chamber at the upstream pressure sensor.

5.4 Summary of Model Identification Results

Table 5.2 summarizes the model identification results.

Table 5.2 Summary of model identification.

Model Identification Order κ f ∗ [ % ] κv∗ [ % ]

no. method

#2 MOESP 23 61.1 84,9

#3 CVA 23 81,1 96.6

#4 CVA 16 79.5 95.8

#5 CVA 24 2.7,38.7,79.4 5.3,62.4,95.8

* 10–step ahead prediction was imposed in all cases.
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6

Control Design and Results

The control designs investigated are presented in this chapter. The
control designs for the PAC and the FAC are first presented, and a
section describes some practical details concerning the performed ex-
periments. Finally, at the end of the chapter, the experimental results
are presented.

6.1 Control Design for PAC

Control 1—Proportional Control

Since the bandwidth of the loudspeaker was much higher than the
pressure oscillations, the root locus of the system described by Eq. (4.8)
was as illustrated in Fig. 6.1, which illustrates the qualitative behav-
ior of the poles of the closed–loop system, if proportional control was
imposed. It shows that for any control gain, the closed–loop system
remained stable (all poles remained within the left hand side of the
pole–zero diagram). As long as the model described the real system,
the combustion chamber pressure could be stabilized by proportional
control with any gain. However, due to model uncertainty the choice of
control gain was critical to the pressure stabilization in practice. The
gain was tuned by hand until damping of the oscillations was obtained.
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Combustion chamber pole

Loudspeaker zero

Combustion chamber zero

Combustion chamber pole

Im(s)

Loudspeaker pole

Re(s)

Loudspeaker pole

Figure 6.1 Root locus of pressure actuated combustion chamber. The input
and output are the voltage over the loudspeaker and the pressure at the down-
stream pressure sensor, respectively. Note that this is only a qualitative illustra-
tion, and it contains no information about the exact locations of the poles and
zeros.

6.2 Control Design for FAC

Control 2—Loop–Shaping Control

The loop–shape controller was designed to shape the Bode diagram of
model #2 (identified by the MOESP method). The servo valve had a
drop in magnitude at low frequency, which was compensated by a lead
network. Two notch filters were included to reduce the effect of the low-
est resonance frequencies; one at the dominating resonance frequency,
and one damping a lower frequency resonance frequency. Finally, a
fifth order low–pass filter was inserted to suppress the effect of higher
frequency resonances.
The Bode diagram of the loop–shape controller is illustrated in Fig.

6.2. Figure 6.3 illustrates the Nyquist diagram of the loop–shape con-
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Figure 6.2 Bode plot of loop–shape controller.
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Figure 6.3 Nyquist diagram of the loop–transfer function of the combined
loop–shape controller and model #2 identified with the MOESP method.
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6.2 Control Design for FAC

troller and model #2 identified with the MOESP method.

Control 3—LQR Control with Penalized Derivative

This control design was based on the LQR method and model #3 (iden-
tified by the CVA method).
Since the estimated model for this setup only described the relation-

ship between the servo valve reference and the combustion chamber
pressure at the upstream pressure sensor, it was chosen to base the
control design on these variables. The cost function to be minimized
was

J =

∞∑

k=0

[
pu(k)

2 +α
(
pu(k+ 1) − pu(k)

)2
+ βusv(k)

2
]

(6.1)

where the variable pu(k) was the measured pressure perturbation at
the upstream pressure sensor. The first term penalized the actuation
signal in order to respect the operating range of the servo valve. The
second term penalized the pressure perturbation in order to suppress
the pressure oscillations. To put further focus on the oscillation sup-
pression, the pressure difference between two following samplings were
also penalized by the third term in Eq. (6.1). The weighting of the pe-
nalization could be adjusted by the two tuning parameters α and β .
Equation (6.1) could be transformed into the state–space formulation
described in Eq. (4.9) by defining the matrices

Q1 = CT C+α
(
CA−C

)T (
CA−C

)

Q2 = α BT CT CB+ β (6.2)

Q12 = α
(
CA−C

)T
CB.

The minimization problem was solved by tools in the Matlab RF Control
System Toolbox RF .
The implemented control consisted of the Kalman predictor and the

control law obtained as described above, which were combined to

x̂(k+ 1) =
(
A−KC−BL

)
x̂(k) +Kpu(k) (6.3)

usv(k) = −L x̂(k)
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Figure 6.4 Singular values of the matrix (ΨrΨo) for the estimator based LQR
controller.

where the variable x̂ was the estimated state vector. Because the con-
trol design was based on a model with sampling frequency of 2.5 kHz,
the control was implemented with this sampling frequency as well. For
implementation issues the controller was reduced, using the balanced
model reduction method. Figure 6.4 illustrates the singular values of
the matrix (ΨrΨo), associated with the balanced realization of the es-
timator based LQR controller (Eq. (6.3)). A model order of n = 15
resulted only in small deviation of the reduced model Bode diagram
compared to the full order controller. Figure 6.5 illustrates the Nyquist
diagram of the loop transfer function of the designed LQR controller
and the identified model. It is noted that the amplification could be
increased without losing stability, but was avoided because of actuator
limitations.

Control 4—LQR Control with Penalized Derivative and Direct

Term

This control design was based on the LQR method and model #4 (iden-
tified by the CVA method). The design was based on the same cost
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Figure 6.5 Nyquist diagram of the loop transfer–function of the combined
LQR controller (with Kalman predictor) and model #3 the identified the with
CVA method.

function as the design of control #3, see Eq. (4.9) and (6.2). The state
estimate was obtained by a Kalman filter with anti wind–up, imple-
mented as

x̂(k+ 1) = (A −KxC) x̂(k) +Busv(k) +Kx pu(k)

ut(k) = − (L− LK fC− LvKvC) x̂(k) − (LK f + LvKv) pu(k)

usv(k) = sat(ut(k))

where sat(⋅) was a suitable saturation function describing the limita-
tions in the actuator.
Figure 6.6 illustrates the Nyquist diagram of the loop transfer–func-

tion of model #4 and the LQR controller with Kalman filter. It is noted
that the amplification could be increased without loosing stability, but
this approach was not further considered due to actuator limitations.
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Figure 6.6 Nyquist diagram of the loop transfer function of the combined LQR
controller (with Kalman filter) and model #4 identified with the CVA method.

6.3 Control Experiments

For all experiments two data sequences were recorded; the first without
active control, the second with. Both experiments were performed with
the same averaged valve pressure (to ensure the same fuel flow). In
all cases, the fuel supply was approximately 0.75 l/min. Table 6.1 lists
further details on the individual experiments.

6.4 Data Processing

Variance Ratio

The variance ratio ηv is defined to compare the combustion chamber
pressure perturbation of the actively controlled experiment with that
of the uncontrolled. The variance ratio is defined by

ηv =
var ({pd}cN)
var ({pd}ucN )
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6.4 Data Processing

where N is the number of samples in each data sequence, and {pd}cN
and {pd}ucN are the sequences of active controlled and uncontrolled com-
bustion pressure perturbations, respectively.

Spectrum Analysis

All spectral representation of experimental data are treated according
to App. A.1, with smoothening window length of 4% of the sample size.
These data are normalized so that the variance of the uncontrolled
sequence is one.

Table 6.1 Summary of experiment conditions.

Exp. Actuator Pressure Time Secondary Control

no. sensor duration combustion

of chamber

sequences included

#3 P D 31 s no #1

#4 P D 31 s no #1

#5 FF U 31 s yes #2

#6 FF U 20 s yes #2

#7 FF U 31 s yes #3

#8 FF U 31 s yes #3

#9 FF U 31 s yes #4

#10 FF U 31 s yes #4

P: Pressure actuated. FF: Fast fuel actuated.
U: Upstream. D: Downstream
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Chapter 6. Control Design and Results

6.5 Control Results

Control of PAC with Control #1: Figures 6.7 and 6.8 illustrate the
pressure actuated control results from experiments #3 and #4.

Control of FAC with Control #2: Figures 6.9 and 6.10 illustrate
the pressure actuated control results from experiments #5 and #6.

Control of FAC with Control #3: Figures 6.11 and 6.12 illustrate
the pressure actuated control results from experiments #7 and #8.

Control of FAC with Control #4: Figures 6.13 and 6.14 illustrate
the pressure actuated control results from experiments #9 and #10.
Table 6.2 on page 83 lists further details.

0 50 100 150 200 250 300 350 400 450 500

−40

−30

−20

−10

0

10

20

30

40

50

60

Frequency [ Hz ]

N
or

m
al

iz
ed

 c
om

bu
st

io
n 

ch
am

be
r 

pr
es

su
re

 [ 
dB

 ]

Smoothened combustion chamber pressure periodogram

Without active control
With active control

Figure 6.7 Smoothened combustion chamber pressure power spectrum of ex-
periment #3: Pressure actuation with proportional control.
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Figure 6.8 Smoothened combustion chamber pressure power spectrum of ex-
periment #4: Pressure actuation with proportional control.
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Figure 6.9 Smoothened combustion chamber pressure power spectrum of ex-
periment #5: Fast–fuel actuation with loop–shaping control.
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Figure 6.10 Smoothened combustion chamber pressure power spectrum of
experiment #6: Fast–fuel actuation with loop–shaping control.
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Figure 6.11 Smoothened combustion chamber pressure power spectrum of
experiment #7: Fast–fuel actuation with LQR control with penalized derivative.
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Figure 6.12 Smoothened combustion chamber pressure power spectrum of
experiment #8: Fast–fuel actuation with LQR control with penalized derivative.
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Figure 6.13 Smoothened combustion chamber pressure power spectrum of
experiment #9: Fast–fuel actuation with LQR control with penalized derivative
and direct term.
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Figure 6.14 Smoothened combustion chamber pressure power spectrum of
experiment #10: Fast–fuel actuation with LQR control with penalized derivative
and direct term.
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Figure 6.15 Smoothened valve pressure power spectrum of experiment #9.
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6.6 Summary of Control Results

Table 6.2 summarizes the control results.

Table 6.2 Summary of control results.

Exp. Actuator Control n ηv Damping Frequency

no. of shift of

dominating dominating

resonance resonance

#3 P #1 0 0.32 13 dB 34 Hz

#4 P #1 0 0.42 9 dB 33 Hz

#5 FF #2 10 0.77 5 dB -5 Hz

#6 FF #2 10 0.71 6 dB 0.5 Hz

#7 FF #3 15 0.50 6 dB -3 Hz

#8 FF #3 15 0.51 5 dB -2 Hz

#9 FF #4 16 0.37 12 dB 3 Hz

#10 FF #4 16 0.38 9 dB -3 Hz

P: Pressure actuated. FF: Fast fuel actuated.
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7

Discussion

Several instabilities problems are related to the combustion process.
In this thesis, the treatment of combustion instabilities is focused on
the acoustic properties of the combustion process, and all conclusions
and comments are based on this restriction.

7.1 Fast Fuel–Actuator

The design and implementation of the servo valve changed the binary
behavior of the solenoid valve into proportional. Both the pressure and
the position estimate changed according to the reference. Some small
steady–state error could be observed in the experiments, since the valve
pressure did not return to the initial value despite that the reference
returned to the initial value (see Fig. 5.1). This steady state error
could be removed by imposing integral effect in the position control
loop, but since the valve was used for noise suppression, the steady
state behavior was not of primary concern.
Since the solenoid valve was affected by a series of steps (due to

the PFM signal), the position of the poppet inside the valve could not
be expected to be steady, even for steady references. This is observed
in the position estimate illustrated in Fig. 5.1. These oscillations are
not seen in the valve pressure (the bottom of Fig. 5.1), indicating that
the dynamic of the gas had some low–pass filter properties.
The time delay was estimated by assuming that the phase decay at

frequencies above 16 Hz were due to the delay. First order polynomials
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Figure 7.1 Bode diagrams of servo valve identified with the CVA and
MOESPmethod. The full lines indicate the estimated time–delay phase con-
tribution. The time delay is estimated to be in the order of 0.8-1.1 ms (by the
MOESP and CVA method, respectively).

were fitted to the phase of the two models using least square fit. The
polynomials are illustrated in Fig. 7.1 along with the Bode diagrams
of the models. The estimated polynomials suggested a time delay of
around 0.8-1.1 ms. This was in the order of one fifth of the period
time of the dominating resonance frequency of the fuel actuated com-
bustion chamber, approximately 2-3 sample steps for the fuel actuated
combustion chamber models, and approximately one PFM cycle.

7.2 Modeling

Model formulations based on physical insight have the advantage of al-
lowing intuitive understanding, which is a significant support for the
design and tuning of a controller. The disadvantage of this method is
that it can be time consuming, or in some cases even impossible. When
such problems arise, system identification based on measurements is
an alternative. When using such method, it is only required that the
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Chapter 7. Discussion

process can be operated manually in a safe mode, and that the operator
has some kind of actuating access and suitable measurement equip-
ment. Based on data alone, there exist a number of numerical tools to
estimate dynamic models.

Analytical Combustion Chamber Model

The analytical modeling of the pressure actuated combustion chamber
model was possible because of the simple acoustic properties. The focus
was to capture the acoustic properties, and the flame modeling was
significantly neglected. The two assumptions

Q f (s) =
b1

b2
U f (s)

2γ p0 =
b1

b2
(γ − 1)

were imposed. In particular the last was questionable, since any small
deviation of any of the parameters would move the poles of the inter-
connected combustion model away from the imaginary axis. Excluding
the assumptions above could result in an combustion model stable for
some flame properties, and unstable for others. Such models were in-
vestigated [Rumsey et al., 1998] and experimentally verified. These
models explain the combustion instability as linear unstable growth
until losses impose damping nonlinearities, leading to limit–cycle be-
havior.
The pressure actuated combustion chamber was investigated here

only for proof of concept, not subject for excessive work. Therefore, it
was chosen to derive as simple a model as possible in order to show
the damping effect of active control. Based on this, it was chosen to
compromise the physical interpretation of the model.

Subspace Identification of FAC

Two methods for system identification were tested; The MOESP and
the CVA method. Both models captured the main resonance frequen-
cies (compare Fig. 5.6, 5.9, and 5.13). However, the CVA method re-
sulted in better prediction performance. The two estimation meth-
ods disagreed on the estimation of the low–frequency response, where
the CVA method estimated significantly lower gains than the MOESP
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7.3 Combustion Control with Pressure Actuation

method (compare Fig. 5.6 to Fig. 5.9). The two methods also disagreed
on the estimation of the low–frequency amplification of the servo valve
(see Fig. 5.3). Another disagreement was in the estimated phase. The
MOESP method estimated earlier and steeper phase decrement. The
noise estimations had reasonable agreement. It is concluded that the
CVA method was preferable to the MOESP method in this specific ap-
plication, due to its better prediction performance.
The choice of order had an interesting consequence; the higher order

SISO models (n = 23) estimated a smaller resonance frequency around
94 Hz (see Fig. 5.6 and 5.9). The resonance was also observed in the
measured output (see for example Fig. 6.9). The model identified by a
lower order (n = 16) did not include this resonance frequency (see the
Bode diagram in Fig. 5.13). Even though the control design based on
the low–order model did not include information about this resonance,
it suppressed it with 7 and 16 dB (see Fig. 6.13 and 6.14).
Only SISO models was utilized in the combustion control exper-

iments presented. A SIMO model was derived to illustrate that the
subspace–based method can be generalized to a more complex system
(several outputs). This indicates that the method possibly can be uti-
lized on more advanced combustion chambers. The prediction of the
servo valve position estimate and the valve pressure showed not as
high prediction indices as the prediction of the combustion chamber
pressure. This indicates that further work (such as static compensa-
tion) might be needed before these measurements are included into
the feedback.

7.3 Combustion Control with Pressure Actuation

The pressure actuator was relatively simple to implement in the sim-
ple combustion chamber presented in this thesis. It was mounted at a
low–temperature zone, and it did not interact with the flow properties
of the combustion chamber. In industrial combustion chambers, the im-
plementation of loudspeakers causes severe problems due to the harsh
conditions and high power requirements. However, in this thesis it was
investigated for its illustrative benefits. The experiments indicated a
significant noise reduction at the resonance frequencies, but poor noise
suppression at others. This effect was expected to be due to the simple
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controller. Further experiments with more complicated control design
might provide better damping over a larger frequency range, but was
not conducted, since the actuation method holds too severe compli-
cations for industrial applications [Dowling and Morgans, 2005]. An-
other interesting observation of the proportional pressure control ex-
periments was the shift of the dominating resonance frequency; the
experiments showed that the active–controlled resonance was approxi-
mately 34 Hz higher than the uncontrolled resonance. Whether or not
this is regarded as an advantage is not to be determined here.

7.4 Combustion Control with Fast Fuel–Actuation

The results indicate that suppression of combustion oscillations is pos-
sible with fast fuel actuation. The experiments performed indicated
that LQR holds the best potential of the tested design methods. Fur-
thermore, it was the design method with least tuning complexity; only
two weights had to be adjusted, whereas the loop–shape design method
required much more insight and routine from the designer. It should
be noted that the degrade in control performance of the loop-shape
controller compared to the LQR controllers might also depend on the
model used. The loop–shape controller was designed using the model
identified by the MOESP method, which showed less attractive predic-
tion properties than the models identified with the CVA method.
Of the two tested LQR implementations, the Kalman filter imple-

mentation showed superior to the Kalman predictor implementation.
This comes as no surprise, since the Kalman filter incorporated the
newest measurement in the current control signal. The importance of
avoiding the time delay in the controller was enhanced by the lack of
actuator bandwidth of the servo valve.
None of the fuel actuated control experiments resulted in any sig-

nificant change in the dominating resonance frequency. This was not
necessarily due to the actuator choice, but rather due to the control
design. The design method imposed focused more on the overall noise
suppression than on the resonance shift. The design of the proportional
pressure controller only focused on the stabilization of the marginally
stable poles, not on the final pole location, and the frequency shift
might just be a side effect.
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8

Conclusion and Future

Work

This thesis addresses the problem of unstable combustion oscillations
related to gas turbine applications. This type of instability is often
observed in lean premixed combustors, which have potential for signif-
icant reduction of the emission levels, if stabilized. Active control is one
solution to stabilize an unstable lean premixed combustion process.

8.1 Conclusions

To test different control strategies, a lean premixed combustion rig has
been developed, allowing for pressure based feedback. A solenoid valve
and a loudspeaker served as fuel and pressure actuators, respectively.

Modeling of Dynamics

The dynamics of the combustion chamber were modeled by using two
different approaches; the pressure actuated combustion chamber was
modeled analytically by governing equations, and the fuel actuated
combustion chamber was modeled by using system identification. The
system identification has the interesting property of not becoming ex-
tensively complicated to apply to more complex combustion chambers.
Analytical models become extremely complex when industrial appli-
cations are considered, due to complicated geometry, more complex
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chemistry, higher pressure, etc. The two system identification meth-
ods, applied in this work, holds no limitations to the SISO structure
of the control strategies investigated. The methods can be applied to
more complex combustors with more actuators and more sensors, with-
out compromising the system identification methods.

Damping of Combustion Oscillations

The presented control algorithms are designed from different methods.
For proof of concept, a pressure actuating proportional controller has
shown capable of damping the main oscillation by 9-12 dB. This control
strategy is theoretically advantageous, due to the high bandwidth of
the actuator and the simple tuning. However, implementation issues
exclude the loudspeaker from industrial applications. Furthermore, the
proportional control strategy did not suppress the combustion oscilla-
tions over a wider frequency range.
The control designs applied to the fuel actuator showed different

properties. The best results were obtained using LQR control. Experi-
ments showed that including direct term and anti–windup in the con-
troller, improved the damping of the combustion oscillations signifi-
cantly. Results of 10-12 dB damping at the dominating frequency and
a wide frequency range damping were obtained. This design is by far
more relevant for industrial applications, since it requires no modifi-
cation to existing combustion chambers.
The results indicates that fuel actuated feedback can be used to

suppress combustion oscillations.

Fuel Actuator

One of the main limitations for the success of active combustion con-
trol is the actuator bandwidth. Many solutions have been proposed
in the literature. This thesis presents a solution based on a solenoid
valve with binary on–off characteristics, which is converted into graded
behavior by applying inductive feedback. This servo valve design was
shown to be capable of affecting combustion oscillations in the lean
premixed combustion setup described in this thesis.
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8.2 Future Work

Experiments have indicated what many others have reported [Dowling
and Morgans, 2005], [Zinn, 2005]; the most critical limitation for active
combustion control is the actuator bandwidth. Therefore more research
in this field, with faster means of actuation is a natural continuation
of the valve design presented in this thesis.
Industrial combustion chambers operate at pressures much higher

than the atmospheric combustor described in this thesis. Operation
under higher pressure is often avoided in laboratory experiments due
to the much more complex structure. This difference in pressure con-
ditions is often considered as the primary limiting factor between aca-
demic experiments and industrial applications. Applying the research,
presented in this thesis, to a high pressure combustion chamber could
serve to bridge this gap.
A deeper understanding of the physical phenomena of the com-

bustion process, and the formulation of these as low–order dynamical
models, could support the control design. Since many of the couplings
in the combustion process are nonlinear, such models would naturally
also have nonlinear elements. Because of the energy related dynam-
ics, one obvious control design method could be the passivity approach
(passivity is here related to the formalism of Khalil (2002), and is not
related to the non–active control strategies described in Chapter 2).
The field of computational fluid dynamics is believed to hold much

potential for active combustion control design. Using this type of anal-
ysis, control structures can be designed, modified, and tested in simu-
lation environments. Here the environments of industrial combustion
chambers can be simulated in a more safe and cheap manner, and the
control configurations can be changed as needed.
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A

Data Analysis

A.1 Spectrum Analysis

Smoothening of Periodogram

The periodogram is used to illustrate the spectral properties of a data
sequence. The analysis of sequences of large sample size results in a
high resolution periodogram. To reduce the variance of the estimate,
a windowing procedure described in [Shanmugan and Breipohl, 1988]
is imposed to smoothen the periodogram. The method ensures asymp-
totic, unbiased, and consistent estimates when the window length is a
fraction of the sample size and the sample size goes to infinity.
Before presenting the algorithm, the discrete Fourier transform and

the inverse discrete Fourier transform are presented:

• The discrete Fourier transform (DFT) of the sequence xs(k) is
defined as

DFT(xs(k),N, l) =
N−1∑

k=0

xs(k)e
−i2π kl/N , l = 0 ⋅ ⋅ ⋅ N − 1 .

• The inverse discrete Fourier transform (IDFT) of the sequence
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Xd(l) is defined as

IDFT(Xd(l),N, k) =
1
N

N−1∑

l=0

Xd(l)e
i2π lk/N , k = 0 ⋅ ⋅ ⋅ N − 1 .

If N is a power of two, the DFT and the IDFT can be implemented
with the efficient algorithms FFT and IFFT (fast Fourier transform
and inverse fast Fourier transform, respectively). Algorithms for FFT
and IFFT are implemented in the Matlab RF Datafun Toolbox RF .
The calculation of the smoothened periodogram is based on the

following algorithm

1. Zero–pad the measured data sequence of N so it has the largest
power of two above N samples. Denote this sequence xs(k) and
its length Nz.

2. Find the discrete Fourier transform Xd(l) of xs(k)

Xd(l) = DFT(xs(k),N, l) k = 0 ⋅ ⋅ ⋅ Nz − 1

3. Estimate the autocorrelation function R̂xx(d) as

R̂xx(d) = IDFT(
1
N
XdXd

∗,N,d) , d = 0 ⋅ ⋅ ⋅ (N − 1) ,

where Xd∗ is the complex conjugated of Xd.

4. Calculate the estimator

R̂′xx(d) =
N − d

N
R̂xx(d) , d = 0 ⋅ ⋅ ⋅N − 1 ,

R̂′xx(−d) = R̂′xx(d) .

5. Window R̂′xx(d) by a Bartlett window and truncate for points
outside the window

¯̄Rxx(d) = R̂′xx(d)Ω(d,M) , d = −N + 1 ⋅ ⋅ ⋅N − 1 .

where M is the window length in the Bartlett window function

Ω(d,M) =

{
1− pdp

M
f or d = −M ⋅ ⋅ ⋅M

0 else
.
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6. Estimate the smoothened periodogram by

¯̄Sxx(l) = DFT( ¯̄Rxx(d),N, l) , l = 0 ⋅ ⋅ ⋅ N − 1 .

101



B

Electric Circuit Diagrams

B.1 Circuit Diagram for Valve Driver and Current
Measurement

INA128
470Ω

Solenoid
valve

2.02 kΩ

0.12Ω
Input from
computer

interface
measurement

ULN2803A

5.6 kΩ

BUZ11

23.3V

Gnd33 nF

Current

Figure B.1 Circuit diagram for valve driver and current measurement.
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B.2 Circuit Diagram for Combustion Chamber Pressure Measurement

B.2 Circuit Diagram for Combustion Chamber Pressure
Measurement

2.2 kΩ

Gnd

Out

Microphone input

47 µF

13.8V

Figure B.2 Circuit diagram for combustion chamber pressure measurement.

B.3 Amplifiers

All signals into the AD–converter are amplified by a amplifier con-
structed at the Department of Automatic Control by research engineer
Rolf Braun. For further details, contact Research engineer Rolf Braun
with the reference “Mätrack, Förstärkare med nollförflyttning”.

Research engineer Rolf Braun

Department of Automatic Control
Lund Institute of Technology
Box 118
S-221 00 Lund, Sweden

URL: http://www.control.lth.se/user/rolfb/welcome-eng.html
Email: Rolf.Braun@control.lth.se
Phone: +46 46 222 9744
Fax: +46 46 13 81 18
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