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System Identification and LQG Control of Variable-Compression HCCI Engine Dynamics

Roland Pfeiffer, Göran Haraldsson, Jan-Ola Olsson, Per Tunestål, Rolf Johansson, Bengt Johansson
Lund Institute of Technology, Sweden

Abstract—The Homogeneous Charge Compression Ignition (HCCI) combustion engine has potential to replace the spark ignition and compression ignition engines of today. One of the main problems in making the engine commercially attractive is the lack of direct means of controlling the ignition phasing. In this paper, we investigate the potential of inlet air temperature as a means to ignition actuation. This article describes a method for system identification of the HCCI process, and development of an effective LQG regulator for the combustion process, Matlab and Simulink being used in computations and simulations.

I. INTRODUCTION

Combustion engines are very important to every one of us. They are used to power vehicles as well as electrical power generators, mobile pumps and so on. However current combustion engines all have some drawbacks. Spark Ignition (SI) engines have low emissions but high fuel consumption. Compression Ignition (CI) engines have low fuel consumption but high emissions. An attempt to obtain the best behavior from both SI and CI engines is the Homogeneous Charge Compression Ignition (HCCI) engine. It has the low fuel consumption of the CI engine combined with the low emissions of the SI engine [1].

The HCCI engine does have its drawbacks however. Due to its operation there is no direct way of controlling the ignition phasing. This means that it is very hard to control the engine. As a step towards building a better controller than is available today, this paper aims at identifying the process and subsequently developing an effective controller.

A given amount of fuel; the torque should be maximized. This is achieved by controlling the ignition phasing which is affected by Compression Ratio (CR), Inlet Air Temperature (IAT), engine speed and injected fuel amount. The HCCI process can thus be considered to be a multi-input, single-output system. The model can be expanded with more inputs as well as outputs. This work however targets the signals mentioned above.

The ignition phasing is characterized by the crank angle where 50% of the fuel has been consumed by combustion (CA50) [4]. The crank angle degree is measured from Top Dead Center (TDC), which is located at 0°. TDC is defined as the crank angle when the piston is at its top position and the volume of the combustion chamber is at its minimum.

In an HCCI engine the fuel is injected outside the cylinder into the inlet manifold, alternatively if direct injection is used, the fuel is injected early to let the fuel and air form a homogeneous mixture. This is the same procedure as in an ordinary SI engine. This prevents the formation of NOX and soot. The air/fuel mixture then auto ignites from the temperature rise that occurs as a result of the piston compressing the mixture.

A. The Engine

The engine (see Table 1) used for the experiments performed as part of this work, is built by SAAB and originally built as an SI engine with variable CR. The engine has subsequently been converted to HCCI operation by increasing CR, and equipped with a heat exchange system that allows the heat in the exhaust gas to be used to heat the inlet air. Valves are then used to select how much of the inlet air should be taken from the heat-exchanging device or from unheated air. This modification has been performed at the Lund Institute of Technology.

<table>
<thead>
<tr>
<th>Table 1: Engine Specifications</th>
</tr>
</thead>
<tbody>
<tr>
<td>Displacement</td>
</tr>
<tr>
<td>Nr. of cylinders</td>
</tr>
<tr>
<td>Compression ratio</td>
</tr>
<tr>
<td>Bore x Stroke</td>
</tr>
</tbody>
</table>

It is possible to use cylinder individual IAT to balance the ignition phasing by having one throttle for each cylinder for cold air and one common for hot air [7]. In the tests the engine is naturally aspirated, i.e. the engine is not supercharged in any way. The fuel used is 91-octane gasoline.

B. Implementation

The LQG controller has been implemented in the PID based engine control program used in previous work on the engine [8] and [9].
C. Measuring IAT

The first sets of experiments revealed that the thermo
couple measuring IAT was too slow and hence no
measurement of IAT was performed. Instead, the throttle
opening for cold air flow was used.

II. EXPERIMENTS

A. Initial Experiments

The initial experiments were done by feeding step
changes to the process inputs and observing the output. The
magnitudes of the step changes were increased until
nonlinear behavior was observed, or until the input or output
were close to going outside of normal operating range. The
step response experiments were performed on each of the
input signals, one at a time.

B. Main Experiments

Test series of 2000 engine cycles provide an adequate
amount of data from which the identification can be made.
The operating points referred to in this section are listed in
section VI.

To create the disturbances needed to perform identification
of the process, Pseudo Random Binary Sequences
(PRBS) [2] were used. The initial experiments indicates that
the process could be excited using a PRBS amplitude of ±40
Joule/cycle on the fuel heat (this is the heat content of the
injected fuel), ±0.2 units on compression ratio, ±300 rpm on
engine speed and ±0.2% units on the valve controlling the
inlet air temperature.

The shortest periods that the values of the PRBS signals
were held were chosen to be 20, 4, 10 and 35 engine cycles
for CR, Throttle, Fuel Heat and engine speed, respectively.
The reason for choosing longer periods for the CR and
speed disturbances are that these controls have mechanical
limitations that has to be considered. The minimum period
for the Fuel Heat signal should have been shorter, but a
programming error caused the period time to be ten cycles.

When performing the tests, excitation was applied to all
four input signals concurrently. This meant that if all
disturbances worked in the same direction the process
would be pushed out of the linear range even though the
individual input signals were in range. This was found to be
a problem when performing the first round of experiments.

To minimize the risk of such nonlinear distortion, the
concurrent excitation levels were chosen to be approximat-
ely 50% of the values stated above.

Plots of the input and output signals for one cylinder
obtained from the experiment indexed 7 can be viewed in
Fig. 1. The thin lines of throttle and fuel heat corresponds to
set values while the thicker lines of CA50, CR and Speed
corresponds to measured values. Only values from engine
cycles up to 500 are included in the plots.

III. SYSTEM IDENTIFICATION

To be able to perform system identification it must be
possible to distinguish the disturbances in the output signal
caused by the excitation from the disturbances caused by
inherent noise. One way to measure the amount of excitation
of the output signal is to calculate the signal-to-noise ratio.
This can be estimated using Eq. (1). In this equation
\( \text{std(CA50)} \) denotes the standard deviation of the output
signal.

\[
S/N = \frac{\text{std(CA50)_excited}}{\text{std(CA50)_noexcited}}
\]  

(1)

It was found that the signal to noise ratio was approxi-
mately 2.6. This should be adequate to succeed when
performing identification.

A. Method

The Matlab® function n4sid was used to perform system
identification on the data collected from the experiments.
This function makes use of a subspace algorithm described
in [3].

B. Model Validation

Every identified model was cross-validated using a
different set of measurements from the one used for
identification. The correlation between simulated and
measured output was used as criterion. Correlation between simulated and measured output is a good measure of how well the model manages to mimic the behavior of the real engine, the correlation being a value that will be at most 1.

C. Sampling Rate

The time base for the combustion process was not seconds, but engine cycles. The combustion event takes place every second revolution of the crankshaft, i.e., every engine cycle. The setting of the fuel injection, and the output, i.e. CA50, are both discrete signals, with one value for every engine cycle. Whereas throttle, CR and engine speed are continuous signals, they only affect the process once every cycle. Therefore, it makes sense to base the identification, and subsequently the controller, on the time base of one engine cycle. Thus, the sampling rate is, by definition, 1 sample per cycle. This approach avoids some of the problems encountered in earlier approaches to characterize the dynamic behavior of the reciprocating combustion engine [5] and [6].

D. Choice of Model Complexity

It is often the case that a large order model will perform better than a small order model. However, this does not mean that the larger order model is necessarily the better choice. In general it is better to choose a smaller order model as long as it performs almost as well as the larger order models. The smaller order model will have fewer parameters that have to be determined. The parameters can thus be determined more accurately. The order of the model was decided by comparing the accuracy of models of several orders. For each model order between 1 and 15 a model was constructed using data from each of the measurements. The correlation between measured and simulated process output was then calculated for each of the different operating points. The resulting model was chosen to be of second order.

E. One Model or Several?

It is a well-known fact that the engine changes behavior from one operating point to another. The question to be answered is whether the process varies enough to demand several models to simulate its behavior. One (second order) model for each of the tested operating points was created. The correlation between the models and validation data from that same operating point was then calculated. A model created using data from all the tested operating points was also produced; this model will henceforth be referred to as the merged model. The correlation between the merged model and validation data from each operating point was then calculated and compared to the value obtained using the operating point individual models.

As can be expected the operating point individual models nearly always produce a better result than the merged model. However, the merged model is at all operating points performing almost as well as the individual models.

A graph showing the result is found in Fig. 2. The correlation values even for the merged model are never below 0.58. A correlation of 0.58 is a good value. It is thus decided that one model should be sufficient to describe the process at all the examined operating points. This is discussed in section IV.E. The model is a second-order discrete state space model, which is extended to a fifth-order due to time delay on the throttle response. The model has the following structure:

\[ x_{t+1} = A x_t + B u_t + w_t \]
\[ y_t = C x_t + D u_t + v_t \]  \hspace{1cm} (2)

In Eq. (2), \( w_t \) and \( v_t \) are white process and measurement noise respectively. \( x_t \) is CA50 and \( u_t \) is a vector consisting of throttle, CR, fuel heat and engine speed. It was found that a process noise variance of \( 2 \times 10^{-6} \) and a measurement noise variance of 0.125 gave noise characteristics similar to that of the real process.

The matrices in (2) are as follows:

\[
A = \begin{pmatrix}
0.79732 & 0.50455 & 0 & 0 & 0.083843 \\
-0.93326 & 0.61003 & 0 & 0 & -0.035222 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 & 0
\end{pmatrix}
\]

\[
B = \begin{pmatrix}
0 & -0.0031596 & -2.4059 \times 10^{-5} & 2.1599 \times 10^{-5} \\
0 & -0.0059634 & 6.4163 \times 10^{-8} & -1.35 \times 10^{-5} \\
1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0
\end{pmatrix}
\]

\[
C = \begin{pmatrix}
55.14 & -76.753 & 0 & 0 & 0
\end{pmatrix}
\]

\[
D = \begin{pmatrix}
0 & 0 & -0.00026456 & -0.008621
\end{pmatrix}
\]
IV. CREATING A CONTROLLER

The controller uses only the cold-throttle as an actuator to control the ignition phasing [7]. The variable compression ratio was used to achieve optimal operation for the engine. The engine load and speed were results of user demands.

A. Method

Matlab functions kalman, dlqr and lagreg were used to create a Linear Quadratic Gaussian (LQG) controller. This controller structure was chosen since it is capable of handling Multi-Input, Multi-Output (MIMO) systems in a systematic way.

As input signal to the controller the difference between the reference signal for CAS0 and the measured CA50 value was used. Since the model can not be expected capture the exact behavior of the real engine, it was necessary to make use of an integrator to remove steady state errors.

B. Tuning

LQG controllers aim at minimizing the loss function

\[ J(u) = \sum_{k=0}^{\infty} x_t^T Q x_t + u_t^T R u_t + 2 x_t^T N u_t, \]  

(3)

where the matrices Q, R and N are design parameters used to put individual weights on controller states and control signals.

The controller structure is:

\[ z_{k+1} = A z_k + B u_k, \]

\[ u_k = C z_k + D e_k, \]  

(4)

where \( e_k \) is the difference between CAS0,ref and CAS0 at cycle \( k \) and \( u_k \) is a scalar containing the throttle command.

The z-vector contains the controller states. After adding the integrator the matrices have the following values:

\[
A = \begin{bmatrix}
0.25492 & 0.62079 & 0 & 0 & 0.083843 & 0 \\
0.22269 & 0.5423 & 0 & 0 & -0.035222 & 0 \\
-2.0931 & -5.0974 & -0.37489 & -0.22558 & -0.12414 & 0 \\
-2.177910^{-5} & 4.667510^{-3} & 1 & 0 & 0 & 0 \\
-2.764310^{-5} & 5.924110^{-3} & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1
\end{bmatrix}
\]

\[
B = \begin{bmatrix}
-0.0031596 & -2.3659 & 3.4656 & 10^{-3} & 0.005145 & 0 \\
-0.0059634 & -1.6928 & -2.1107 & 10^{-3} & -0.00052227 & 0 \\
0 & -5.2598 & -1.7139 & 10^{-3} & -0.0019881 & 0 \\
0 & 1.6088 & 10^{-3} & 5.2426 & 10^{-3} & 6.0810 & 10^{-3} \\
0 & 2.042 & 10^{-3} & 6.651 & 10^{-3} & 7.185 & 10^{-3} \\
0 & 0 & 0 & 0 & 0 & 1
\end{bmatrix}
\]

\[
C = \begin{bmatrix}
-2.0931 & -5.0974 & -0.37489 & -0.22558 & -0.12414 & 1.0264 & 10^{-3}
\end{bmatrix}
\]

\[
D = \begin{bmatrix}
0 & 0 & 0.00026456 & 0.0008621
\end{bmatrix}
\]
The Bode diagram of the closed loop system (Fig. 4) shows that the controller achieves a 0 dB amplification for low frequencies, this is desirable since it indicates that the output will reach the desired level.

In Fig. 5, the Bode diagram for the open loop controller-engine system is displayed. The plot shows that the open loop system is stable and has a phase margin of 86° and gain margin of 8.5 dB.

D. Anti windup
To avoid windup of the controller states, a tracking mode is introduced. This is added to the control law in accordance with the following equations

\[ z_{\text{new}} = A_z z_k + B_z y_k + K(u_k - C_z z_k - D_z y_k) \]

\[ u_k = \text{sat}(C_z z_k + D_z y_k) \]

Here sat represents the saturation level of the actuator. The matrix K can be chosen by simple pole placement such that the control law becomes stable. This technique is described in [10].

E. Results
Initial experiments showed that the controller was too sensitive when the reference value of the ignition phasing was later than 7 degrees after TDC. The reason for this is that the engine is a non-linear process. The engine model on which the controller is based has been derived using mostly data collected at early ignition phasings. Thus the controller was optimized for this case.

This indicates that it is necessary to identify the process at operating points with late ignition phasing as well. This has not been done. Instead, a less sensitive controller has been designed using the same engine model. The two controllers are run simultaneously for each cylinder, one LQG-optimized and one less sensitive, where the outputs are weighted together as a function of set point for CAS0.

Testing the controller described above on the engine produces the result illustrated in Fig. 7. The performance of the LQG-controller should be compared to that of the PID-controller (Fig. 6). As can be seen the LQG-controller is faster and does a better job at suppressing the disturbance induced by the CR.

Both of the controllers struggle when the engine speed drops to below 1500 rpm. The reason for this is that the combustion process changes significantly at this rpm due to Low Temperature Reactions (LTR) [9].

Fig. 6 and Fig. 7 display measured BMEP, the reason for the strange looking curves being that the inertia of the engine has not been compensated for in the measurements or in the control.
V. DISCUSSION

Since LQG-controllers are capable of handling MIMO systems, it should be possible to develop a controller capable of using CR as well as IAT to control ignition phasing. It should also be possible to control the torque of the engine, which is the driver's main concern.

From Fig. 6 and Fig. 7 it is obvious that LTR are a major problem that needs to be addressed. When operating the engine at certain CR's and IAT's the LTR lead to larger need for cold IAT and when outside of that region the cold air is not needed. The difference is significant and puts extreme demands on the combustion phasing controller.

VI. OPERATING POINTS

TABLE 2 lists the targeted operating points. At least two experiments have been performed at each operating point.

**TABLE 2**

<table>
<thead>
<tr>
<th>Id</th>
<th>Fuel Load (J/cycle)</th>
<th>CR (10^-4)</th>
<th>IAT valve (%)</th>
<th>Mean temp. (°C)</th>
<th>Speed (rpm)</th>
<th>CAS0</th>
<th>mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>250×10</td>
<td>24×10</td>
<td>3.1×1.01</td>
<td>104</td>
<td>1000±30</td>
<td>1.1</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>300×10</td>
<td>21×1.01</td>
<td>4.1×1.01</td>
<td>97</td>
<td>1000±30</td>
<td>2.4</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>350×10</td>
<td>21×1.01</td>
<td>4.6×1.01</td>
<td>172</td>
<td>1500±50</td>
<td>2.3</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>300×10</td>
<td>21×1.01</td>
<td>4.4×1.01</td>
<td>172</td>
<td>1500±50</td>
<td>2.9</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>350×10</td>
<td>21×1.01</td>
<td>7.7×1.01</td>
<td>144</td>
<td>1500±50</td>
<td>10.8</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>200×20</td>
<td>21×1.01</td>
<td>2.9×1.01</td>
<td>197</td>
<td>2000±100</td>
<td>2.1</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>260×20</td>
<td>21×1.01</td>
<td>7.4×1.01</td>
<td>186</td>
<td>7000±100</td>
<td>4.3</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>310×10</td>
<td>21×1.01</td>
<td>8.7×1.01</td>
<td>175</td>
<td>2000±100</td>
<td>6.5</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>190×20</td>
<td>20×1.01</td>
<td>8.5×1.01</td>
<td>219</td>
<td>3000±100</td>
<td>2.5</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>260×20</td>
<td>20×1.01</td>
<td>13.5×1.01</td>
<td>204</td>
<td>3000±100</td>
<td>5.9</td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>310×10</td>
<td>20×1.01</td>
<td>13.5×1.01</td>
<td>198</td>
<td>3000±100</td>
<td>4.1</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>220×10</td>
<td>20×1.01</td>
<td>22.4×1.01</td>
<td>204</td>
<td>4000±200</td>
<td>7.0</td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>270×10</td>
<td>20×1.01</td>
<td>23.4×1.01</td>
<td>192</td>
<td>4000±200</td>
<td>8.4</td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>200×20</td>
<td>18×1.01</td>
<td>16.6×1.01</td>
<td>231</td>
<td>4500±200</td>
<td>2.4</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>250×20</td>
<td>18×1.01</td>
<td>22.1×1.01</td>
<td>223</td>
<td>4500±200</td>
<td>3.3</td>
<td></td>
</tr>
</tbody>
</table>

VII. CONCLUSIONS

A procedure for system identification on HCCI engines has been developed. The method is simple and produces good results.

It has been found that a low-order model is sufficient to describe the process dynamics. The process however is highly nonlinear in that it is much more sensitive to control action at a late timing than at an early timing. The process model obtained can be used to create an effective LQG controller, which in addition to being capable of suppressing disturbances and following a reference signal, also is capable of producing relatively smooth control signals under noisy conditions.
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