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Abstract 

All service control nodes, for example web sites or Mobile 
Switching Centers, can be modeled as server systems with 
one or more servers processing the incoming requests. To 
avoid overload at the service control node different types 
of admission control mechanisms are usually implemented. 
In this paper we discuss, from a control point of view, the 
modeling of a service control-node. The queue is assumed 
to be an M/G/l-system and is modeled by a nonlinear flow 
model and a simplified discrete-time model is used in the 
analysis and design of the system. 

An admission control system based on a PI-controller com- 
bined with an anti-reset windup feature is developed. The 
stability of the admission control system is analyzed and 
the stability of the closed loop system is proved. The re- 
sults from the simplified queue model are verified through 
discrete-event simulations of the system. 

1 Introduction 

Today, many Internet users experience performance prob- 
lems, such as long response times, when visiting different 
web sites. A web site consists of one or more web servers 
that process the incoming HTTP requests sent by the users. 
When the arrival rate of new requests increases above the 
maximum service rate, the queues build up and the response 
times increase. A user experiencing long response times 
when down-loading a page, will most probably abandon the 
site, leading to profit loss if the site is commercial, 

The performance problems occumng due to overload can 
be solved by implementing admission control mechanisms 
in the sites. An admission control mechanism rejects some 
requests whenever the arrival rate is too high and thereby 
maintains an acceptable load in the system. Without admis- 
sion control, the throughput will decrease rapidly when the 
arrival rate reaches the maximum service rate for the site. 
This because many requests will experience long response 
times and thereby be dropped. 
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Like all computer systems, web servers may be analyzed 
with the help of queuing theory. [6] show that a web server 
may be modeled as an MIG/l/K-system in case the arrival 
process is Poissonian. However, queuing theory will not be 
enough when investigating admission control mechanisms. 
The queuing theoretic methods usually assume stable sys- 
tems working in the non-overloaded region. Further, there 
are no mathematical tools in queuing theory for develop- 
ing optimal admission control mechanisms. Instead, con- 
trol theory may be used when investigating control mecha- 
nisms for queuing systems. However, queuing systems are 
both stochastic and nonlinear, which introduces a number of 
modeling problems. These problems may be solved by find- 
ing mathematical approximations that mimics the behavior 
of the system. Usually, a fluid flow model is used in which 
the arrival process is seen as a continuous incoming flow. 

Very few papers have investigated server systems using non- 
linear control theory. In [l] and [21 a web server was mod- 
eled as a static gain to find optimal controller parameters 
for a PI-controller. A scheduling algorithm for an Apache 
web server was designed using system identification meth- 
ads and linear control theory in [ 101. In [9] a discrete-time 
queuing system with geometrically distributed inter-arrival 
times and service times was analyzed. An admission con- 
trol algorithm was developed using optimal control theory. 
In [I41 it is argued that deterministic models cannot be used 
when analyzing queuing systems. Also, an admission con- 
trol scheme for an M/G/I-systemis developed using optimal 
control theory. Recent results for admission control based 
on linearized models are reported in [7, 121. 

This paper models and analyzes a general web-server sys- 
tem, that we model as an WGI1-system. We use nonlinear 
control theory to investigate an admission control mecha- 
nism based on a PI-controller. In the investigation we use 
three different models describing the server system. The 
most accurate model is the discrete-event model. This is a 
simulation model based on discrete events where the arrival 
process is a Poisson process and where the service process 
is a stochastic process with a general distribution, i.e. we 
have an MIG11-system. The second model is a nonlinear 
pow model for M/G/l-systems. This nonlinear fluid flow 
approximation is further described in Section 3. The third 
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model is the discrete-time model, which is a discrete-time 
approximation of the discrete-event model. The discrete- 
time model, described in Section 4, is used to investigate 
different designs for admission control instead of using the 
more complex and time-consuming discrete-event model. 
The final designs are tested on the discrete-event model. 

The main objective of the paper is to show how nonlin- 
ear control theory may be used when designing admission 
control mechanisms for server systems. Further, the paper 
shows that it is beneficial to use several models when mak- 
ing the design and analysis of the admission controller. 

2 Problem formulation 

A good admission control mechanism will improve the per- 
formance of a server system during overload. The main idea 
is to only admit a certain amount of the requests coming into 
the server. The general structure of the admission control 
system is shown in Figure 1. The system consists of four 
parts: the server system, the controller, the gate, and the 
monitor. The server system is modeled as a simple queue 
of MIGI1 type, where the service rate is modeled as a gen- 
eral distribution with mean value p and variance of the ser- 
vice rate distribution 0:. The amival process is modeled 
as a Poisson process with mean anival rate 1. The mean 
arrival rate will, in practice, vary with time and has to be 
estimated, but it is in this paper assumed to be constant and 
known, i.e. we have a stachastic arrival process with known 
statistics. The queue length in  the server is the output of the 
system. The objective of the controller is to allow as many 
requests as possible and at the same time he sure that the 
queue length is below the maximum allowed queue length 
xmU. The reference value for the queue length is xreJ. 

The output of the controller U is the desired admission rate. 
Using the control variable U the gate rejects those requests 
that cannot be admitted. The gate uses a throttlingmecha- 
nism, which in the paper is assumed to be percenr blocking. 
In this mechanism a certain fraction of the requests are ad- 
mitted, see [5 ] .  However, the actual admission rate to the 
system is ii and can never be larger than the arrival rate, i.e. 

0 u( r )  < 0 
n(r)  = f , , ( u ( t ) )  = u(r )  0 5 U(() 2 W )  (1) { 4 2 )  > A(2) 

This corresponds to the saturation block in Figure 2. 

The controller has to work in discrete time. The sampling 
interval is denoted It and the control signal is assumed to be 
constant over time intervals of length h. The control signal 
u(kh)  will be calculated based on measurements of queue 
length x(kh) .  In mathematical terms we want to design the 
controller and select the reference value x , ~ ~  to minimize 

N 

J ,  = L ( k ( k h )  - J(kh))  
k = l  

Re'ected 
reqluests 

Served requests 
System 

Requests 

Measurements 
sienal - I I 

Reference 
XreJ 

Controller Monitor 

Figure 1: An admission control mechanism. 

with respect to x,., and the controller parameters, subject to 
the constraintx(kh) _< x,,,, over the control horizon N .  An- 
other measure of the performance of the closed-loop system 
is the variance of the queue length around the desired value 
xreI, i.e., to use 

(3) 

To analyze a queuing system it is necessary to have a mathe- 
matical model that mimics the behavior of the discrete-event 
system with stochastic anival and service times. This model 
is called the discrere-event model. A simulation model of 
this MIGII-system is implemented in C and is used for eval- 
uations of the designs. 

3 Nonlinear low models for queues 

Since queuing systems have a stochastic behavior it is dif- 
ficult to find equations that are simple enough to use in the 
analysis. A nonlinear flow model was first developed by [3] 
and was further investigated in [ I  I], [131, (151, and 1161. In 
the references they show that the steady-state behavior of 
the single server queue is described by the nonlinearflow 
model 

dx 
dr 
- = E- pc(.(t)) 

For an M/M/l-system we have 

(4) 

and for an MIGII-system the expression becomes 

where C is the variation coefficient. i.e. the ratio of the stan- 
dard deviation over the mean for the service time distribu- 
tion (i.e. C2 = 1 for a W 1 - s y s t e m  and (6) approaches (5) 
when C2 + 1). The flow model (4) has been verified against 
the discrete-event model and it has been shown in the cited 
references that it is correct in terms of average number of 
customers and service utilization during steady state. 
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Figure 2 The discrete-time queue model. 
i 

4 Discrete-time queuing model 

In the design and analysis we will also use the simple pro- 
cess model shown in Figure 2. The model is called the 
discrete-iime model and is a simple flow or liquid model in 
discrete-time, where I(kh) is the number of requests over 
the time interval ((k- l ) k , k k )  and p(kk) is the number of 
served requests during the same interval. The queue length 
at time kk is x(kh). To get an accurate model it is also nec- 
essary to limit the queue length such that x(kk) 2 0. This 
is an essential limitation for low load on the system. For 
heavy loads there will always be jobs waiting for service. 

In the analysis of the discrete-time model k(kh) and p(kh) 
are stochastic processes that are integrated stochastic pro- 
cesses over one sampling period. If the incoming service 
rate is a Poisson process with arrival rate I ,  then A ( k h )  is 
also a Poisson process with arrival rate x = &h. p(kk) is 
a stochastic process with a distribution obtained from the 
underlying service rate distribution. In this paper it is as- 
sumed that J.(kh) and p(kh) are independent from between 
sampling instants and uncorrelated to each other. 

The discrete-time model is given by 

x(kk+h) =f (~(kh)+P(kh)-p(kk))  (7) 

where the limit function 

assures thatx(kh+ h) 2 0. When the limit function is disre- 
garded then the queue is a discrete-time integrator. 

The discrete-time model is an averaging model in the sense 
that we are not considering the specific timing of the dif- 
ferent events, arrivals, or departures from the queue. We 
assume that the sampling period is sufficiently long to guar- 
antee that the "quantization effects" around the sampling 
times are negligible. 

We will use the steady-state properties of the flow model to 
verify the relevance of the discrete-time model. The num- 
ber of requests arriving during an interval h is Poisson dis- 
tributed with mean xk. The service process is generated 
such that it corresponds toC2 = 3.74, which implies that we 
use (6) in (4). The discrete-time model has been simulated 
for different loads p = I Jp and the average queue length 

256 

50 ii 
I 

05 O B  0 7  09 1 0 8  
Load p 

Figure 3: The average queue length of the discrete-time model 
when simulating an WGII-system with Poisson dis- 
tributed arrivals and a service rate corresponding to 
C2 = 3.74 in (6). The different load cases for p are 
shown with asterisks. The steady-state queue length 
obtained from (4) and ( 5 )  is shown as a full line. The 
discrete-event simulation results are marked with rings. 

has been estimated for 5 .  IO4 sampling intervals of length 
I second. Figure 3 shows that there is a good agreement 
in the steady-state behavior of the discrete-time, the non- 
linear flaw, and the discrete event models. Based on these 
simulations we regard the discrete-time model to be accu- 
rate, at least for steady-state analysis. For transient proper- 
ties we have to evaluate the discrete-time model against the 
discrete-event model. 

5 Design of admission controller 

The choice of controlled variable or output is an important 
issue when developing an admission control scheme. First, 
the output must he easy to measure. Second, the value of 
the output must accurately show the status of the controlled 
system. Finally, the output must in some way relate to the 
Quality of Service (QoS) demands on the system. 

Traditionally, server utilization or queue lengths have been 
the output variables mostly used in admission control 
schemes. For many service control nodes the main objec- 
tive of the control scheme is to protect a single server sys- 
tem from overload. As long as the server utilization is be- 
low a certain level, the response times are low. Therefore, 
server utilization and queue length are two appropriate vari- 
ables that are easy to measure. In this paper we use the 
queue length as the main measurement of the status of the 
system. Control of utilization and server load is discussed 
in [SI, where also other arrival processes than the Poisson 
distribution are considered. 

A PI-controller will now he designed to investigate differ- 
ent types of admission controllers. Using (4) and (6) and 
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t x2 linearizing the system around xref and 2’ = f iG(qef )  we 
get the linearized system 

dAx - = -aAx+AU 
dr 

where 

Notice that a E (0, p] for xzf  2 0 and when x , ~ ,  is large 
w e  get a 0, i.e. the queue can be approximated by an 
integator. Compare the discrete-time model. 

Let the controller be a PI-controller with 

where e ( t )  = x,e,(f) - x ( t ) .  The closed loop system is in 
Laplace transfer form given by 

Assume that the desired characteristic equation is 

The values of the controller parameters that gives this are 

Depending on the desired speed of the response of the 
closed loop system we can determine the coefficients in (9) 
and from (10) obtain the controller parameters. 

When implementing the PI-controller we will use adiscrete- 
time implementation. The saturation function given by ( I )  
depends on the number of aniving requests that are really 
arriving during the sampling period. When there is a satu- 
ration in the process and when an integrating controller is 
used it is necessary to introduce anti-reset windup in the 
controller, see [41. Since I ( k h )  is a stochastic process we 
will instead use 1 in the anti-reset windup device. The sta- 
bility of the closed loop system with the saturation is inves- 
tigated in Section 6. 

In heavy 1oad:situations we can simplify the discrete-time 
model (7) to 

x ( k h + h )  = x ( k h ) + i i ( k h )  - p ( k h )  (11 )  

Introduce 
p(kh) = P + A p ( k h )  

where Ap(kh)  is an independent identically distributed 
stochastic process with zero mean. The minimum variance 
controller, see [41,  around^,^^ is given by the contsoller 

(12) 

The controller(l2) can be interpreted as a proportionalcon- 
troller with Kc = 1 and a bias term ii. The bias term plays 
the same role as the integrator in the PI-controller. 

- u(kh) = x , e , - x ( k h ) + P  

Figure 4: Phase-plane for the convolled system. The equilibrium 
p ,  = (.rref, ,EC(x,e,)), belongs to region B for ji < 1 
and xrCf > 0. 

6 Stability of PI-controlled WW1-systems 

This section contains a deterministic stability analysis of the 
PI-controlled nonlinear flow model for an MlGll-system. 
The stability region for the controlled system is determined. 
This means that we evaluate for which values of the con- 
troller parameters K, and T, the controlled system is stable. 

Let the controlled system be described by (K, > 0, q. > 0 )  

KC i - - e  
z -  r, 

The states x,  and xz correspond to the queue length and the 
integrator state in the controller, respectively. The function 
L.,(z) corresponds to having a c_ontrolled non-negative flow 
upper limited by the anival rate h, see (1). Kc and T. are pos- 
itive controller parameters to be designed. Notice that the 

nonlinearity C E [0,1] and that - E [0,1) and is monoton- 
ically decreasing. 

Depending on the value of K,e+x,, the phase plane can be 
divided into three regions: A, Band C. see Figure 4. 

dG 
dx 

- - 
Proceedings of the American Control Conference 

Denver, Colorado June 4-6, 2003 257 



6.1 Stability of equilibrium 
The system will have the equilibrium, see Section 5, 

which will belong to region B provided that 

The local stability property of the equilibrium is given by 
the linearization around the equilibrium point with the Ja- 
cobian matrix Ja, where 

The characteristic polynomial of the system matrix will be 
given by the denominator of (8) with a >_ 0. 

For positive parameters Kc and q, the equilibrium will thus 
be locally asymptotically stable, since the roots of the char- 
acteristic polynomial will be in the left half-plane. 

It can be shown that  for^,^^ > 0 there are no  otherequilib- 
ria for this system. It remains to show that all trajectories 
starting outside the unsaturated region will enter this region 
and thereby globally converge to the equilibrium point. 

6.2 Wansition between regions 
From (13) and (14) we see that the xl-dynamics in region 
A and C are independent of the x2-dynamics. Furthermore, 
the value ofx, is decreasing in all regionSA, B, and C when 

x I  > xrO,. For x > ji, any trajectory staning in region A ,  
will have i, > 0 and i, > 0. so the trajectory will thus leave 
region A,, either into region B or into region A,. Once in 
region A, we have that XI > 0 and 2, < 0 so the trajectory 
will eventually leave region A into B. 

In the same way, for any trajectory starting in region C ,  we 
have that (XI < 0,x2 < 0) so the trajectory will either leave 
into region B or into C,. Once in region C, we have that 
(i, < 0, i, > 0) if x I  > 0 and (i, = 0, 1, > 0) if xi = 0, 
so it will eventually enter region B .  

If there exists a trajectory starting in a point on the hound- 
ary. say, for instance, ( x i ,  x 2 )  = (0, 0), which will reach the 
equilibrium we can conclude that no other trajectory can 
cross that since the system is autonomous. Thus, there can 
be no limit cycle and we have asymptotic stability for all 
trajectories starting in xi 2 0 (that is, for all feasible initial 
queue lengths). 

7 Numerical investigation 

The numerical investigations have shown that the anti-reset 
windup mechanism is important for the transient behavior 
of the queue-length control at start-up. 

The loss function (2) is after a short transient practically 
independent of x , ~ ~  and the controller parameters as long 
as the closed-loop system is stable. The reason is that when 
the queue has settled around the desired reference value then 
the mean value of (3) will depend on difference of the mean 
values of the arrival and service rates. A discrete-time PI- 
controller designed such that the sampled data system has 
two poles in z = 0.5 gives only marginally larger loss J ,  
than when the minimum variance controller (12) is used. 

"be transient responses with and without antireset windup 
compensation are shown in Figure 5 and align well with the 
transient for the discrete-event model (not included). The 
distributionsof the controlled queue lengths for the discrete- 
time and discrete-event models around a fixed reference are 
shown in Figure 6. The simulations show a good match 
between the models. 

8 Conclusions 

In the paper we have shown different ways of modeling a 
web-server system. The admission control problem is here 
solved with a simple PI-controller with an anti-reset windup 
modification and the stability of the closed loop system is 
investigated. The simulations have shown that the anti-reset 
windup is important when implementing the admission con- 
troller. Further research is needed on how to model the ar- 
rival and service processes and how to measure the quality 
of service of the controlled svstem. 
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Figure 6: Histogram of the average queue length for the 
PI-controlled discrete-time system ('*'I and for the 
discrete-event system ('00. respectively. A PI- 
controller without anti-windup was used. 
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