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A new method of wmodel reductionm is introduced based on the
differentiation of polynomials., The reciprocals of the
numerator and denominator polynomials aof the high-order
transfer function are differentiated suitably many times to
yvield the coefficients of the reduced order transfer
function. An error analysis shows the accuracy of the
method:s and an eighth order example illustrates it. The
method is computationally very simple and is equally
applicable to unstable and non-minimum phase systems.

Department of Auvtomastic Control
Lund Institute of Techhnology
Box 725

§-220 07 Lund, Sweden



1. Introduction

It is with some hesitation that we mingles into what seems to
be an interrnal scientific affair (L1 F&3s E370y but it is
our feeling that the oaodel reduction problem is an important
ane which has received far too little attention in the
literature. All contributions to the fields small or great,
should therefore be egually welcome.

Recall that the wmetlhod suggested by KHrishnamurthy and
Seshadri consists in separately reducing the degrees of the
numerator and denominetor polynomiale of & given transfer
furction. Lower order polynomnials are generated from the
Routh stability arvray.

Serious criticism on the suggested method has heen exerted
by Raos Lambas and Rac in (21 and by Singh in [3Z1. Bingh's
critique brings forward the so—-called '"non-unigueness'  of
the algorithms whereby it is meant that different transfer
functions give rise tn the same wmodel. Since any model
reduction technique necessarily contains a rnon-injective
mappings this point is somewhat hard to understands however.

As  to the discussion in [21 and the cospanion Author's
Replys it is not our intention to judge on the theoretical
Justification or the applicability of the zupggested method.
Inzteady we wish to point out that there is a great variety
of ways to reduce the order of a givern polynomial. Of these
we have chosen te shtudy differentiations an operation
well-known to all persons with even a superficial contact
with mathematical analysis.

2e The_algorithm
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We thus propose to use differentiation as & means to reducs
the order of a given polynamial. The question naturally
arises how well a polynomial is approximeted by its
derivative. & partial answer is given in the following
lemma .

enmnat Assume that the polynomial



has all its zeros in the left half plane. Then p’(s) also
has all its zeros in the left half plane.

Proof: Form the logarithmic derivative

N

d p'isd - 1

== 1ln pis) = —w—mwow = Z ~~~~~~~ ;

ds pts) -5 -
i=1 i

Let I' be the contour encivcling the right half plane in the
positive direction. It is easily realized that» because

Re Zi < 0y 1 = 12 29 suw 2 N 3

for every = on I's

- q 1
Re [2 HH——"_J >0 .
- 5 = T

i

Thus the variation of the argument of

-y 1
z-‘S“‘Z

i

when the right half plane is encircled is equal to zero.
Equivalently

1 p' (=2
..:._. A a\'\g —————— = D = ‘:2-’1)
Z2n T pis)

Usihg the Principle of the variation of the argument on
p' (s)/pigls i.e.

= the number of zeros of p’'(s)/p(s) in the right half plane
- the number of poles of p’(s)/p{s) in the right half plane»
together with Equ. (2.1) and the assumption that pi{s) lacks
zeros in the right half planes gives the result.

o



Corallary: By linear transformastions of the complex planes
it can be shown with the same method as in the lemwma that
the zeros of p’(s) lie inside the convex hull of the zeros
of p(s).

"]

The corollary implies that by differentiating the numerator-
and denominator polynomial of a linear system transfer
functions the poles and zeros of the reduced order model
will lie inside the convex hull of the poles and zeros:
respectively:s of the original system.

A drawback of straightforward differentiation is that zeros
with a large modulus tend to be better approximated than
those with a small modulus. This problem is remedied €.9. by
differentiating the reciprocal polynomial.

Algorithm_1: Given the polynomial

] n—1
p () = as + a =) + .. + a8 s + a
n 2] =1 1

Compute the reciprocal polynomials

* n 1 n-1 K
p (z) A=z =« p ['] a ++ a 2 4+ .. *+oax + a z .
" " '

Z

PDifferentiate:

*

. dPr(z) 1

1]
(=) A SN LI a + Za 2+ Laa +t na = "

n—1 dz n-1 n—z Q

Reciprocate back and nmormalizet
) 1 M-l * 1 1 n—i
p (8 & - v & - p [— = —ed % + wws + a "
n—1 i n-1is A 1 Q

The result can also be expressed in terms of the original
polynomial and its derivative:

. . = S -
P (s = p (8) — — -~ p €(s) . (22D
n—-1 ] 4] n



p 1(5) constitutes our reduced ovder polynomial.
ri

#
Although the zeros of p 1(5) lie ingide the convex hull of
n—

*
the zeros of p () according to the covollarys this fact may
1

not be true for the zeros of p 1(5) with respect to the
=

zeraos of p (s). However: Ffor polynomials normally occuryring
"

in linear systems transfer functionss: the zerns of p 1(5)
=

lie close to or inside the convex hull of the zeros of

3]

(imaginary) then all the zeros of p 1(5) are real
Fie]

(imaginary? and inside the convex hull. If all the zeros of

p (). For instances if all zerus of p (s) are real
g]

p () have negative (positive) real part then the same is
N

true for the zeros of p 1(5).
-

A6 natural modification of the given algorithm is the
followings

Adlgorithm_2: Let the transfer function be

i sl T ey iy i s e amem it

(g)
H (S:’ = E.-.._..__ o
p(si

Factorize gi(s) and pis)

{ gisi
p(sl

LY A
gis) « qgis)
A A

it

pis) - pi=s)

A A
where g(s) and p(s) include those zeros and poles of H(s)

that you want to retain in the reduced order transfer

function H (s},
red



Reduce the order of d(ﬁ) k timess  eackh time following

Algorithm 1. Let the resulting polynomial be g (8). Reduce

red
“r
the order of pis) k timess each time aceording to
(2]
Adlgorithm 1. Let the resulting polynowmial be p dfﬁ).
re

Construct the reduced order transfer function:

ar A

q dCs) gl
H (g) = C = ..._-I-E._......__.___.._______
red ~ A

8] £s1 - pis)

red

where € is a real constant,

A
gf(s) might e.g. include the zeros whose real parts are

~
non—-negativeid pi{s’) wmight e.g. include the unstable poless

the purely imaginary poless the badly damped high—-frequency
polesy and the control poles. k and k are non—negatives
a P
not hecessarily equal integers chosen e.g. such that the
pole—-zevo excess of H d(s) is equal to the pole—zero excess
=
of H(s). € is adjusted to give the best approximation in the

relevant frequency range.
W]
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How well &8 reduced order model approximates the original

systemw depends on how many times the numerator and
denominator polynomials respectively are reduced. For
instances the high frequency behaviour will only be

preserved if the original and reduced order models have the
same pole-zero excess.

To illustrate with an examples let the original model be



q (&)
H(s) = —T—mo
p (s
1}
where
. in m—-1 o~
qQ (s8) =5 + b = + ven + b = l E (g — 7 2
i =1 o i
i=1
n =1 A
p (8) = s 4+ a = L - T 1 (s — p )
4] n—1 0 s i
i=1

and suppose we want to reduce the degreses of both the
denaminator and the numerator polynomials by one. The
reduced order model is then

Using Egu. f(2.2): the relative error between His) and

H d(%) asymptotically satisfies?
re

1im e ot o i et e v 0 D
H{g)
-0 =
His) = H (s} R
Lig B8 Ly e e m—"1
' Hi(s) o
S-5m =1
where
o, .
t = = z = and a = - z P
=31 - i .Y o By
L= i=1

The high frequency behaviour of the reduced order model thus
will closely follow that of the original system if the mean
values of the zeros and poles are approximately egual.



This is typically the case for a high order system whose
belaviour resembles that of a lower order. This is exactly
the type of system whoss order you would like to reduce,

— e o iy it i sy i i St et i (v o e A S =

The numerical example Lo be studied is the same one as in
[11. The system has arder eight and its transtfer function is

()

Higy = =

pis)

& 3

qis) = I5s’ + 1086s" + 13285s- + 83402a° + 27BIT6e- +

+ 5118128 + 4829648 + 194480

a8 I & =, 4
pls) = s° + 335 + 4375 + 3017s” + 11570s  +

ol
-

+ 2747053 + 37492s + 28880s + 400 .

When applying Algavitivm 2 we proceed as follows. As  the

A

system is stable and mininum phasey we lebt pis) = 1 and
10

gis) = 1, We set kv =k = k in order to get approximants

R q
H () that are cowmparable to those of [(11. This means that
r
the pole-zero excess is kept egual to one and that the high
frequency slope of the Bode plot is vretained. € is chosen
zuch that the low fraguancy gain of the approximant H (g) is
\’\

gqual to the low frequency gain of Hisly i.e. O = 1. (In L[11]
the low freguency gain is also retained.)

The reduction is performed for kK = 12 29 ... 73 di.e. the

reduced order systemns H (g) are of order
1™

r = 8 — k=73 67 suw » 1. For r =5 and Zs the transfer

functions are



q (sl
H (s) = = o =
5 5 =
5
) - ., 3 _ e
Q4£s) = AP44025  + &&EB81024g 0 + 30708720s

+ B79554680s + 40840800

5 . . z
ﬁs(s) = 18102s" + 28488054 + 164820093 + 44990408 +

+ HDEL4E00s + 3225400
and

Ho(8) ® 4 & s S s e S i S :
- 269942408 + 145555200s + 193536000

The pole~zero locations are tabulated in Table 1. It is
apparent how well the poles and zeros of the reduced ovrder
systems approXimate those of the original system. Note
especially that the number of complex poles and zeros of the
approximants never exocged the number of conplex poles and
zeros of the original transfer funetion. This is indeed not
the case in L[1].

4z wmay be seen from Fig. 1s the freguency responce pattern
is excellently preserved in the reduced systemsy even for
law order approximents. Judging Ffrom this exasples the
method suggested here ssems to  be superior to that proposed
in [11.



Table 1

Order of
approximant

P 8
{exact)

r = o4h

o= 5

(1) In [11»

Poles

-1tis —ds -39 —44
-5, =8, -10

~1.12s ~1.19%1.,06i,
—31281 —'(‘f‘ulf‘l" “6!24,
_9~05

=1.272 ~1.45%x1.10i»
-3.65s ~5.18y ~7.72
~1.48y ~.80%1.09i,
4,219 —h.45

-1 Téhs —2.29+0.948i,
_511:23

2,18, ~2,791 -3.22
-2.38s -3.01

_Eléé

the zeros

arg incorrect.

Zeros

-1.03+0.6311i-
~3.830 4,90,
-, 78

~1.20x0.668i
~4 255 —46,06b6s
—-1.4230.6F61
4. PT7 =7 . 47

~1.71x0,56981 4
=-6.1%

—~2.132D.56194i 9

~2.65s —-3.02
-2.8%

10

—2 &%y
-7 .80,
Cto

—2.93,

~-5.83

=3.32

~3.8%

'—1"' - ‘?D
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Figure_1: Bode plots for H(s) H5(5)s Hscs), H?(s).
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