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A Predictive PI Controller
for Processes with Long Dead Time

Tore Hägglund

Department of Automatic Control
Lund Institute of Technology

5-22100 Lund Sweden

Abstract: This paper describes a predictive PI controller with dead-time com-
pensation. The advantage of the new controller compared with other dead time
compensating controllers is that it contains only three adjustable parameters;
the gain, the integral time and the dead time. The controller is also suited for
processes with varying dead times.

1-. Introductron

Most of the control problems in the process industry are solved using pID
controllers. There are several reasons for this. First of all, the PID controller
can be tuned manually by "trial and error" procedures, since it only has th¡ee
adjustable parameters. The instrumentations of the process plants are also
performed to suit the simple structure of the PID controller. This is accom-
plished by dividing difficult control problems into several loops connected in
cascade, ratio, feed-forward etc. There is also a long experience ofpID control
in the process industry.

'when there are long dead times in the process, the control performance
obtained with a PID controller is, however, limited. Predictive control is
required to control a process with a long dead time efficiently. predictive
control means that the controller contains a mechanism for predicting future
process outputs. The derivative part of the PID controller can be interpreted
as a prediction mechanism. Unfortunatel¡ prediction through derivation of
the measurement signal is not appropriate when the process contains long
dead times. Therefore, if a PrD controller is applied on this kind of problems,
the derir¡ative part is mostly switched off, and only PI control is used. Since
no predictive control is used, the control performance deteriorates.

Since there is not enough information in the measurement signal for the
purpose of prediction, the prediction has to be based on the control signal,
when the process has a long dead time. The prediction can be performed by
an internal simulation of the process inside the controller. Such controllers
are called dead-time compensating controllers. They require a model of the
process, typically consisting of a gain, a time-constant and a dead time. Com-
bined with a Pr-cont¡ol algorithm, this means that there are 5 parameters to
tune. This is difficult to do by "trial and error" procedures. A systematic
process identification experiment is needed to obtain the process model.

This paper describes a dead-time compensating controller with only three
adjustable parameters. It is as easy to tune manually as an ordinary prD
controller.
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2. Predictive Control

Predictive control means that the controller has the possibility to predict the
future changes of the measurement signal, and base the control action on
this prediction. This section gives a short srrrnnÞry of two common meth-
ods to obtain predictive control, namely prediction by linear extrapolation of
the measurement signal and prediction by on-line simulation using a process
model.

Prediction by linear extrapolation

The basic structure of the PID controller is

u(t)=x("ot-hleþ)ds*r,ry) (1)

where z is the control signal, e is the control error signal, K is the controller
gain, ?¿ is the integral time and ?¿ is the d.erivative time. In practice, it may
look quite diferent, but that is not important for this discussion. In a pID
controller, the prediction is performed by the derivative term. This can be
seen more easily if we only look at the P and D parts of the controller:

upp(t) = ff e(t) + T¿( )
cle(t)

dt

If the control error is a linear function of time we have

e(t)+ r^ry:eþ*r¿\
The control law can thus be written as

upo(t)=Ke(t*fa\

The control law is thus proportional to an estimate of the control error e a
time ?¿ ahead, where the estimate is obtained by linear extrapolation.

Prediction by linear interpolation works well in many cases. Since it is
sensitive to noise, it requires that the noise level in the measurement signal
is not too high. This is the case even though most PID controllers cornbine
a low-pass filter with the derivative part. Prediction by linear interpolation
has been proven to be very useful in e.g. temperature control loops, where
the need for predictive control is large and the measurement signals normally
have a low noise level.

When the process contains a long dead time, prediction through derivation
is not possible. The measurement signal does not contain enough information
about future changes. Suppose e.g. that we want to change the measurement
signal from one set point to another. If the dead time is long, the whole control
action will idealy be taken before any change has occured in the measurement
signal. Therefore, if a PID controller is used to control a process with a long
dead time, it is advisable to switch of the derivative part and only work
with PI control. The use of a PI controller means therefore that one has to
accept a slow control. On the other hand, processes with long dead time are
often difficult to control, and there is a large need for predictive control. This
prediction must then be based on the control signal together with a model of
the process instead of the measuïement signal.
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Figure 1. The Smith predictor

Model-based prediction

Prediction of future changes in the measurement signal can of cou¡se also
be performed if we feed our control signal through a model of the process.
This is the principle behind the dead-time compensating controllers. The
most common dead-time compensating controller is the Smith predictor. The
structure of this controller is shown in Figure 1. The controller output is fed
through a model of the process and through the same model without dead tirne.
In this wa¡ the controller acts, in the ideal situation of perfect modeling, on a
simulated process which behaves as if there were no dead time in the plocess.
This is accomplished by letting the controller act on the prediction of the
measurement signal y(t+ L), where,D is the dead time. The control algorithm
in a Smith predictor is normally a Pr controller. The D-part is not neeried
since the prediction is performed by the dead-time compensation.

A smith predictor requires a model of the process. The following model
structure is com¡nonly used

Y(r) - 
Kou-L' u(') (2)L* sT

i.e. a fust order aystem with static gain Kp, time constant ? and dead time
L. A smith predictor using this simpie process model combined with a pI
controller requires five parameters to be determined, namell K,T;,Kp,T and
L.

A PID controller can be tuned manually. Most process engineers know
how to adjust the different parameters of the controlle¡ to obtain desired closed
loop behaviours. They also know how the three parameters KrT¿, and ?¿ in-
fl.uence the control. The five parameters of the Smith predictor are very diffi.-
cult to tune manually without a systematic process identification experiment.
Replacing a PID controller with a Smith predictor gives therefore a drastic
increase in operation complexity. This is the main reason why most processes
with long dead times are still controlled by PI controllers.

r
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3. The PIP Controller

In this section we will describe a model-based predictive PI controller (PIP)
with only three adjustable parameters. The aim has been to provide a dead-
time compensating controller which can be tuned manually in the same ï¡ay
as a PID controller.

Controller structure

The structure of the PIP controller is the same as the Smith predictor, but
with the exception that two of the process model parameters are determined
"automatically" based on the Pl-parameters. In the PIP controller, the pa-
rameters K rT; and.t are determined by the operator. Parameters Ko and T,
are calculated as firnctions of the KrT¡ and.t, i.e.

Ko= fi(K,T¿,L)
T = f2(K,T;,L)

(3)

Ideal¡ the PI controller in a dead-time compensating controller can be set as
if no dead time were present. Therefore, it is reasonable to assume that fi and
/2 do not depend on z. Furthermore, the controller gain If is independent of
the process time constant ?, and the integral time fr is independent of the
process gatn Ko. Equation (3 ) can therefore be reduced to

Ke= h(K)
T : fz(T¿)

(4)

The controller gain is chosen inversely proportional to the process gain, and
the integral time is chosen proportional to the process time constant. The
following equations are therefore reasonable relations between the controller
parameters:

KP = n/K
l5)T=rT¿ \,

where r and r are constants. Numerical values of these constants will be
given later. Hence, instead of having five adjustable parameters, as in the
smith predictor, we have only three adjustable parameters. The process gain
Ko is determined from the controller gain and the process time constant ? is
determined from the controller integral time.

Ässuming that the controller in Figure L is a pr controller, and that
the process model is given by Equatioo (2), the predictive controller can be
expressed as

u(t):. (- h)
= x (t* 1l

U PT¿l

(6)

where p is the differential operator ft. a Equation (6) is compared with the
PID controller in Equation (1), we can see that both controllers have three
terms. The difference is, that the term performing the prediction now consists
of a low-pass filtering of the control signal instead of a high-pass filtering
(derivation) of the measurement signal.
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Choice of pararnetere ,c and z

Selection of parameters in the PIP controller will now be discussed. The
design goal is to obtain a critically damped closed loop system, which is as
fast as possible. our process model is a first order system with a time delay.
The dead time compensation reduces the effects of the time delay. Hence,
the choice of the controller parameters K and ?¡ could ideally be performed
as if the process were a pure first order system. For this simple process, it
is possible to increase the gain to infinity and the integral time close to zero
without instability problems. This would correspond to very large values of r
and z.

unmodeled dynamics and high frequency noise will however limit the
values of K and 4. We will therefore restrict the design effort in the following
rsay. The open loop system has a pole at I = -LIT. \4rith Pr control the
closed loop system is of second order. The design criterion is chosen so that
the closed loop systemhas a double pole at I : -Llr.The following example
gives the details.

Ex¡,lrtpr,o L

Given a first order process with the transfer function

Ke-b
1*s? s+a

Find a Pr controller such that the closed loop system has a double pole at
s = -o'. The characteristic equation and the desired characteristic equation
become

s2¡s(a+bK)+b#:o
ti

s2+2a"ja2=0
The solution is given by the following set of Pf parameters

a1
rl-- bKo

Ti:b4:L:Ta,ö a

which corresponds to the choices r : 1 and r : 1. Since the controller
zero lies in s = -LlT;, the transfer function between the set point and the
measurement signal will be of first order with the time constant equal to the
open loop time constant. tr

In the simulation examples presented in the next section, we have made
the choice

f:1
r=L

This choice gives a particularly simple form of Equation (6), namely

(7)

(8)

This implies that the open loop time constant of the process ? is retained
in the closed loop system. Other methods, such as the Ziegler-Nichols and

z(r) = r (r + h) u, - ftr"ro - u(t- L))
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Cohen-Coon methods, try to obtain a closed loop time constant which is a
function of the time delay Z. This means that the PIP controller, with the
above choices of rc and r, is supposed to give a faster response when the time
delay is long.

4. Properties of the PIP controller

The PIP controller is nothing but a Smith predictor with restrictions on the
process model. These limitations are a drawback, in the same way as the
simple structure of the PID controller is a drawback compared with other
more sophisticated controller structures. On the other hand, the PIP controller
has the same advantages as the PrD controller, nameþ that it can be tuned
manually.

Compared with a PID controller it has the advantage that it is able to
perform predictive control even in the case of long dead times in the process.
Fu¡thermore, it performs the prediction without amplifying high frequency
noise, as the deriv¿tive part ofthe PID controller does, since the prediction is
performed by a low pass filtering of the control signal.

Load disturbances

It is often claimed that the use of a dead-time compensating controller instead
of a PI controller is of less importance when the control loop is distu¡bed
by load disturbances. See e.g. Rivera et at (1986). The following analysis
shows that, for long time delays, the integrated absolute error (IAE') can be
decreased down to a factor of 0.5 compared to what is obtained using a PI
controller.

The PI control law is

u:Ke.#leþ)dt
After a step change in the load, the control signal has changed with the amount

- KÎAu= 

^ 
J e@at

where the integration should be made from the time of the disturbance. For
critically damped systems, the integral of the error is equal to the integral of
the absolute error when Az ) 0. Hence, assuming that Au ) 0, we have

17,
IAEp¡= Jle(t)lat="fau (e)

The PIP control law is

u = Ke - # I eþ)dt- h IrU) - u(t - L)ldt

If the dead time is long enough, the control signal u will settle at its new
stationary level within the dead time, when the system is disturbed by a step
change in the load. The solution to the last integral is then given by

I
J lu(t) - u(t - L)ldt = ¡' 6u

6



After a load disturbance, the control signal has therefore been changed ac-
cording to

Lu=#, Iurrt-ftn"
Assuming critically damped control, the integrated absolute error for the PIP
controller is therefore

IAEp¡p: lV¡ltot=U,au (10)

To be able to compare t'he IAE for the PI and the PIP controllers, typical
values for the controller parameters must be obtained. Reasonable values for
a PI controller designed for critically damping are

o- L

4Ko

Tr-L'2
This gives an IAE for the PI controller equal to

IAEPT=2KpLAu

For the PIP controller we have chosen the controller parameters

K=+
T;=T

This gives an IAE for the PIP controller equal to

IAEptp = Kp(T * L) A,u

(11)

(12)

Hence,

IAEp¡p -'* 
L rAt,,

rhis means rhat rhe prp conrror"" i. .Jg::1;: 
", 

controuer *0"", j?
and that the improvement is larger for larger .t. For very large dead times the
rAE of the PIP controller is 50% of the IAE with Pr control. (If the Cohen-
Coon design methods were used for the PI design, the decrease would have
been 67To or 4LVo, depending on whether the PrD or Pr design ryere used.) For
shorter dead times, the decrease in IAE is of course less. In the simulation
examples presented in this paper, the decrease is about B0%.

Tirne-varying dead tirnes

Dead times occur typically in processes with mass transportation. It is caused
by the time it takes for the material to be transferred from the position of the
supply to the position of the sensor. It means that the dead time is inversely
proportional to e.g. a flow or a speed of a conveyer. If the flow or the speed
vary, so do the dead time. The dead times are therefore often time-varying.

Since the dead time occur explicitly as a parameter in the PIP controller,
it is possible to follow variations in the dead time L, by scheduling this pa-
rameter to an appropriate flow or speed signal.

7
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Figure 2. Cha¡acte¡ization of a atep reaponse with static gain lfo, dead time J,
and time constant¡ Tzx and. ?o¡y.. The cu¡ve ghows the measurement aignal after
a unit step change in the control aignal at time 0.

5. Tìrning the PIP controller

Tlús section treats the tr:ning of the PrP controller, i.e. the problem of finding
the parameters K, T; and L.

There is a fundamental difference between the tuning of a PID controller
and the tuning of the PIP controller. In the existing systãmatic tuning proce-
dures for PID controllers, such as the ziegler-Nichols and Cohen-Coon meth-
ods, the selection of the controller parameters depends essentially on the rela-
tion between the apparent dead time .D and the dominating time constant ?
of the process. In the PIP controller, the efects of the dead time are removed
from the choice of the parameters K and ?¡. Two processes with equal dy-
namics except for the dead time, should have the same gain K and integral
time fi, but of course with different values of -t.

Manual tuning

Two methods to obtain the static process gain, the apparent dead time and
the dominating time constant from a step response are given in Figure 2.
The methods differ only in the determination of the time constant. In the
Ziegler-Nichols method, the time constant T2y is obtained from the crossings
between the tangent with maximum slope and the two stationary levels of the
measurement signal. Ïn the second method, the time constant T6so7o is obtained
as the time when the measurement signal reaches 63% of its final value. The
last method has been shown to be the best for our purpose. Boih methods
give the exact solution in the case of a pure first order system with a time
delay.

Wiih the parameter choice r = 1 and T = 1¡ a good starting point for the
choice of controller parameters from an open loop step response erperiment is

I



therefore

K =LfKp
Ti = Tasyo

L=L
(14)

It is of course also possible to tune the controller with a more "trial and
error" type of procedure. The old rules of thumb for changing the controller
gain and integral time are still valid. This means that an increased gain or
decreased integral time mostly gives a faster but less damped control, whereas
a decreased gain or an increased integral time gives a slower and more stable
control. The fact that these rules are still valid is important even if a more
systematic tuning procedure is used. It makes it possible to make fine adjust-
ments of the control in cases where the systematic procedures fail to give a
satisfactory control.

If the controller is to be tuned manually it is advisable to start by giving
-t a suitable value, and then adjust K and ?¡ afterwards.

Autornatic tuning

The PrP controller requires an estimate of the static process gain Ko, the
dominating time constant T, and the dead time -t. As seen above, these
parameters are easily obtained from a step response experiment. Therefore,
automatic tuning procedures for PID controllers which are based on step re-
sponse analysis can easily be used also for the PIP controller. The only thing
that has to be altered is the design calculation.

The relay autotuner procedure, see Äström and Hägglund (Lg8BA) can
not be used without modifi.cations. The relay autotuner obtains the process
information in terms of the frequency response at one frequency. It corre-
sponds to two process parameters. To obtain the three parameters that we
need, one can proceed in two ways. The first is to study the wave-form of
the oscillation, and thereby obtain additional information. See .Aström and
Hägglund (19888). The second possibility is to determine the static gain by
performing a step response after the relay experiment.

6. Simulation Examples

In this section, the properties of the PIP controller are demonstrated by some
simulation examples. The following structure of the PIP controller is used.

(15)

In this controller, the proportional action works only on the measurement
signal, instead of on the control error as in the Equation (8). This structure is
mostly preferred in process controllers, since it gives a smoothe¡ response to
set-point changes. The difference does of course not influence control of load
disturbances. See "Aström and Hägglund (1988-4').

u(t) = x (-uØ+ o{.t,t) + ftt O - L) - u(t)l

I



The following set of process models have been used in the simulations.

o-6aGr(")=fu
--6cGa(s):fu

--lOa
Gr(") = i*,
Ga(s) :

e-5"

"-lOa
(1 + r)3

G6(s) = (1 + sxl* 0.5s)(1 * 0.25s)(1 * 0.12bs)

"-lOtG6(s) = (1 + sxl* 0.5s)(r * 0.25s)(1* 0.125s)

These process models capture typical dynamics encountered in the process
industr¡ of course with the exception that the ratios between the apparent
dead time and the dominating time constant may take other values. In Á.ström
et al (1989), rules for the applicability of PID controllers with the Ziegler-
Nichols tuning rules were given. There it was found that PID controllers with
Ziegler-Nichols tuning rules could be used for processes ï,'ere the ratio between
the apparent dead time ,[ and the dominating time constant ? was less than
1. Dead-time compensation was recommended for systems with longer dead
times. The process models used in these sirrnrlations have ratios of L I T ranging
from 2 to 10.

The results of the simurations are presented in Figure B, and in Table 1.
ïn the simulations, the PI and the PIP controller are compared with respect to
set-point changes and load disturbances. The design goal for both controllers
has been to obtain fast robust control without any overshoot. The design rules
given in Section 4 have not been used. Instead, both controllers have been
tuned manually to obtain the design goal. rn Table 1, the controller param-
eters, the ratio between the IAE for the two controllers, and the estimated
process model obtained from step response investigations are presented. Fig-
ure 3 clearly demonstrates that the PIP controller is superior to the ordinary
PI controller for these dead-time dominated processes. The difference is also
demonstrated by the decreased IAE (atmost g0%).

The PIP controller parameters are close to those obtained from the es-
timated process parameters according to Equation (14), especially Ko anð.

Table 1. Reeulte of the simulations with the plp controller

Process PI IAEpte
Estimated Parameters

Kp L Tas% TzN

IAEpt
KTKTL

PIP

Gr

Gz

Gs

Gt

Gs

Ga

0.26

0.25

2.4

4.2

5.0

10.0

6.0

11.0

5.5

10.5

0.73

0.70

o.7L

0.72

0.73

0.71

5.0

10.0

5.8

10.8

5.5

10.5

0.28

0.26

0.26 2.8

o.27 4.8

2.3

3.9

1.0

1.0

1.0

1.0

1.0

1.0

1.0

1.0

1.0

1.0

1.0

1.0

1.0

1.0

2.0

2.O

2.7

2.7

3.9

3.9

1.0

1.0

1.5

1..5

1.0

1.0

1.6

1.6

2.2

2.2
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Figure 3. comparisons between the PI and the plp controlrer. The graphs show
a step response followed by a load disturbance. In all diagrams, the faster response
is obtained by the PIP controller, and the slower is obtained by the pI controller.
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.t. Fhom Table 1 it is also seen that the estimation of the dominating time
constant by taking the 63 % value is superior than the Ziegler-Nichols version.

Note that fo¡ the PIP controller, the gatn K and the integral time fi take
the same values when the process models only differ with respect to the dead
time. This property demonstrates the possibility to Let L be connected to a
signal (".g. u flow or a speed) and thereby follow time variations in the dead
time.

7. Implementation aspects

The PIP controller can of course be implemented in instrument systems as a
complement to the PID algorithm, to be used for processes with long dead
times. Since the controller structure is relatively simple, it can also easily
be incorporated in present single-station PID controllers as an extra feature.
The changes that have to be made in the prograrn code are quite small. The
derivative part ofthe PID controller has to be replaced by to the last term in
Equation (8). The PIP controller needs only one parameter except for the pI
parameters K and fr, namely the dead time Z. The controller requires also
the delayed control signal u(t - t). Since most modern controllers already
contain the possibility to delay signals, this facility can be used also for this
p1lÎpose.

If the controller is supposed to handle time-varying dead times, the pro-
cedure that performs the delay of the control signal must be able to handle
variations in the dead time ,[. This can be accomplished in two ways. One
possibility is to vary the size of the buffer where the control signals are stored..
The second method is to let the sampling period of the buffer be proportional
to the dead time. The last alternative is preferable in most cases.

8. Conclusions

This paper has presented a predictive PI controller, which is suitable for pro-
cesses with long dead times. Compared to an ordinary pID controller it has
the advantage that it manages to predict the measurement signal even when
the process has a long dead time and when the measurement signal is noisy.
The benefits of this are demonstrated through simulations and analysis.

The PIP controller has the same structure as a Smith predictor, but
with restrictions on the process model. This restriction is a drawback, in
the same sense as the simple structure of the PID controller is a drawback
compared with more complex controller structures. On the other hand, the
PIP controller has the same advantages as the PID controller, namely that it
can be tuned manually. This is possible since the PIP controller only contains
three adjustable parameters.
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