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Abstract

This paper presents a Fortran IV subroutine called NELME
that is a straightforward implementation of the simplex
method for function minimization proposed by Nelder and
Mead. NELME is written and documented according to the
rules of the Scandinavian Control Library.

NELME has been tested and compared with a quasi-Newton
algorithm without derivatives and with the Powell-Brent
algorithm.

The result of the tests shows that it is hard to rank the
algorithms.



1. INTRODUCTION

This paper presents a Fortran IV subroutine called NELME

that is a straightforward implementation of the Nelder and
Mead search. NELME has been tested and compared with a quasi-
Newton algorithm without derivatives and with the Powell-Brent

algorithm,

Chapter 2 describes NELME and the computer codes can be
found in Appendix A. Chapter 3 treats the problem of evaluating
NELME and test results are presented. Appendix B contains

additional test results.

2. NELME

NELME is a Fortran IV subroutine that is a straightforward
implementation of a simplex method for function minimization
proposed by Nelder and Mead (1964). In this implementation
the reflection coefficient is chosen to 1, the contraction

coefficient to 0.5 and the expansion coefficient to 2.

NELME is written and documented according to the rules of

the Scandinavian Control Library and consequently the sub-
routine within itself contains all adequate information

how it is used. A listing of the subroutine NELME can be found

in Appendix A.



3. EVALUATION

In Himmelblau (1972) chapter 5 and in Brent (1973) section
7.7 the problem of evaluate algorithms for unconstrained
nonlinear programming is discussed and a number of algorithms
are evaluated. The inventors have of course evaluated their
method and Himmelblau (1972) discusses explicitly the method
0of Nelder and Mead.

Five different functions were used to test NELME. The functions,

whose minimum value is zero, were:

(1) Rosenbrock”s parabolic valley (Rosenbrock (1960)) >

2,2 2

y = lOO(x2—x Yy + (l—xl) ’

1
starting point (-1.2,1),

minimum point (1,1)

(2) Wood”s function (Colville (1968))

2 2

_ _ 2 _ 2
y = 100(x2 Xq )T+ (1l-x

2
3 )

2

+ 90(X4—x + (l-x

1) 3)

+10.1((x,m1)2 4 (x,-1)%) + 19.8 (x,-1) (x,-1),

starting point (=3,-1,-3,-1),
minimum point (1,1,1,1)

(3) Fletcher and Powell”s helical valley (Fletcher and Powell
(1963))

. 2 /. 2 2 2 2
y = lOO(x3—106(xl,x2)) + ( (xl +x. ) = 1)° + Xq

where 210 (x,,x,) | arctan(x,/x;), x; > 0

m o+ arctan(xz/xl), X, < 0

starting point (-1,0,0)

minimum point (1,0,0)



(4) Powell”s quartic function (Powell (1962))

y = (xl + le2)2 + 5(x3—x4)2 + (x2—2x3)4 + lO(xl—x4)4,
g ] X
starting point (3,-1,0,1)
minimum point (0,0,0,0)
(5) A quadratic function with truncated linear terms
_ 2 2
y = x;7 4 e(|x1|) + 5 x," + elx,),
where e(z) = sign(z)+n, n is the largest integer <|z|,

starting points (z2, 2),

minimum point (0,0)
The properties of functionsl-4 are discussed in Brent (1973),

The progress of NELME on function 1-5 has been studied for
different sizes of the initial simplex. The number of itera-
tions, the number of function evaluations and the value of
the test quantity (TESTQ) were noted when the function value
had been reduced to 103 for j =1, 3, 5, 7. TESTQ (to be
compared in the algorithm with the desired accuracy in the

minimum value) is given by

L3

n+1 2
T (EGe)-£(x)

L
n+l

TESTQ =
where n is the dimension of the optimization problem, the
X.:8 are the vertices and X the centroid of the polyhedron

i
and f£(+¢) the function to be minimized.

The results can be found in Appendix B. The maximum number of
times the loss function could be evaluated was set to 2000.

If a number in the column "number of evaluations required"

is 2000 or greater, it means that the polyhedron has degenerated

(to a point) before reaching the minimum point.



In order to get a feeling for the relative efficiency of
NELME, the problems 1-5 were solved with the help of NUFLET
and POWBRE. NUFLET is based on a quasi~Newton method without
derivatives. The method is described in Fletcher (1971) .

POWBRE is an implementation of a version of Powell”s

algorithm, modified by Brent (1973). Powell”s algorithm ig a

conjugate direction method without derivatives. The computer
codes (in Fortran) can be found in Killstrdm (1978) . NUFLET

and POWBRE have some additional parameters that have to be

set. The values of these parameters have been chosen according

to Kdllstrdm (1978),

i.e.

in NUFLET DFN = -0.2
XM={1,...,1]
HE=10""3
EPS=10""
MODE=1

and

in POWBRE DIST=1

SCALE=1
TOL=10"
MODE=1

6

ILLCO=, TRUE.

NSTOP=1

(estimate of the likely reduction

to be obtained in f(x) is 0.2]f(xo)|.

DFN is only used on the first iteration

so an order cof magnitude estimate

suffices)

(no scaling wanted)

(the step length used when calculating
)

(the accuracy required in Xy is 10—5)

the gradient is 10

(the initial estimate of the Hessian

matrix is set to the unit matrix)

(estimated distance from initial
approximation to minimum)

(no scaling wanted)

(wanted relative accuracy in x)

(the algorithm is started with the
coordinate axes as search directions)
(the problem is supposed to be illcondi-
tioned)

(number of iterations without progress

before termination)

The results for NELME with VDIST=1 (initial size of the simplex),
NUFLET and POWBRE on functionsl-4 are given in Table 1-4.



Table 1

Number of iterations (ni) and number of function evaluations

(nf) to reduce Rosenbrock”s function to < 10 J.

3 NELME NUFLET POWBRE
ni nf ni nf ni nf

il 59 185 23 99 37 102
2 75 231 29 140 47 127
3 82 253 31 152 52 140
4 83 256 32 158 52 140
5 86 268 33 164 52 140
6 88 276 34 170 57 152
7 89 279 35 176 57 152




Takle 2

Number of iterations (ni) and number of function

evaluations (nf) to reduce Wood“s function to < 10 J.

I 5 NUFLET POWBRE

gl D By Ne 3 Ng
i 30 105 68 664 253 681
2 35 125 72 704 265 709
3 35 125 73 714 270 719
4 81 269 74 724 287 758
5 94 310 75 734 287 758
6 |1o03 344 76 744 294 777
7 |108 358 77 754 299 787




Table 3

Number of iterations (ni) and number of function
evaluations (nf) to reduce Fletcher and Powell”s
helical valley to < 1077,

i NELME NUFLET POWBRE
By Ng 0y Ne By N
1 154 480 | 18 102 | 43 110
2 172 533 | 24 158 | 57 143
3 185 576 | 28 191 | 63 158
4 189 590 | 29 199 | 63 158
5 193 606 | 29 199 | 67 166
6 196 616 | 30 207 | 67 166
7 200 632 | 31 215 | 73 180




Table 4

Number of iterations (ni) and number of function
evaluations (nf) to reduce Powell”s quartic function
to < 1077,

5 NELME NUFLET POWBRE
! N Ty D o N¢
1 31 99 9 61 38 91
2 56 177 10 67 43 101
3 68 206 12 79 48 111
4 70 218 22 161 55 130
5 76 238 23 171 65 152
6 78 246 25 191 72 171
7 85 276 27 211 77 182
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The results speak for themselves and only a few comments
will be given here. As seen from the results in Appendix B
the size of the initial simplex has a significant effect
on the speed of the convergence. Wood”s function is an
illustrative example. The result shown in Table 2 (the
size of the initial simplex is 1) is very good, but

NELME fails for some sizes of the initial simplex. POWBRE
too had difficulties and stopped at (-0.988, 0.986, -0.949,
0.913) and declared that this point is a minimum. But
when NSTOP was increased to 5, POWBRE found the minimum
point and it is these results that are given in Table 2.
Brent (1973) reports that with DIST=10 POWBRE after 191
linear searches and 452 function evaluations had reduced

the function value to 6-10—14.

This dependence, which is not a4 pnioii known, makes it
difficult to rank NELME, NUFLET and POWBRE. Function 5
is discontinuous when Xl or x, is an integer and one may
suspect that NUFLET and POWBRE might fail. As seen from

the results in Table 5 this is the case.

If no special information is available that can confirm
the result of a "minimization algorithm" to be a close
approximation to the solution, how can it then be decided
whether the solution of the problem is found or not? This
is a hard question. This problem is discussed in Murray

(1972) . He gives the following advice:

1) Check the rate of convergence

2) Restart the routine

3) Try other starting points, input parameters, rescale
the variables

4) Try a different method



Table 5

Number of iterations (ni) and number of function

7

evaluations (nf) to reduce function 5 to 10 ' for

different starting points.
starting NELME NUFLET POWBRE
point ny ne n, ne n, ne
(2, 2) 28 94 8 44 12 34

. 1) . 2)

(2,-2) 24 86 failed failed
(-2, 2) 31 104 8 69 12 34
(-2, -2)| 26 90 | 12 87 | failea >

1) stopped at (1.9996, -2.0098)

2) stopped at (-1.53-1073, -2)

3) stopped at (1.01-1073, -2)

13
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APPENDIX A

Computer Codes

NELME 16
NEWX 24
PNELME 25
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APPENDIX B

Results from the minimization of five functions using

NELME.

Function 1 (Rosenbrock”s function)
(Wood”s function)
(Fletcher and Powell”s helical valley)

(Powell”s quartic function)

(92 " S VS I O

(A quadratic function with

truncated linear terms)

If a number in the column "number of evaluations
required" is 2000 or greater, it means that NELME
failed. The polyhedron has dcgenerated before

reaching the minimum point.

29
37
45
53
61
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