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ABRSTRACT

The purpose of this work is +o find

lirear stochastic point models of low order of the Halden Poi

ing

Viater Reactor (EEUR). The models should be used for control of cere pressure and nuclear power. Another
goal is to test different identification methods on a large system like & rnuclear reactor.

The plant is a multivarizble system and three inputs are considered essential, viz. a consumers steam
valve, a subcocling flow wvalve and reactivity from control rods. The models are assumed linear, where

same perameters depend cn the operating level.

A nurber of identification experimerts have been performed cn the HBR in cooperation with the OFECD Hal-
den Reactor Project in MNerway. After a series of sinsle input experiments several rmulrtivarizble runs have
been performed. In the latrter case Two Or three inputs were used independently in pseudo randem binary
sequences, while the nuclear power and pressure controls were removed.,

1. INTRODUCTIONM

The incressed need of complex dynamical medels
and of irproved model building teshniques for
nuclear reactors is becoming mandatory. The
reascns are, that the plant units are becoming
larger and that the control demands are increas-
ing as well. It is predicted, that more comrplex
control schemes will be needed in the near futu-
re.

What are the special model building and identifi-
cation problems in connection with a nuclear
reactor? The wide span of time constants is a
major problem. Typically the time constants of a
plant may vary from less than a second, like neu-
tron kinetics, up to several days, like poisoning
and purn-up effects.

In large nu¢lear reactors the spatial effects be-
come significant. Nenlinear phencmena occur fre-
quently and the systems are typically multivari-
able.

The purpose of this peper is to apply some diffe-
rent model building and identification technigues
on a special nuclear reactor, the Halden BUR
(HBWR) in order to find space independent, multi-
variable linear stochastic models. Multivariable
experiments have been performed, on the plant, in
most cases under constant cperating cenditicns.
One experiment, perforred under variable cperat-
ing conditiens, has been anzlyzed in crder to
test the feasibility of tracking tire variable
parareters in a multivariable reactor system. In
this case an Extended Kalman filter has been used.

A major cuestion is, how complicated a model must
be in order to be accurate encugh for control pur-
poses. If the operating conditicns do not vary

too much, if the signals are small, then a time-
invariant linear medel seems to fit very well.
The noise description, however, is crucial. In
the paper two apprcaches +to describe the multi-
varisble system have been made, i.e. vector dif-
ference equations and state ecuations.

Since there is not a cne-tc-one relationship tet-
ween the two represertations it is not possible
to compare the parameters. Other comparisons,
however, such as calculations of the model out-
puts and residuals, have been made.

For the present model purpeses the time constants
from some second up to scme minutes were consider-
ed interesting. Then the models could be used

for control of e.g. nuclear power or vessel
pressure. For technical reascns the sampling ti-
me could not be made smaller than 2 seconds.
Therefore the neutron kinetics seems to be prompt.
The dynamics will include heat diffusion in

fuel ,moderator, and coolant channels as well as
reactivity coupling between the crre and the Feat
removal circuits. On the other hand, Xenon
reactivity feedhack is tco slow to be detected
from a two hours experiment. The xencn trarsients
are also so small in the FEBUR, that they can be
excluded from the model. Moreover, if xencn tran-
sients need to be considered in a veactor s it is
relatively easy 1o get a good xenon model witheut
any dynamical experiments.

The disturbances have been modeled from the ex-
perirments. From earlier experiences in +the Fal-
den Project it is kncwn that the measurement
noise level on the actual outputs is very low.
The process noise, however, is more complex,
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Several papers on identification and modeling of
nuclear reactors have been published earlier. The
Maximum Likelihcod (ML) method was compared with
other methods for a reactivity-nuclear power mod-
el by Gustavsson (1972). Previcusly single input
experiments have been performed at the HEWR and
some ML identification models have been reported
by Olsson (1873). Bjérlo et.al. (1970) have deriv-
ed linear multivariable models of the HEWR, Habeg~
ger et. al. (1969) used an Extended Kalman filter
to track parameters in a nuclear system. Moore

et. al. (1972) have used a combination of a least
squares and a ML approach to get an adaptive
control scheme of a model of a pressurized water
reactor. :

In the present paper already known identification
methods have been applied to a reactor system.

The main contribution is supposed.tc be the compari-

son of different approaches to get suitable struc-
tures of a stochastic multivariable system. The
models have also been compared to real data. The
parameter tracking was performed in a multivari-
able system with measurements from real multivari-
able experiments. To the author's knowledge this
type of results has not been published earlier
for nuclear reactor applicaticns.

The rest of the paper is organized as follows.
A brief review of the experimental conditions
and a short technical description of the plant
are made in section 2.

Maximun likelihood (ML) identifications have been
used to derive multiple-input single-output (MISO)
models in section 3. In section U4 it is shown
that the model error and the one-step prediction

of the models can be decreased significantly if

couplings between the outputs are taken into
account.

In section 5 a multivariable state model of order
six has been identified. It is partly compared
to the previous models and partly used as initial
model for an Extended Xalman filter. The filter
is tracking time variable parameters during an
experiment, where the operational conditions are

changing.
2. EXPERIMENTAL CONDITIONS

The HBWR is a small well instrumented experimental
nuclear reactor. Therefore it can be used for
advanced dynamical experiments.

The reactor is a heavy water boiling reactor. In
the actual experiment the nuclear power did not
exceed 11 MW. A mixture of heavy water and steam
leaves the ccolant charnels at the top of the
core. The steam of the primery circuit is condens-
ed in two steam transformers, Light water steam
is then produced in the secondary circuit. The
light water steam in the secondary circuit pro-
duces light water steam in the tertiary circuit
by means of a steam gererator. The steam there
can be distributed to the consumers through a

centrol valve (u1).

Heavy water can also be withdrawn from the eore
tank into a subcooling circuit. The subecooling
flow can be controlled by a valve ( u,). General-
ly if the subcooling decreases the r»egctor becom-
es less stable. :

The reactor can also be controlled by means of
absorbtion rods in the core ( u,). More detailed
description of the reactor can fe found in Jamne
et. al. (1967). ,
In the present experiments two cr three inputs
have disturbed the plant independently of each
other. The signals have been of the type pseudo
randem binary sequences (PPES).

The shortest pulse length have been chosen +o 12
secords, while the sampling interval was 2 seconds.
The input sequence period was mere than 2000 sec.
The longest input pulse was 196 seconds. A number
of rules of thumb on input characteristics have
been developed, see e.g. Briggs et. al. (1967).
From these rules one can conclude that time con-
stants in the range from 6 - 12 seconds tc 1 ~ 7
minutes can be found by using such an input.

During the experiments 32 different signals were
recorded. Only four of them were used for iden-

tification purposes. The other signals were re-

corded for checking purposes.

At each sampling interval the time delay from
the first to the last recording is 40 ms. This
delay is neglected in comparison with the sampl-
ing time.

The actuators dynamics are included in the
models, because the computer commands are
defined as the inputs.

The input valve amplitude is defined in % open-
ing. The reactivity from the rod movements is de-
fined in "steps", where one step is a reactivity
corresponding to 7 - 10 pem, deperding on the rod
position. In order to get larger reactivity am-
plitudes two or three rods were moved simultane-
ously.

In order to limit the material no experiment with
the subcooling valve u, as input is presented in
this paper.

Four output variables as function of two input
variables have been analysed. The signals are

u, = consumers steam valve (yB 282) of the ter-
tiary circuit
2 reactivity in "steps" from the rods

[
"

¥4 = nuclear power (MW) &p
¥, = normalized primary (vessel) pressure -p—1
1

6p, .
¥y = normalized secordary pressure p—2
2



MODELING AND IDENTIFICATION OF NUCLEAR POWER REACTOR DYNAMICS FROM MULTIVARIABLE EXPERIMENTS

ép
¥, = normalized tertiary pressure E;i
3

The operational conditions of the experiments are
summarized in the following table

Exp. Inputs - Reactor Subcooling
u1(%) u2(steps) : power  power (MW)
(M)
1 - 3 (rod 13,17,18) 9.95 1.85
2 +25 3 " 10 1.985
3 + 3 2 (rod 20,21) 10 1.95
b +2,5 2 (" D10 1.95+1,35

3. MULTIPLE INPUT SINGLE OUTPUT (MISO) MODELS

In this section some Maximum Likelihood (ML) iden-
tification results with one or two inputs and one
output are displayed. The four ocutputs, menticned
earlier have been examined. The data has been cor-
rected by subtraction of mean values, but no drift
needed to be eliminated.

The plant dynamics is represented by the structu-
re introduced by Astrém et. al. (1965)

(14a.q +...4a ) (t)-g(b +be.q 4. ..4b.. =)
19 Feeet8gd VIR 2 (Bygtbigq 4e.etbig

ui(t)+1(1+c1q_1+...+cnq-n)e(t) D)

* -1, P o x - * -1
A(q ) = T B(q Du () +AC (g De(t) (2)
1 : .

where q is the shift operator and p the number of
inputs. The disturbance e(t) is assumed to be a
sequence of independent random variables N(O 1).
The ML-method is described elsevhere, and the sur-
vey by Astrém-Eykhoff (1971) gives numerous re-
ferences. -

Special experiences of SISO ML identifications of
the Halden Boiling Water Reactor have been report-
ed in Clsson (1973). The extensicn to the MISO
case was straight-forward.

The crder decisions are based on a lot of tests,
including earlier experiences. The loss function
changes have been statistically tested. Parameter
variances, continuous models, poles and zerces,
Bode plots, residual tests and .simulations have
been performed to get relevant models. The orders
of the MISO models havebeen typically three or
four. o

The MIMO model for the nuclear power and the

three pressures have been identified primarily
from experiment 2. For comparison purposes SISO
models are identified from exp. 1 as well.

The number of sampling points varies between
1000 and 2000, i.e. an experiment length between
33 and 66 minutes.

The accepted MISO model orders from exp. 2 and
corresponding one-step prediction errors are,

nuclear power - 3, A = .282-1 (MW)
primary pressure - 4, X = ,714-h
secondary pressure- 3, A = ,310-3
tertiary pressure - 2, A = ,17u-3

The values of the A* and B* perameters differ
little in experiment 1 and 2. The C* parameter
differences are somewhat larger, i.e. more than
one standard deviation.

In all models there is at least one pole quite
close to the unit circle, representing long time
constants. In the nuclear power model this pole
is almost cancelled by a zero of the reactivity
B -polyncmizl. Therefore the model reflects the
fast response from reactivity to nuclear power.

The neutron kinetics is prompt, compared to the
sampling time. Therefore the rnuclear power model
contains a direct coupling term from reactivitv
input (u,) to output, i.e. b,.30 (1). The vessel
pressure” (y,) is coupled to the reactivity
througn the“heat diffusion from fuel ‘elements and
moderator. Therefore this model does not contain
a "direct term" b 0 The pressures of the heat
removal circuit abg very little influenced by the
reactivity. In the tertiary circuit it is compie-
tely insignificant, and corresponding B® polyno-
mial is zero.

When the steam valve is opened, steam is removed
from the tertiary circuit and the pressure (yq)
drops so fast that the parameter b, ,(1), comnecting
input directly to output, gives a most signifi-
cant improvement of the model. The pressure drop
propagates to the secondary circuit (y3) and to
the vessel (yp) through the heat exchangers. Also
the nuclear power is affected. The correlation
between y4q and the different outputs is reflected
in the B -ccefficients corresponding to 4. These
coefficients are relatively large for the terti-
ary circuit and relatively small for the core
variables y? and y1. '

In fig 1 a section of experiment 2 has been plott-
ed, vwhere the curves show up some interesting ir-
regularities. The nuclear power in fig 1A has a
strong negative drift between 56 and 62 minutes.
At about t=62 it grows rapidly. The model, how-
ever, does not follow, neither the slow drift
nor the rapid change. The model errcr zlso chang-
es rapicly and the residuals have a large pulse
at this point. The reason for the change at <62
is, that a manual control rod had to be moved
manually for security reasons to keep the power
within permitted limits. Of course this additional
input could have been added to the reactivity
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input, but it is not included into the model in
order to show, how the ML method can detect ab-
normal behaviour during the experiment. A plot
of the tertiary pressure (y,) is also shown to
demonstrate the model accuracy, Fig 1 B.

4. A VECTOR DIFFERENCE EQUATION APPROACH

In the preceeding MISO medels the couplings bet-
ween the cutputs have been neglected. If the

couplings should be significant, then such & mo-
del could not be used for multivariable control.

In order to find better relationships between the
inputs and outputs a vector difference equation
approach has been tried. Certain assumptions a-
bout the noise have been made. Then this approach
is worked out in erder to examine the model accu-
racy and compare it to other models.

Correlation analysis has been used to achieve a
preliminary structure of the causal relations
between the variables., After that, simplifying
assumptions of the noise have been made. The con-
sequence is that the vector difference equation
can be identified row by row. Then identifiabili-
ty problems are avoided. If there are strong
couplings, then, however, the result might be

too an inaccurate model.

Lorrelation analysis.

Pairs of input and output sequences have been
studied to find cut the causality relations. The
impulse response has been estimated, using a fast
fourier transform algorithm. The "input" time
series &x;(k)} was tested against an "output"

time series {xj(k)}. Generally 2000 data points

were used. Both input and cutput are filtered in
the same filter so that the input becomes white.
Then the aosscorrelation will be an estimate of
an impulse response from a white noise input.

From the correlation analysis structures of the
system have been found.

Nuclear power y1 = fl(ul, ug, y2)

Primary pressure Ys = f”(ul’ U4y. ¥y _V3’)

Secondary pressure yg =f 3(u(lj, Yoo yu)
Tertiary pressure Yy = fu(u(;, Yo y3)

The symbols just mean, that the time function on
the left deperds on the time funetions on the

right. The superscript "zero" is assigned, where
a prompt relation exist.

Fig. 1 Comparisons between the real cutputs and
ML mocel cutputs from a part of exp 2. In,(4) the
nuclear power is a function of u, and u,. In (B)
the tertiary pressure is a function of u°. The
dotted lines are the outputs y. from the deter—
ministic part of the models. The error is defined
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Y = ¥4 The residuals are defined from equation
(2) and should be independent N(0, 1 )

Assumptions of the noise.

The structure of the system is assumed

il -n -1 -n
[I+Aq te..¥A g Uly(e) = [By+B, q +...+B g Ju(t)

+ [I4C) q'l+...+cn q Met) (3)

where all capital letters assign constant matrices,
while y, u and e are vectors. The noise e is as-
suned to be a sequence of independent stochastic
variablesN(0,R).

A likelihood function is defined by L,

N
-2 In L{(8,R)=X cT(i)R ls(i)+N In(det R)+const

i=1

W)

where 8denotes the unknown parameters

and the residuals ¢ are the solution of the vec-
tor difference equation

e(D)=[T4C; q'1+...+cn a1 A g LIy -

-1
- [B0+qu +..0 Jult)} (5)

The function 1n L can be written as a sum of n
functions if R is assumed diagonal

. 2 2
R = dlag()\l,..., An)

If all matrices C. are made diagonal, the com-
ponents of e can Be calculated independent of each
other. Thus it is assumed, that every row of the
equation is disturbed by a separate noise source
independent of other noise sources.

The structure of the model is thus given by (2)
where the inputs consist of all signals, that
can influence a certain cutput.

The parameter estimates are not surely unbiased,
consistent and with minimum variance, because

the conditions, derived by Astrdm et.al. (1985)
are not satisfied. It will be shown, however,
that these models are better than the former MISO
models, because of the introduction of new cau-
sality relations.

Identification results.

Some specific. examples will be discussed to illu-
strate the model improvements. With the nuclear
power (y,) as function of u, and u, no improve-
ment could be achieved with more than 16 para-
meters of the structure Irom egq. (2) (third order,
A = ,282 - 1). The primary pressure (y,) was in-
troduced as a new input and improved the model
considerably. Already for 13 parameters (second
order) X = .282 - 1 was achieved. Significant
improvements were found until 19 parame-
ters, (third order) when X = .277 - 1. No signi-
ficant contribution could be found from y, and
¥y» thus verifying the ccrrelation analysis.

In general also the parameter accuracy was im-
proved when y, was introduced as input, especial-
ly in & and "C . The auto covariance function
of the residuals was also more like white noise
than for the model yq = fluq, u,).

The plot of the model output fig 2A shows an in-
teresting behaviour compared to the previous mo-
del output (fig 1A). The latter medel carn follow
the drift of the nuclear power between 56 and 62
minutes much better. During this time the valve
uq was negative almost all the time which forced the
pressures to grow very much and consequently the
nuclear power dropped. Thus the drift of the nuc-
lear power is noticed through the primary pressure
"input" yo. The rapid change of the model ervor at
t a 62 is therefore mich sraller and the ervor
mean is closer to zero compared to the former mo-
del. The difference between the residuals cf the
two models is not so large, but large enough to
be a significant improvement of the loss function.

One variable from the heat removal circuits will
also be discussed, the tertiary pressure (y,).
For yy it was found, that the secondary pressure
(y3) and the steam valve (uq) are significart in-
puts. The best model with only uq as input con-
tains 9 parameters (second order,\ = .174-3), If
y3 were added as an input a second order model
with 12 parameters was accepted (A = .156-3) and
the improvement was significant.

[y

The correlation analysis showed that Yu should
be a function also of y;. The ML identifications,
however, did not prove any significant contribu-
tions from yj. The reason is that also the "in-
puts" y» and yj are strongly correlated, so zall
causality relations from yp and vy to ¥, can be
explained by y. alone.

The plots of fig 1B ard 2B should he compared.
The model error improvement is ruch mere drastic,
than the residual improvement might indicate.

Simulation of the vector difference eauation (3)

The assumption of the noise now will be tested
by simulation of the whole vector difference e-
quation (VDE). When each row of the VDE was simu-
lated separately, then all inputs had their ex~-
periment value. As "inputs" was defined steam



GUSTAF OLSSON

Nuclear power (MW)
10.5

10.04

Residuals

-0.2 T T T T - T

5Tertiqry press. x10°

-

Model error x102

0 M.WMWAUV“

-0.25 - . v
P 2
01 Residuals x10
-01 s - - - - ~
S0 52 54 56 58 60 62 64

Time (min)

Fig 2. Comparisons between the real ocutputs and
ML model outputs from a part of exp. 2. In (&)
the nuclear power is a function of uq, Uy and y,.
In (B) the tertiary rressure is a function of uj
and y3. The dotted lines are the model outputs.

valve, rods as well as other measured variables.
When the whole VDE is simulated, then only the
steam valve and rods are given as inputs. The
output error then naturally becomes larger. On
the other hand, the model errors are smaller com-
pared to the MISO models, presented in section 3,

because new causality relations are described.

Fig 3 shows how two of the four outputs behave
during the same part of exp. 2, as was.discussed
before. The nuclear power (3A) has a smaller er-
ror (in mean square) than the MISO model of sec-
tion 3 (fig. 1A). The error is larger than the
error indicated in fig. 2A, For example, in fig
2A the experimental valve of the primary pressu-
re y, Was used as an additicnal input, while the
calculated value of y, was used in fig. 2A,

The tertiary pressure (y,) model error is of the
same order as for the MISO model of section 2
(cf. fig. 1B). Especially slow variations occur
in the model errors of the VDE.

Nuclear power (MW)

10.5

Model error x10?

OM

TN
-1 . . v -
50 52 54 56 58 60 62 64
Time (minl

Fig. 3. Simulation of deterministic part of the
vector difference equation. Two cutputs are shown,
nuclear power (A) and tertiary pressure (B)., The
dotted lines are the model outputs. Only a frac-
tion of experiment 2 is shown.

5. STATE MODELS

From a control point of view one is interested
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to get an accurate model of the plant, and still
limit the number of state variables.

In the previcusly derived vector difference equa-
tion the parameters of the model had no special
physical interpretation. A multivariable state
model also can descrite the system, and then it
is easier to give physical interpretations of the
parameters. This medel also can be used for line-
ar-quadratic-gaussian control. Such a state model
is derived here from identification experiments.
The purpose is to find the lowest possible model
order, useful for control. .

As already mentioned, Bjdrlo et. al. (197p) have

made a linear state model of the HBWR. This model
has been developed further within the OECD Halden
Reactor Project. It contains nine physical state

variables and six additional states.

In this section the choice of state variables will
be discussed first, Then the general dynamical
relations are considered and a suggestion for a
suitable structure of the plant dynamics is made.
Finally the deterministic and stochastic paramet-
ers of this structure are identified.

The neutron density is changing too fast to be de-
tected in a dynamic medel with the actual sampling
interval. Therefore the neutron density is not us-
ed as a state variable. The delayed neutrons c
(one group) will represent cne state variable.

The average fuel temperature is coupled to the
kinetics as well as to the heat content. The nucle-
ar power depends strongly on the yoid fraction.
The void fraction varies from reactor bottom to
top. It is very difficult to measure the void con-
tent and of course even more difficult to get a
relevant average value. The boiling boundary also
affects the power very much. The void content and
boiling boundary in turn depend on the vessel
pressure, water temperature, and the subcooled wat-
er temperature. The pressure can be measured with
good accuracy and the temperatures can be estimat-
ed much easier than the void.

The pressures of the secondary and tertiary heat
removal circuits represent the state s of these cir-
cuits.

In the first approximation seven states were as-
sumed,

X, primary (vessel) pressure
%, secondary "

Xy tertiary o

X, delayed neutrons

Xg fuel average temperature
Xg water temperature

X5 subcooled water temperature

When only uq and up were used as inputs the sub-
cooled - water temperature was neglected. The ad-

dition of the corresponding elements of the A
matrix did not give noticeable changes of the
loss function.

The structure of the system now will be discussed.

The kinetics can be described by a model with
one group of delayed neutrons,

an® | gk-g s
-d—_t-- 2 n + )ec

[a¥ fal
18
"
=|w
jo]

'
>
0

where n* is nuclear power (neutron density), c

is concentration of the delayed neutrons, g the
delayed neutron fracticn, A a weighted average
value of the decay constants of the precurscrs of
the six groups of delayed neutrens, ¢ the neutron
generation time and 6k = k - 1 ™ reactivity.
The reactivity includes the feedback effects from
fuel and water temperatures, void, vessel pressu-
re and the control rods.

A prompt jump approximation now is made, i.e.
dn7dt is put to zero. The feedback reactivity

¢k is indeperdent of ¢, but is a function of oth-
er state variables. The differential equation in
¢ can be linearized to the following structure,

dxu

AT A%t ayXy t augXe t a

kY

46%s + Puglp

Notice that ayy=0.
The fuel temperature, OF, is supposed to have the
general structure

deF * )
Tt T %O toyem

where n* is the neutron dengity. Because of the
prompt jump approximaticn n' can be written as a
function of &k, or

ax
5 _
A T @g1XqtagXptag, Xt cXotag X+ beou,

The water temperature Xg 1is coupled to the fuel
temperature x;. It also is correlated with

the vessel pressure. The secondary pressure also
may give an influence through the subcoolers,
while it is assumed that the tertiary pressure
has no significant influence. The water tempera-
ture equation then is
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dxg

a @

6151 * g%y * FpsXg t 2

6676

The vessel pressure (xq) equation is probably the
most complicated one. The pressure is of course
related to the heat inflow from the fuel elements
(x5) and the moderator temperature (xg). It also
is correlated with the veid fraction. Here it is
supposed that the void content can be expressed
in the other core variables xq, xg and xg. Through
the heat exchangers the vessel pressure 1s coupl-
ed to the secondary pressure (x,), The coupling
to the tertiary pressure (x3) is neglected. The
vessel pressure equation -becomes,

dx1

It @

X, t a, X, ta, X +a,.x

11™ 1272 1575 1676

The secendary pressure (x,) is assumed to be de-
pending only on the vessel (xq) and the tertiary
pressure (x3) through the heat exchangers, .

dx,

- X, + A, X, + a,.X
dt

= @1% 20%2 T S23%3

The tertiary pressure (x3) finally is affected

by the consumers steam valve (uq), the secondary
pressure (x,). The coupling to the core is neglec-
ted. Thus

dx, .
T T B30y *asz%g * byuy

The structure of the dynamics then can be summar-
ized into

X = Ax + Bu
where
11 343 L 0 a5 ag
81 8 33 O 0 U
a0 a5, a5 0 0 0
B 00 A a
31 F2 0 @y 3 ag
31 3 0 0 a5 ag
- _
0 0
0 0
by, O
B=|o by,
0 be,
0 0
b -

For the identification the system is represented
in the innovations form, see Astrém (1¢70),

x(t+1) = ¢pox(t) + Toult) + Kg(f)

1
~C=0
0

y(t) = Cex(t) + Deult) + e(t)

where the sampling rate is normalized to unit
time.

The disturbances are defined cnly in discrete
time and are described by the unknown matrix K
and the noise vector e. The noise {e(t)} is as-
sured to be a sequence of equally distributed
gaussian zerc mean variables with covariance R.

The matrix D is introduced to describe dynamics

in the heat removal circuits, which is consider-
ed prompt compared to the sampling interval. Such
results were found in section 3 and 4. The matric-
es C and D have the structure

00 0 0
0 o D= |dy O
0 0 B
\ 31

Q=20

0
0
1

(oo New N}

The unknowm parameter 0 is defined in the A, B,
D and K matrices. The continuous system matrices
then are transformed to sampled form.

1
= eA(e) r = [I eA(O)S CSJR(O)
G

The likelihood function is found e.g. in Astrém
(1971).

Tc maximize the likelihood function is equivalent
tc minimize the loss function

i T
Vz=det I e(t) € (1)
t=1

It is shown by Faton (1967) that the covariance
matrix R can be estimated separately to

N
T oe(t) el(t)
t=1 '

R =

==

In order to find the first models both K and D.
were assumed to be zero. From experiment ? a se-
quence of 800 data was used to find a model.

A minimum point was found for
« V= .58-6

There all parameters had gradients less than
.30-6, and trace (R) was found to be

tr(R) = .123-3

This means that the one step predictions errors
of the cutput pressures are X4 = .50-2, Ap=.74=2
and A, = .66-2, These errors are very unsatis-
factory compared to the MISO model errors, see
section 3. Moreover, the autocovariance functions
are approaching zero too slowly.
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The MISO models showed that the noise must be de-
scribed more elaborately than just as output noise.
To get a better noise the matrix K was assumed
unknown with all elemerts Zero except the three
parareters k 1 j,, and k Of physical reascns
these e_ﬂren%s wef& JnWIWaiiy assumed close to
one. The loss function now decreased to V=,283-9.
The parameter's charged very little in the last
iterations, and the parameter gradients were

.20-7. The standard deviation cf the one step
predicticon errcrs of the three output pressures
were fourd te be 0.88-3, 0.%6-3 and 0.15-2 re-
spectively. The autccovariances were not satis-
factory and still were decaying tco slowly. Tt wes
not tried to refire the model further, hecause cof
the slow convergence. Work is presently going on

to Improve the roise statistics by introducing mere
K-parareters.

The state model also has been adjusted to experi-
ment 3. The loss function was practically the same
as for experiment 2. This rodel was interesting
because the operational conditions are the same
during exp. 3 as in the start of exp. Y. In that
was initial conditions for the identificatiocn of
time variable parameters were found. FTig U4 shows
a comparison between the experimertal and predict-
ed (K30) outputs of experiment 3.

6. RECURSIVE IDENTIFICATICN OF
TIME VARTABIE PARAMETERS

When the nuclear power or other operational condi-
tions are changing then severzl model parameters
are time-varying. In exp. 4 the subcooling flow
was disturbed manually, as indicated in fig.5,
from 1.95 MW to 1.4 MW during 15 minutes.

An Fxtended Kalman filter has been used to track
the tlme—varylng parameters during the experiment.
The algorithm is further described in Olsson-Holst
(1973).

In other identifications from experiments at oth-
er constant subcooling levels it has been comput-
ed, which parameters are changing significantly.
Especially the six underlined parameters in the
A matrix are changing very much.

It is already well-known that it is difficult to
cheose the covariance R* of the artificial noise,
driving the unknown parameters. No adaptive filt-
er algorithm has been used. . Initially the
covariance R* was assumed diagonal. Attempts with
different R® were made. As a test quantity to com-
pare the results the sample covariance matrix of
the residuals

e(t) = y(t) = Cx(t[t=1) - Deult)

was used. It was found that the diagonal elements
of R® should have a value between 10°° and 10 ~
i.e. somewhat smaller than those of the rrocess
noise covariance.

As it is desirable to minimize the number of un-
known parameters the residuals were compared for a

Steam valve (%)
Ov_Lm \'
u

Rod ({steps)

_2 T T 1 T i T

Primary press.

o
—

=.02 T + T

Secondary press.

=-.02

Tertiar ress.
05 r Y P

.00

0 2 L 6 8 10 12 %
Time {min)

Fig. 4. Real outputs and predicted outputs (dot-
ted lines) of the state model from a part of
exp. 3.

different number of parameters., It was found that
two time variable parameters are too few, but
three might be sufficient.

In fig. 5 a part of a simulation of six time-
varylng parameters is shown. As an example ayy
is displayed.

Much work certainly remains to be done in the
area of application of approximative recursive

filters, especially the problems to find relevant
descriptions of the artificial noise covariance.
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Fig. 5. Estimaticn of an A-parameter with Fxtend-
ec Kalman filter during changes of the subcocling
pewer, It was assumed six urknown parameters.
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