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N THE ASYMPTOTIC ESTIMATES OF LEAST SQUARES IDENTIFTCATION

T, S8derstréin

Abstract

least squares identification of a rirst-order system is considered.
The identified model is assu

med to be of .a general order. Fxpres-
sions for the parameter estimates and some other quantities are de-

rived using asymptotic theor
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I. INTRODUCTION

- The least squares identification method has several advantages, It
is very easy to apply, but in a general case the resulting parameter
estimates arve biased. In order To overcome this fact, a model of
high order can be tried sec e.g. Astrom ~ Eylhoff (1971)., In their
paper . this idea is called the repeated least square method., The
purpose of this report is to snalyze the effect of the least squares
methed applied to a model of an arbitrary order, Asgymptotic theory
will be used in all calculations (assuning infinitely many samples) .,

The considered situation will be the following. Assume that the
data, i.e. the input signal u(t) and the output signal y(t), are
related through

A ¥ = B@™ ut) + ctq™ ety | (1.1)
vhere e(t) is vhite noise of variance Xy th the backward shift
operator and '

A(qﬁl} = 1 alq_l+ cre taL g e
)

Blg ™D = blq“1+ Lo A q o
o]

C(q_l) =1+ clq—l+ RN g Yo

o}
The model of the process is assumed to be

fﬂq'l) y(t) = ié(q‘l> u(t) + e(t) . : (1.2)
where {e(t)} is the residuals and

Alq™H)

PPN
b Ey

oL S7 I 3!
1+ aq Tt . fanq

-

Blg™h = qu ol +£nq~n

It is well known, that Clq l) = 1 implies consistent estimates. The
idea behind the repeated least square metggd can be expressed in the
following way. Consider a poiynomial I{q 7) of order n - n, satis-
fying approximately :

e o™ = 1

If this is true exactly;(%zl) can be written as
‘A(q_l) LXq_l) y(t) = B{qji) L(q”l) uft) + el(t)

— and the estimates will be given by

A = a™h gy

Ba ™D = B wah (1.3)
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1.2

The estimates described by (1.3) will give the true
transfer function of the process. It can be proved by
a slight modification of the resuits in SSderstrdm (19772)

that, provided the signal to noise ratio is large, the
real parameter estimates satisfy

Alg™H

n

ACa™Yy Lig™hy
Blg™h = B(g™H T

The coefficients of the operator z(q“l) = 1+ qu“l +

2n_noq*(n-no) gives the minimum point of
4 - — IS
EIT(q™H) c(qg™) e(t)1?

There are several ways to analyze the model (1.2) and com-
pare it with the true system (1.1). One way is to compare
the static gains :

i by
l+ra, L+LE,

Another is to evaluate the loss function

- Z
P -1 -1, 5r =1 .
Eez(t) - T Alg ™) B(g ) :IA(q ) B{g ).u(t)‘ .
i A(g ™)
- 2
S -1
s p (24 ) ?éq- ) e(t) (.4
Alq ™)
Clearly
Eez(t) > AZ.

Then, if the loss function is close to kg, the model can
be considered as good.

A third.way is to compute ‘the minimdl variance strategy
from the model (1.2), apply it .to the true system (1.1)
and evaluate the variance of the output of the closed
loop system. '

Computer program for the second and third way of evaluatér
ing the model can be found in S8derstrdm (1973a) where it

is assumed that the input signal is white noise, indepen-~
dent of e(t).

In the calculations in this report it is generally assumed
that .

i) ng = 1

ii) u(t) is white noise of variance v, and independent
Of {e(t)}§ ' ’

¥




In the next section the parameter estimates are computed
for a general model order n. In the third seetion The ways

of model evaluation discussed above are penetrated.

In order to decrease the number of minussigns in the cal-

culations introduce

o = ma, y = -C

o




COMPUTATION OF THE PARAMETER ESTIMATES

II.

The least -squares estimates &, ... B, by

by, see e.g. Astrdm (1968),

~— 3 r‘A
y{t~1) ay
yee-n) ] Ly{t-1) ., y(t-n) - ult-1). ~ult-r)E a,
-uf{t-1) by
~u3(t-nj %
L 3 0

~

b +§ . un“2r1+unulp I g —b02$ °~anh2b02
1"14-ap s I

¥ v )

. . | 0 )

n—2r1+&n~lp ro+p ‘ 0
0 [ 62 o ()

2

-bo™ | a

; 0 | .,.

. ’ | 0
_an—deﬁ 0 1 o2

where

brl are given

~y{t-1)

= Ey(t)|-y(t-n)
u(t-1)
u{t-n)

ai ~Pq 0P

an F —anhlrl~anp

iy 2

bl bo

_?n_ “nﬂleQ

(2.1)




) - 2
2 -1
LHE? = B bg u{t)
1-a” l+aq
- 2
2 B _ "'}_.
- ;“_Li;f.?m%_i@ - E iiﬂri e ()
L-a” l+aqg
L2 (e~a) (1=ac) 1+gg ™
= 5 = E “"’—“9’:“:{*-“—' elt)
I-a” lrag

derived,

By & 1

ﬁi :.ui + ;lai—l+ e +éi 1< i
The last n equations of (2.1) give

1?)i - Slwlb 1 =i
The estimates {ai} are found by (2.2}
aj = By - oy e

Thus it is sufficient to compute By i

will give

i —~ e
r_+p . . un-2r1+a klp 1 0
. iy .

pl+ap ) l_

. » £ '

- &

‘ O

ctn—2+mn--lp v 4p
© L

l+éq

IA

1A

1A

1

e{t-1}
1+aq“1

The following variables will be useful

.

[
]

In this section the solution of (2.1) for a general n will be

(2.2)

(2.3)

(2.4)

Insertion of (2.3) and (2.4) in the first n equations of (2.1)

- Y
-0




01 a W2 0 By
. . N § 0
z 2 . . * .
~h%o ) i J . ) " |
O & 1 , O &6 b -
[ 1 0yis 0
N i \L B L Y,
1
-— Cz — -
- . ( I’l CL{)} (2.5}
“n-1
o]
This system of equations can be simplified as follows
e 2 -~
. 2 - n-2_,
P oy rl(l-a ) url(l a) L, vy
T, =0 *
1 7o . +
) 0 ,
¢ &
13 I“O“O,I‘l
U rymar, T
i ~
1~32 a(l-a‘) an-l 1 o anbz
Z 2 - *
+o 1-a . - {I~a"Jp . .
l"ef,2 1
e J'J -
g1 1 T _+p
a rytap
. = (~Pl— ap) | +o *
8 un~1 an-QP +anhlp
bo] 1 ]




2.4
or rewriltten
B .2 n-2 ] i 1ww ]
- 9 . n-
r el rl(i a” ) o ry w £y
L‘l-aro e

= (wri+aro)

the following equivalent system will be obtained

- ) _ | .
ro(l+a )y - Zurl vy ar _ B 1
ri-ar, P * . C)_ 0
, . . Tl L [ (pqrarg)
L3 ® . 2 *
. r_ (l+g”) =2apr,. v =ar || . .
0 ° 1o (2.6)
rSer r te B 0
L : BN I R




-A2(1+02)(Kly+K2ybl) + Azc(Kly

The matrix elements can easily be evaluated. The result is
2
rD{l+a“} - Zarl': 12(l+02}
2
ry ar = AC

Then the following difference equation must be fulfilled

i
cps_q + (Lre™)g, + af

i+l = 0 2 < i n~1 (2.7)
The solution of (2.7) can be written as
Bi = K-l?l + KQ«{Hl 1 < i g n {2.8)

The consiants Kl and K2 are to be determined from the first

and the last equation of (2.6). The first one gives

2 2

+K2Yh2) S e
or after simplifying calculations

K, + X, = 1

1 pi

Thus (2.8) can be substituted with an expression valid also
for Boo namely

By = Ky' o+ 1m0y . 0 (2.9

[
ot
{4
=

The last equation of (2.6) gives after. simple calculations

2 2
PO ATy tp

2 7, 2n 2
v o=ATyTHp -y (ronh +p)

K =

Introduce a new variable § through




2.6
o 2.9 2
FA —_ - . y
g Jlorh vred = g ved afiy?) (1-a’)
rO~A2+p A2(1+c2“2a0~1+a2)+b252
- AQ(l"az)(lmoz)
1 (c-a)? + ple? (2.10)

With use of the variable §,which always is positive K can be
simplified to '

145

X = n .

1+ 8~ v ) ' (2.11)

Finally, inserting (2.9) and (2.11} in (2.3) and (2.4) the
estimates are found to be

L. = (1+5)(—C}i_l(a-c) - (mc)zn“i(l—ac)
+ 1 + 8 - 02n
1 gdi<n  (2.12)
S GRS TS Rl ) Kt
i Zn

1+ 8 -0




LIL. COMPUTATIONS OF FUNCTIONS OF THE PARAMETER ESTIMATES

In the parts 3.1 - 3.4 different guantities evaluating the
model are computed. In part 3.5 some general comments to

the results are given.

3.1 The static gain

The static gain of the model is

5= e (3.1

while the value of the system is 86 T 175

With use of (2.12) it is straightforward to calculate § as
follows ‘

luy“ 11y
e WSERUEYY § § -
(1+<S)l_Y Y i

_ Iy | -

S = b :zn . n N Il'_
1A=y "+ (146X (y~adi~y = (l~ayly 1-y
' L~y -y

, L=y (84 1 - Yn+1)

= 8 {(1-«a
© sll-y+(y~a)(1-y") [+ (21 )[(l+yn)(]*y)+(y~u) N (L=ay) ]

nall

_ (1~a)(1~y oy (5+1*Y ) ~

”So n+1
Si1~a-(vy- a)v 1+Q-yM) (L-a)(1- -y );

. (~c)8(1+e)

© (1+a)[1-(-)P 111~ (~c) P hs14am (o) o g (=)D

From (3.2) it is especially seen that S is close to S, if
either § is small or n large.




3,2 The identification loss function

The identification loss function is given by

Vig = B LA™ y(t) - Bg™H uceii? =

[
N
N

2. 2z
PO RS R | ~ -1 -1
- E A{a 7)) bg M§1+aq } B{ag )u(tD . T Alg >(1j§q )e(t)
1.!.&(1 . 1+aq )
(3.3)
First, the coefficients of the polynomial '
- n+l "y " 1 - A . f
6™ =3) g0 = A@™H bg™t - (irag™h) Blq™Y)

are computed. Since by = bj,g1 = 0, With use of (2.3) and 2.u)

g; ¥ a; 4 b~ bi mab, =0 for 2 <3 gmn

Finally
N N sy
g..7 = ab - ab_ = bB_ = bt
n+l n n n 1+5_YEn

Define the polynomial H(qul) through

- n+l s N -
1™ = 1+ hag s AleD (Lveq)
121 71
Thus
Iy =y -y
hJ = a; - oay 4y 2 < it n
h R na‘
n+l = ay

The loss function (3.3) can be' expressed as

(3.4}




it = ?jﬁg_z... 2 b
Ls ~ T2 En+l
~a
1 " n+l 1
2 o h
A * 1
S .
}..""ﬂ 2 &
T+l . :
¥ 1 hn+l
Now, equation (2.4) implies
1;'; B 1 8, ] o
hy ] oqme 1 (g |egm ve, G
= . . + .
C) . 3+ By~ Ysﬁﬁl 0
h -
i n+l g (a~y)Bn
which gives
2.2 2
b g/ 2 21 2 n 2 {a-vy} 2
Yus = [T Bl T R tiy(ByvBy )0 F T By (3.6)
) 1w
With use of (2.9) and (2.11)
n n .
5 - - : - =1 . ? A _
2
oo | mn-d i (1y2)242" 1. 2D
"1k 5n (1Y) T2 5
© sy (1+8~ v°°) L=y




Inserting 8, = 1 and Bhel = B

b frem (3.4) the expression
(3.6) is simplified as follows '

2 .

V. e amy)” oS IV N 2y ) 0y
LS 3.—62 1+5*—YZH (l+§~"y‘:“}2
- 5 .
AN kz(lqcz) GLCQn R Aziljgé}czn(l~czn) _
8 (1+5—y2n)2‘ (1+5~¢2n)2
- 32y A2 (1-c?)e?? . _2n
- " 21‘1 2 & + 1 - (_‘
(1486-c"7) ;
or finally
-, Ly 2
V]S = Ag 1+ CZn £=3~_§¢~ S {3.7)
- 148"
3.3 The control loss function
The control loss function is given by
1 ' :
P -1
Yuvs = B o~ 31(1fcg“1).; AP S ] - e(t) (3.8)
(1+aq ) B{g 7) - A(q 7) bg ~ + bg .
Define a new noise through
. -1 ‘
Vi) = e e e(1)
bq © + (l+aq ) B(g 7)) - A(gq “)ybg
g et e(t)
1~Bnq

The covariance function of v{(t) clearly satisfies




s

_ 1 2
rv<0) ST A
1
rv(i) = 0 I 521 2 n-}
8
v 1op”
3]
n

Introduce the polynomial J{q“l) through

J(q“lﬁ :ngl jiq“i = §<q“1>(1+éq"l>
Then

Iy = gl

31351“Y£1~i 2 &1
Iner ® 'gﬁ?

The loss function can now be written as

1
Vitvs

i3]

2 [}

A 2 noo. a 2, 22
= 5= by *+ LB (b.-vyb, )% + by
bg(lﬂﬁi) S R S n

2
X n 2 2.2
T 3-p2 [} tiky OBy -vBi 9) 48, Ty~
i _ : _ .

2 2 3 nil

z
SR R PR TR LIV P
-8
n
T I A S U e ke (1+y2)?
: (1+6-y2n)2—52Y2n (l+6~y2n)2

ntl g 1 .
Ez rV{D} igl :}i + -};2 QI‘V(H) 313n+]_ =

2n
2n 1-y'
v =

1ey?




L
fe2}

or finally

y B 12 1+52n l«c2 (3.9)
- LB "—"'-"—"—”‘-"""T“-h-—g.T_._,... €

VS (146)%-c20

3.4 Test of common factoprg

In Sdderstrdm (1973b) a Systematic way of testing common fac-
tors has been proposed. It Jeads to the minimization of

R . . - '_:L n __‘1 ~ _l N _l _ .
Flay, «o. £, = B89 DL(g )y (t)-B(qg ILlg )] Vis N ¢ (3.
1 Xk , . ] , :
LS
with respect to dp e anw bl . bn -n Rl fas zn. Lf the mini-

mam value of F is small,it {e assumed that the polynomlal obtalned
from the LS identification can be replaced by A(q l)L(q )

and B(q~ )L(q "1y, 1n order to give some indication of the pro=
perties of the LS estimateg in thiOIPeSpect the function F
will be considered. It ig probably impossible to obtain expli-
cit expression for the minimum point. However, it 15 easy to
treat the situation of a restricted mlnlmzéatlon It will be
assumed that k = n=l and the restrictions A(q l) = A(q_l),

B(q }.= Blqg } are JHTPOduced. Then T is minimized with respect

to 23 ... 2 5.

Thus the following quantity has to be éxamined

<
*
0
n

Lg = Jmin’ E qu-l) L{q —iﬂww} u(t) + “Sﬂm“) e(t)i~
u..zn 1 o ACg™Y) IO

2
1>L<q"1>u<t>] . \

2
"'Am%p' E [?(q"l)c(q‘%)e(t{] ‘ (3.11)
n-1 ' '




However, this min
Cly
f* . can be obiai
¥ Lg Gé

system v(t)

n -+ n-1

o

ho+ 0

Thus, for thisg ca

(3.7)
»

and from

P
Y .

o
o

This result gives
of the funetion F

3.5 Some general

imization is just LS identificaticn of the
=4 , ~ -
Je{t) with a model of order n~1. Thus

25

ned from VLQ thrcugh the change

se,

2n-2

(3.12)

after trivial calculations the following value

i
1+é-c

N (3.13)

2n+2 .

comments

For an ideal mode

would give the fo

1 the quantities considered in this section
llowing




4.8

S = s,
Vg 7oA
Vyys A
F = 0 (3.14)

It is seen from the derived expressions that (3.14} is approxi-

mately true if either
1) 6 1is small (say a large signal to noise vatio)
2)[e| is small compaved with 1

3) n is large

It should not be needed to stress that the validity of the cal-

culations is.limited. One limitation is the use of asymptotic
theory. If n is large the number of data perhaps must be very
large in order to give estimates fulfilling the calculated ex-
pressions.
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