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Abstract

This thesis presents experimental results related to laser plasma accelerators. These rely on very different principles from conventional particle accelerators. They are able to accelerate particles over a very short distance and produce synchrotron x-rays at the same time, potentially providing a compact particle accelerator and x-ray source for many future applications.

The laser pulses used in the experiments reported in this thesis were extremely powerful (TW) and when focused, intensities as high as $10^{20}$ W/cm$^2$ were achieved. When matter is exposed to such high intensities, it becomes a plasma, and collective motion of electrons is possible. The laser pulse “ploughs” through the plasma creating a plasma wave behind it, very much like a boat at sea. The perturbation in electron density caused by the wave produces strong longitudinal electric fields, travelling at the same speed as the laser pulse. These fields can then be used to accelerate electrons to hundreds of MeV in only a few mm. In addition to longitudinal electric fields, transverse fields are also produced, which can make the electrons “wiggle” transversely and emit x-rays. In a related process, heavy ions can also be accelerated by high-intensity lasers, when interacting with a solid target.

In the experimental work reported in this thesis, the use of dielectric capillary tubes was explored in order to increase the accelerating length by externally guiding the laser pulse and countering diffraction. Linear plasma waves over several centimetres were produced and characterised. Electron beams and x-rays produced in dielectric capillary tubes were also studied, where it was found that it was possible to trap electrons even at a low initial laser intensity. An active stabilisation system was developed in parallel to improve the pointing of the laser system, as the dielectric capillaries are very sensitive to pointing fluctuation. The laser focal spot was modified in a controlled way using adaptive optics. By adding coma aberration, the focal spot could be made asymmetric and the x-ray emission enhanced, as the electrons oscillate with a greater amplitude. Adding spherical aberration allowed the effect of the quality of the focal spot on the wavebreaking threshold to be studied. A simple model predicting whether or
not the plasma wave breaks was developed by varying the laser energy and pulse duration.

Two ways of increasing or modifying the proton energy distribution without increasing the laser power are also presented in this thesis. The absorption of the main laser pulse was improved and the proton energy increased by using a 100 fs long laser prepulse. Finally, hollow microspheres were used as targets, which allowed for “recycling” of the laterally spreading electrons to establish a new accelerating field that could accelerate the protons once more.

De laserpulser som utnyttjas för experimenten som beskrivs i denna avhandling har mycket hög toppeffekt. Varje ljuspuls har ca en joule energi, men varar endast i ca 30 femtosekunder (1 fs=10^{-15} s). Toppeffekten i varje puls blir på så vis mycket hög, av storleksordningen tiotals terawatt (10^{12} W). När dessa ljuspulser fokuseras till en liten fläck, eller strålmidja, med en diameter om endast några få mikrometer, blir ljusintensiteten där extremt hög. Materia som utsätts för så starkt ljus joniseras redan under ljuspulsen stigtid, så att ett plasma bildas. Ett plasma är ungefär som en gas av positivt laddade joner och negativt laddade elektroner som rör sig fritt relativt varandra. Toppen av ljuspulsen växelverkar alltså med fria laddningar. Den kan driva kollectiva rörelser hos de lätta elektronerna, medan de betydligt

Förutom de longitudinella elektriska fälten förekommer även transversella fält, vilket gör att elektroner som accelereras i framåtriktningen samtidigt svänger vinkelrätt mot denna. De svängande elektronerna skickar då ut elektromagnetisk strålning i framåtriktningen, på samma vis som elektronerna i en undulator eller wiggler vid en konventionell synkrotronljusinstallation. Strålningen som har studerats och diskuterats i denna avhandling ligger inom energimrådet 1–10 kiloelektronvolt (keV). Denna, i framtiden ännu hårdare röntgenstrålning, kan komma att visa sig användbar för en rad intressanta tillämpningar. Såväl elektron- som röntgenpulserna har speciella egenskaper på grund av att de inblandade processerna sker på så extremt liten skala. Pulserna blir mycket korta (av storleksordningen 10 fs) och strålkällan får ytterst liten utbredning, endast ett fatal mikrometer. Denna nya strålningskälla har därför stor potential för tidsupplösta studier.

Bland de experiment som beskrivs i denna avhandling har användningen av kapillärer av glas undersökt som en metod för att förlänga accelerationssträckan genom att leda laserpulserna genom röret och på så vis motverka diffaktion. Plasmavågor som utbreddes sig över flera cm inne i dylika rör kunde produceras och karaktäriseras. Dessutom studerades elektroner som accelereras och röntgenstrålning som genererats inne i rören. Vi fann då att det är möjligt att fånga och accelerera elektroner med lägre laserintensitet än utan kapillärer. Parallellt med dessa studier utvecklades och installerades ett aktivt reglersystem för att förbättra laserstrålens riktningstabilt, vilket visade sig vara väsentligt för experiment med kapillärer. I andra studier modifier-
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Chapter 1

INTRODUCTION

Since its invention in 1960, the laser has become part of everyday life. At the same time, it is a very important tool for research in physics and other scientific fields. Various types of pulsed lasers have been developed over the years, from very energetic ones, used for laboratory astrophysics or inertial confinement fusion, to ultra-short pulsed lasers, with pulse durations of only a few femtoseconds, for time-resolved studies. Extremely high peak powers of the order of terawatts can be achieved by combining high pulse energy and short pulse duration. Thanks to the introduction of the chirped pulse amplification technique [1], high peak power can be achieved in university-scale laboratories and exciting new physics can be investigated. In the work presented in this thesis, focused laser intensities with values as high as $10^{20}$ W/cm$^2$, corresponding to a peak transverse electric field exceeding $10^{13}$ V/m, have been used. When exposed to such extreme conditions, matter is instantaneously ionised and the laser interacts with the plasma formed. The electric field generated by the laser causes the free electrons to oscillate with velocities approaching the speed of light, hence the term “relativistic laser intensities”. In particular, laser plasma interactions at these intensities can be used to accelerate electrons to relativistic energies. This is the main subject of this thesis.

Although the laser field itself drives the electrons to relativistic velocities, its oscillating and transverse nature prevents it from efficiently accelerating particles in a given direction. In a plasma, high-amplitude longitudinal waves with relativistic velocities can be driven by a laser pulse, thus transforming the transverse fields into longitudinal ones, as illustrated in Fig. 1.1. As we will see in Chapter 2, this wave can break, trap and generate acceleration forces more than a thousand times stronger than those achieved in accelerators based on conventional technology. Large transverse fields are also produced in the plasma by the laser pulse. They can make the forward accelerated electrons “wiggle” and emit x-rays,
as discussed in Chapter 3. The laser plasma can thus play the role of both accelerator and wiggler, providing a compact ultra-fast x-ray source, of great interest for many applications in various fields of science [2]. The experimental methods and results are presented in Chapter 4 and Chapter 5. In a related process, ions can also be accelerated using high-power lasers by establishing a quasi-static electric field at the boundary of thin foils. This is described in Chapter 6. The novelty of these accelerators resides in the scale of the processes involved. For example, electrons are accelerated to hundreds of MeV in only a few millimetres, and protons to several MeV in a few micrometres.

Particle accelerators are at the forefront of modern science. Their applications vary from fundamental research in high-energy physics, to medical applications and x-ray production. While accelerators delivering particle beams of moderate energy are widespread, the challenge in accelerator technology has been to provide high-energy particles, required for many applications. For example, such accelerators have been used at synchrotron facilities to produce intense x-ray beams, contributing to many discoveries in different scientific fields. Some of these accelerators are today among the most advanced scientific tools available. The Large Hadron Collider at CERN, for example, is the most advanced accelerator on earth, and is being used to study the building blocks of matter. Extraordinary discoveries will certainly be made. Based on a 3 km long linear accelerator, the Linac Coherent Light Source at SLAC is another facility which recently came into operation. Designed to produce the most intense x-ray beams ever, this free-electron laser is the first of its kind. Experiments have already been successfully carried out [3, 4] and more exciting ones are yet to come. While pushing the frontier of science, these extraordinary machines are limited in number due to their large size and cost. Even with their small number, they have already proven their use and revolutionised research in physics, chemistry, biology, medicine and materials science.

In a conventional accelerator, the accelerating fields are created by radio-frequency cavities. The electric field strength is limited by electrical breakdown, which will occur above a certain field strength. In order to accelerate particles to high energies, many cavities must be combined in series, thus making the accelerator very large. In order to limit the size, the cavities are usually configured in a ring. However, a large radius of curvature is needed in order to prevent the particles from radiating too much energy. Also, a linear accelerator is more suitable to preserve a short pulse duration. There is no such limit in plasma accelerators: as the medium is already ionised, electrical breakdown is not possible. The accelerating field achievable in this type of accelerator can be many orders of magnitude higher than in conventional accelerators, and the accelerating length can therefore
be reduced, decreasing the size of the accelerator. Laser-based accelerators might therefore, in the future, bridge the gap between the small number of advanced machines and the large number of potential users, as more compact and affordable particle and x-ray sources become available in university-scale laboratories. In addition, the particular characteristics of these sources could lead to new applications not previously envisioned. The femtosecond pulse duration of both the electron beam and the x-rays provides a time resolution from which many applications may benefit.

As high-power lasers have become more available, many groups have started to work on this subject. The field has greatly benefited from this, as more advanced experiments have been carried out and more subtle physical effects investigated. In addition to improving the stability of the beams, the challenges of fully understanding the interactions taking place and making measurements of some of the key characteristics of the particle beams more precisely still remain. Due to the novelty of the process, many techniques used at conventional accelerators cannot be used here, or must be adapted, e.g. for single-shot operation. The true potential of this new kind of accelerator is therefore not yet fully known.

The work described in this thesis was performed within the framework of the European MAXLAS project, the aim of which was to combine laser and accelerator physics, by stimulating collaboration between the Lund Laser Centre and the MAX-lab synchrotron laboratory in Lund. This work can therefore be considered a contribution to bridging the gap between these two fields, as lasers are used to accelerate particles. It is also a sign that this rapidly growing field of research is attracting more and more attention from the accelerator community, as a possible alternative to conventional technology. The quality, stability and repetition rate of the beams produced are however, still a long way from that achieved with conventional accelerator technology. If these issues are not addressed, laser-driven particle acceleration will never reach users in the accelerator community or other fields.

When I started my PhD studies, electrons and protons were already being accelerated at the Lund High-Power Laser Facility using the multi-terawatt laser. During my time, more systematic investigations were carried out. The laser system was upgraded allowing for new types of experiments, and investigations on the laser plasma wiggler started and are presented here. Most of my time has been devoted to laser-driven electron acceleration and x-ray production, which is the biggest part of this thesis. I have also participated in proton acceleration experiments, which are summarised in the last chapter. While many other laboratories around the world are focusing on producing beams with higher and higher energies with increasing laser power, the issues that have been and will be pursued in Lund are to find means of in-
creasing the energy of the particles, by using advanced targets, for example, and improving stability.

Being at the crossroads of many fields such as optics, accelerator physics, plasma physics and x-ray science, this work is truly multidisciplinary. This is reflected in this thesis, where many different subjects are dealt with. The whole process has been studied, from laser development in Paper I, to the production of linear plasma waves in Papers II and III, via electron beams in Papers IV, V and VI, to their application as x-ray sources in Papers IV and V. Proton acceleration has also been studied and ways of improving the beams, using novel techniques, are discussed in Papers VII and VIII.
This chapter presents the theoretical background behind laser wakefield acceleration. The concept of a plasma accelerator is introduced, starting from the laser, including the generation of plasma waves, and finally the trapping and acceleration of electrons. The pulse evolution of the laser due to relativistic nonlinear plasma optics is also discussed. In the last section, scaling and limits on energy gain are discussed.

2.1 Introduction

In laser wakefield acceleration (LWFA), electrons reach relativistic energies over a very short distance. When interacting with a plasma, the ponderomotive force of an intense femtosecond laser pulse “pushes” electrons away from their equilibrium position while the ions remain at rest. The restoring force due to space charge, makes the electrons oscillate, generating a high-amplitude plasma wave. This wave produces strong longitudinal fields that can be used to accelerate electrons. These propagate close to the speed of light behind the laser pulse. Trapped electrons are in phase with the accelerating structure and can “surf the wave”, similarly to a surfer catching a wave in the sea. Acceleration forces are a thousand times stronger than those achieved in accelerators based on conventional technology. These beams have a small angular divergence and a significant charge (about 10–1000 pC).

The theoretical work behind nonlinear wave propagation in plasmas is more than 50 years old [5]. However, it was no until 1979 that Tajima and Dawson proposed the use of these waves to accelerate electrons to high energies [6]. In their pioneering
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1Emittance is an important concept for any particle accelerator. It describes the area occupied by the particles in the momentum phase space. In a low-emittance beam all the particles are confined in a small space and have nearly the same momentum.

work, they already saw the potential of using short-pulse lasers to efficiently generate plasma waves and accelerate electrons, thus converting the transverse oscillation field of a laser beam into longitudinal fields, suitable for accelerating particles. The emergence of increasingly powerful lasers allowed the efficient acceleration of electrons, but they exhibited thermal spectral distributions [7, 8]. A milestone in this research was the production of quasi-monoenergetic beams in 2004, using lasers whose pulse duration was shorter than the plasma wavelength [9–11]. Acceleration of electrons up to a GeV was soon demonstrated by increasing the acceleration length to a few centimetres [12]. Using colliding pulses, beams of high quality both in terms of stability and energy spread, were also achieved [13]. In addition to providing a compact accelerator, laser wakefields have unique properties due to the small scale of the process. Recent measurements have shown that the pulse duration of the electron bunch is only a few femtoseconds [14, 15], and the transverse emittance only $\sim 1\pi$ mm mrad [16, 17]. Note that plasma waves can also be driven by an electron beam instead of a laser pulse [18], and in the future it might even be possible to use a proton beam as a driver [19]. This chapter gives an overview of the main principles of laser plasma wakefield acceleration of electrons. A more extensive description of this subject can be found in Ref. [20]. Papers II and III present experimental work on the production of linear plasma waves and their characterisation. In the experiments presented in Papers IV to VI, electrons were accelerated by nonlinear plasma waves, and some of their characteristics were studied.

### 2.2 Laser parameters

A laser beam is described by an electromagnetic wave. Its propagation in a medium is governed by Maxwell’s equations and the wave equation. A laser beam is confined in space and the electric and magnetic fields, $E$ and $B$, are represented mathematically by a gaussian function in space. A laser pulse can also, in most cases, be described by a gaussian function in the spectral and time domains. For a linearly polarised pulse in vacuum, the electric field of the laser pulse is then:

$$ E(r, z, t) = \frac{E_0}{2} w_0 \frac{w(z)}{w_0(z)} \exp\left(-\frac{r^2}{w^2(z)}\right) f(t, z) $$

$$ \times \Re\left(\exp\left(-ik_0z - ik_0 \frac{r^2}{2R(z)} + i\phi(z)\right)\right)e_x, \quad (2.1) $$

where $w_0$ is the waist of the pulse (radius of the beam at $1/e$ of the electric field in the focal plane $z = 0$) and $k_0 = \omega_0/c$ is the wavenumber corresponding to a light frequency of $\omega_0$ and
wavelength $\lambda_0$. $R(z)$ is the radius of curvature of the wavefront and $\phi(z)$ the Gouy phase shift. The time evolution of $E$ is given by $f(t, z)$, where $\tau$ is the pulse duration at full width half maximum (FWHM):

$$f(t, z) = \exp \left[ -2\ln(2) \left( \frac{t - z/c}{\tau} \right)^2 + i\omega_0 t \right]. \quad (2.2)$$

The Rayleigh length, $z_r = \pi w_0^2 / \lambda_0$, represents the position at which the intensity is half the intensity in the focal plane. The intensity is defined as the average over one optical cycle of the Poynting vector:

$$I = c^2 \varepsilon_0 \langle E \times B \rangle = \frac{c\varepsilon_0}{2} \left| E \right|^2, \quad (2.3)$$

where $\varepsilon_0$ is the vacuum permittivity and $c$ the speed of light in vacuum. The peak intensity, $I_0$, in the focal plane, the peak power, $P_0$, and the total energy, $U$, in the pulse are related through:

$$U = \iiint_{-\infty}^{\infty} I(x, y, t) \, dx \, dy \, dt = \pi c \varepsilon_0 \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} |E(r, 0, t)|^2 \, r \, dr \, dt$$

$$\Rightarrow I_0 = \frac{2P_0}{\pi w_0^2}$$

$$\Rightarrow P_0 = 2\sqrt{\ln(2)} \frac{U}{\pi} \simeq \frac{U}{\tau}, \quad (2.4)$$

The electric and magnetic fields can be conveniently related to the electromagnetic potentials $A$ and $\Phi$ through:

$$E = -\nabla \Phi - \frac{\partial A}{\partial t},$$

$$B = \nabla \times A. \quad (2.5)$$

These potentials are not uniquely defined and other solutions can be found using a gauge transformation. We will use the normalised vector potential, $a$:

$$a = \frac{eA}{m_c c}, \quad (2.6)$$

where $m_c$ is the electron rest mass and $e$ the elementary charge. The maximum value of $a$ is often used to characterise the pulse intensity and is given by:

$$a_0 = \sqrt{\frac{e^2}{2\pi^2 \varepsilon_0 m_c^2 c^5 \lambda_0^3}} I_0 \simeq 0.86 \lambda_0 [\mu m] \sqrt{I [10^{18} \text{ W/cm}^2]} \quad (2.7)$$
2.3 Ionisation

Table 2.1. Laser parameters (\(w_0\) in \(\mu m\) and \(z_r\) in mm) for the different focusing optics used in the experiments. The waist of the beam before the optics is 35 mm (the real beam profile is actually closer to a super-gaussian beam than a gaussian beam). The peak intensity (\(10^{18}\) W/cm\(^2\)), electric field \(E_0\) (TV/m) and normalised vector potential are calculated for a pulse energy of 0.7 J and a pulse duration of 40 fs, which were typically used in the experiments.

<table>
<thead>
<tr>
<th>(f)</th>
<th>0.15</th>
<th>0.45</th>
<th>1.5</th>
</tr>
</thead>
<tbody>
<tr>
<td>(w_0)</td>
<td>4.4</td>
<td>13.1</td>
<td>43.7</td>
</tr>
<tr>
<td>(z_r)</td>
<td>0.075</td>
<td>0.67</td>
<td>7.5</td>
</tr>
<tr>
<td>(I_0)</td>
<td>54.9</td>
<td>6.1</td>
<td>0.55</td>
</tr>
<tr>
<td>(E_0)</td>
<td>20.3</td>
<td>6.8</td>
<td>2</td>
</tr>
<tr>
<td>(a_0)</td>
<td>5.1</td>
<td>1.7</td>
<td>0.5</td>
</tr>
</tbody>
</table>

In our experiments, a parallel beam is focused onto the interaction point to reach high intensities. In order to apply the equations given above, one must first know the focal spot waist, \(w_0\). This can be calculated using gaussian optics, where the focal spot profile is also described by a gaussian function, as a gaussian beam remains gaussian when focused. For a focusing optics of focal length \(f\) and a beam radius \(W\), the spot size is given by:

\[
w_0 = \frac{\lambda_0}{\pi W} f.
\]

Table 2.1 summarises these different parameters for the different focusing optics used in the experiments described in this thesis.

Finally, an electron in the laser field moves according to the Lorentz equation:

\[
\frac{dp}{dt} = -e(E + \mathbf{v} \times \mathbf{B}),
\]

and an energy equation

\[
\frac{d}{dt}(\gamma mc^2) = -e(vE),
\]

where the momentum, \(p\), and the relativistic factor, \(\gamma\), are given by:

\[
p = \gamma m_e v,
\]

\[
\gamma = \sqrt{1 + \frac{p^2}{m_e^2 c^2}} = \frac{1}{\sqrt{1 - \frac{v^2}{c^2}}}
\]

2.3 Ionisation

The laser pulse interacts first with neutral atoms, in which the electrons are bound to the atoms. Because of the strong electric field at the leading edge of the laser pulse, the medium becomes ionised, as the electric field of the laser is of the same order of magnitude as the field experienced by the electrons in the Coulomb potential of the atom. Depending on the strength and wavelength of the laser, different models are used to explain the ionisation process. If the field is weak, the Coulomb potential remains almost unperturbed. Ionisation can still occur either by multi-photon absorption (see Fig. 2.1 (a)) or by absorbing one energetic photon, e. g. an XUV photon. For strong fields the Coulomb potential is strongly perturbed by the laser field, as illustrated in Fig. 2.1 (b). When the laser field approaches the field strength of the Coulomb potential, the electrons have a certain probability of tunnelling through the potential barrier and ionisation takes place. This
Laser wakefield acceleration of electrons

process is used to produce high-order harmonics of the fundamental laser wavelength. When the intensity is very strong, the potential barrier decreases even more, and the electrons are no longer bound to the atom. This process is called over-the-barrier ionisation (OTBI). The limit between these different regimes depends on which electron of which atom is considered, as a valence electron is much easier to ionise than a core electron.

In the case of a hydrogen atom, the binding electric field strength is \( E_a = e/(4\pi\epsilon_0a_B^2) \approx 5.1 \times 10^{11} \text{ V/m} \), where \( a_B \) is the Bohr radius. The corresponding intensity, \( I_a = 3.5 \times 10^{16} \text{ W/cm}^2 \), is found using Eq. 2.3. In this case, a laser intensity of \( I_0 > I_a \) guarantees ionisation, although ionisation can occur below this limit as seen previously, through multi-photon absorption or tunnelling. OTBI occurs if the barrier modified by the laser field falls below the ionisation energy of the ion, \( \varepsilon_{ion} \). The Coulomb potential modified by a stationary homogeneous electric field, \( E \), is given by: \( V(x) = -Ze^2/(4\pi\epsilon_0x) - eEx \), and illustrated in Fig. 2.1 (b). In the case of an oscillating laser field, \( E \) is the electric field at a given time. By determining the position of the barrier, \( x_{max} \), we find the threshold field strength for which OTBI occurs and the corresponding intensity using Eq. 2.3, called the appearance intensity:

\[
I_{app} = \frac{\pi^2 c \epsilon_0^3 \varepsilon_{ion}^4}{2Z^2 e^6},
\]

where \( Z \) is the charge of the created ions [21]. The appearance intensity of some ions of interest for the experiments described in this thesis are given in Table 2.2. We see immediately that, for \( I > 10 \times 10^{18} \) and for the typical gases used in the experiments, such as helium and hydrogen, the leading edge of the focused pulse fully ionises the medium. The most intense part of the pulse therefore interacts with a plasma and from now on it will be assumed that the laser is interacting with free charges. As we will see later, ionisation can, however, not be completely ignored as effects such as ionisation defocusing can influence the interaction. In this case, more advanced models must be used to correctly account for effects such as tunnelling and multi-photon ionisation, in order to correctly calculate the ionisation rates.

2.4 Plasma waves

As seen in the previous section, when interacting with hydrogen or helium, the leading edge of an ultra-intense laser pulse (\( I_0 > 10^{18} \text{ W/cm}^2 \)) fully ionises the medium. Most of the laser pulse therefore interacts with free charges, i.e. a plasma. Ions are much heavier than electrons and are considered to be stationary on the timescale we are interested in. If some electrons are displaced

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{figure.png}
\caption{Illustration of the ionisation process by a laser field. For a weak electric field, the Coulomb potential of the atom is not perturbed as shown in (a). Ionisation can still occur through multi-photon absorption. In (b), a strong electric field perturbs the Coulomb potential and electrons are no longer bound to the atom.}
\end{figure}

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|}
\hline
Ion & \( \varepsilon_{ion} \) & \( I_{app} \) \\
\hline
H\(^+\) & 13.61 & \( 1.4 \times 10^{14} \) \\
He\(^+\) & 24.59 & \( 1.4 \times 10^{15} \) \\
He\(^{2+}\) & 54.42 & \( 8.8 \times 10^{15} \) \\
N\(^{5+}\) & 97.9 & \( 1.5 \times 10^{16} \) \\
N\(^{7+}\) & 667.1 & \( 1.6 \times 10^{19} \) \\
Ar\(^{8+}\) & 143.5 & \( 2.6 \times 10^{16} \) \\
Ar\(^{10+}\) & 478.7 & \( 2.1 \times 10^{18} \) \\
Ar\(^{16+}\) & 918 & \( 1.1 \times 10^{19} \) \\
Ar\(^{18+}\) & 4426.4 & \( 4.7 \times 10^{21} \) \\
\hline
\end{tabular}
\caption{Ionisation energy in [eV] and corresponding appearance intensity in [Wcm\(^{-2}\)] for some ions for the over-the-barrier ionisation model.}
\end{table}
from their equilibrium, they will feel a restoring force due to space charge, and will oscillate around an equilibrium position. The motion of the electrons can be described by Maxwell's equations. In a homogeneous medium, the solutions are the sum of the Fourier mode:

\[ E(r, t) = \int E_k e^{i(kr - \omega t)} dk \]

\[ B(r, t) = \int B_k e^{i(kr - \omega t)} dk \]

In the same way, the electron velocity in the plasma can be written:

\[ v(r, t) = \int v_k e^{i(kr - \omega t)} dk \]

Finally, using \(-eE = m_e \dot{v}\) and \(J = -en_e v\), we can also write the electron current density as the sum of Fourier modes:

\[ J_k = in_e e^2 E_k \omega_m / (\omega_0) \]

Maxwell's equations for the Fourier mode then become:

\[ \mathbf{k} \times E_k = \omega B_k, \]

\[ \mathbf{k} \times B_k = \mu_0 n_e e^2 E_k - \mu_0 \epsilon_0 \omega E_k. \]  (2.13)

For \(\mathbf{k} \parallel \mathbf{E}_k\), it follows that \(B_k = 0\), and the electron density oscillates at the plasma frequency, \(\omega_p\):

\[ \omega_p [s^{-1}] = \sqrt{\frac{e^2 n_e}{\epsilon_0 \epsilon_m}} \approx 56400 \sqrt{n_e [cm^{-3}]}, \]  (2.14)

where \(n_e\) is the electron density.

For \(\mathbf{k} \perp \mathbf{E}_k\), Eq. 2.13 gives solutions for the propagation of electromagnetic waves in the plasma. We find the following dispersion relation, where \(\omega_0\) is the frequency of the laser:

\[ \omega_0 = \sqrt{\omega_p^2 + k^2 c^2}. \]  (2.15)

For \(\omega_0 > \omega_p\), the solution is real and the wave propagates through the plasma. The medium is called underdense, and is typically an ionised gas. For \(\omega_0 < \omega_p\), the solution is imaginary and the wave is described as being evanescent. When the medium is overdense, typically an ionised solid, the wave does not propagate, and the laser is absorbed or reflected. The critical density defines the boundary between these two regions, and is given by:

\[ n_c[10^{21} cm^{-3}] = \frac{\omega_0^2 \epsilon_0 \epsilon_m}{e^2} \approx \frac{1.12 \lambda^2 [\mu m]}{\lambda^2}. \]  (2.16)

We can then find the corresponding phase and group velocity:

\[ v_{ph} = \frac{\omega_0}{k} = \sqrt{c^2 + \frac{\omega_p^2}{k^2}}, \]

\[ v_g = \frac{d\omega_0}{dk} = \frac{c^2 k}{\sqrt{\omega_p^2 + k^2 c^2}}. \]  (2.17)

The plasma wave travels behind the driving laser pulse with a phase velocity equal to the group velocity of the laser. We can then define the normalised phase velocity, \(\beta_p\), and relativistic factor, \(\gamma_p\), associated with the plasma wave as:
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\[ \beta_p = \frac{v_p}{c} = \sqrt{1 - \frac{n_e}{n_c}}, \]  
\[ \gamma_p = \frac{1}{\sqrt{1 - \beta_p^2}} = \frac{n_c}{n_e}. \]  

(2.18)

Of course, it is impossible to track the motion of each particle in the plasma. The electrons are therefore treated as a fluid. In this case, we rewrite the Lorentz equation (Eq. 2.9) for the plasma fluid momentum motion:

\[ \frac{dp}{dt} = \left( \frac{\partial}{\partial t} + v \cdot \nabla \right) p = -e [E + v \times B], \]  

(2.19)

where \( p \) is given by Eq. 2.11. Together with the continuity equation:

\[ \frac{\partial n_e}{\partial t} + \nabla \cdot (n_e v) = 0, \]  

(2.20)

and Poisson’s equation:

\[ \nabla \cdot E = -\nabla^2 \Phi = \frac{\rho}{\epsilon_0} = -e \frac{n_e - n_{e0}}{\epsilon_0} = -e \frac{\delta n_e}{\epsilon_0}, \]  

(2.21)

we obtain a set of equations that can be used to describe the motion of the electrons due to their interaction with the intense laser field. \( \delta n_e \) describes the density perturbation associated with the plasma wave.

Let us first consider the case of a small sinusoidal perturbation of the electron density, \( \delta n_e = \delta n_{e0} \sin \left[ \omega_p (z/c - t) \right] \). With Poisson’s equation, we see that this density modulation produces a longitudinal electric field that can be used to accelerate particles:

\[ \nabla \cdot E = -\frac{e \delta n_e}{\epsilon_0} \Rightarrow E(z, t) = \frac{\delta n_{e0} e}{k_p \epsilon_0} \cos \left[ \omega_p (z/c - t) \right] e_z. \]  

(2.22)

We observe that the electric field is out of phase by \( -\pi/4 \) relative to the electron density.

2.4.1 The ponderomotive force

Although collective motion of electrons is possible in a plasma, we will first consider the case of the interaction with a single electron. At high intensity, both the electric and the magnetic fields are capable of moving particles. In the case of a plane wave, an electron will not gain any energy from the laser field, as the time-average of the field is zero. For linearly polarised light, the electron oscillates in the plane of polarisation due the
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force produced by the electric field component of the wave. At relativistic laser intensities, the strength of the electric field will drive the electron to velocities approaching $c$, and the $\mathbf{v} \times \mathbf{B}$ term in Eq. 2.9 becomes important. It pushes the electron in the direction of propagation of the wave. The net effect is therefore just a forward translation of the electron, and it will remain at rest once the laser pulse has passed. We see that the laser field is able to move electrons, but is not suitable for producing the high longitudinal electric field required for particle acceleration. As we will see later, a plasma medium produces collective motion of electrons, which makes it possible to translate the laser energy into longitudinal momentum.

Under the experimental conditions used in the present work, the wave is far from a plane wave, as the laser beam is focused, creating strong radial intensity gradients. The so-called ponderomotive force pushes electrons away from regions of high intensity and they will gain velocity in this process, as illustrated in Fig. 2.2. In the linear limit, i.e. $a_0 \ll 1$, the first-order motion of an electron exposed to the laser field is the quiver velocity:

$$\mathbf{v}_q = c\mathbf{a},$$

(2.23)
as $m_e \partial \mathbf{v}_q / \partial t = -e \mathbf{E} = e \partial \mathbf{A} / \partial t$. Assuming a small perturbation of the velocity, $\mathbf{v} = \mathbf{v}_q + \delta \mathbf{v}$, the second-order motion becomes (using Eq. 2.19):

$$\frac{d \delta \mathbf{p}}{dt} = -m_e \left[ (\mathbf{v}_q \cdot \nabla) \mathbf{v}_q + c \mathbf{v}_q \times (\nabla \times \mathbf{a}) \right]$$

$$= -m_e c^2 \left[ (\mathbf{a} \cdot \nabla) \mathbf{a} + \mathbf{a} \times (\nabla \times \mathbf{a}) \right]$$

(2.24)
where $\mathbf{F}_p \propto -\nabla (I \lambda_0^2)$ is the ponderomotive force [22]. The vector potential is averaged over one laser cycle and from now on, only the envelope of the laser pulse is considered: $\mathbf{a}(t) = \langle \mathbf{a} \rangle = a_0 \exp \left[-2 \ln(2) (t/\tau)^2 \right]$.

For $a_0 > 1$, relativistic effects come into play, and these must be taken into account when calculating the ponderomotive force. As we will see in the next section, it arises naturally in the calculation of plasma wave generation. It is found [23, 24], that the nonlinear ponderomotive force can be written as:

$$\mathbf{F}_{pn} = -m_e c^2 \nabla \langle \gamma \rangle,$$

(2.25)
where $\langle \gamma \rangle$ is the relativistic factor of an electron in the laser field, given by Eq. 2.11 and averaged over one laser cycle.

**2.4.2 Plasma wave generation**

So far, we have seen that longitudinal waves can propagate in a plasma, and we will now investigate how they can be created.
One way to bring about the displacement of electrons is to use an intense laser pulse. The electrons are pushed away from their equilibrium position by the ponderomotive force introduced in Section 2.4.1. A general equation for the production of plasma waves is given here. We will assume a cold plasma, i.e. the thermal motion of the electrons is negligible compared to the typical oscillation energy due to the laser field.

The electromagnetic fields of the laser are described by the electromagnetic potentials given in Eq. 2.5, and the fluid equation (Eq. 2.19) can be written in the Coulomb gauge ($\nabla A = 0$) as:

$$\left( \frac{\partial}{\partial t} + \mathbf{v} \cdot \nabla \right) \mathbf{p} = e \left( \nabla \Phi + \frac{\partial A}{\partial t} - \mathbf{v} \times \nabla \times \mathbf{A} \right). \quad (2.26)$$

Using Eq. 2.11 and the identity $\nabla p^2 = 2[\langle \mathbf{p} \cdot \nabla \rangle \mathbf{p} + \mathbf{p} \times (\nabla \times \mathbf{p})]$, we find that:

$$\left( \mathbf{v} \cdot \nabla \right) \mathbf{p} = m_e c^2 \nabla \gamma - \mathbf{v} \times (\nabla \times \mathbf{p}). \quad (2.27)$$

Inserting this into Eq. 2.26, we finally obtain:

$$\frac{\partial}{\partial t} \mathbf{p} = e \nabla \Phi + e \frac{\partial \mathbf{A}}{\partial t} - m_e c^2 \nabla \gamma, \quad (2.28)$$

where $\mathbf{v} \times \nabla \times (\mathbf{p} - e \mathbf{A}) = 0$ is due to the initial condition that there is no perturbation before the laser pulse arrives. We identify here the term $-m_e c^2 \nabla \gamma$ as the relativistic ponderomotive force mentioned previously. This equation, together with Eqs. 2.20 and 2.21 describe the generation of a plasma wave by a laser pulse. We will now explore some solutions and properties of these equations in different cases relevant to the work described in this thesis. Linear plasma waves were generated and used in the experiments described in Papers II and III, and the results from the next section are applicable. In the experiments presented in Papers IV to VI, the nonlinear case should be considered, and will be treated later.

The linear case

To obtain some physical insight, we start with the simple case of a small pump strength where the density perturbation is small, $\delta n_e \ll n_e$. Eq. 2.20 becomes:

$$\frac{\partial \delta n_e}{\partial t} + n_{e0} \nabla \mathbf{v} = 0. \quad (2.29)$$

Using Eqs. 2.21 and 2.28, we finally obtain:

$$\left( \frac{\partial^2}{\partial t^2} + \omega_p^2 \right) \frac{\delta n_e}{n_{e0}} = e^2 \nabla^2 \frac{a^2}{2}. \quad (2.30)$$
This equation describes a forced oscillator, where the restoring force is represented by space charge \((\omega_p^2 \delta ne/n_0)\) and the driving force by the ponderomotive force of the laser \((c^2 \nabla^2 a^2/2)\). The solution of Eq. 2.30 for the longitudinal and radial electric fields, for a gaussian laser pulse with \(a_0 \ll 1\) is [25]:

\[
E_z(r, z, t) = f(r) \cos(k_0 z - \omega_0 t), \\
E_r(r, z, t) = -f(r) \frac{4c}{\omega_p w_0^2} r \sin(k_0 z - \omega_0 t),
\]

(2.31)

where

\[
f(r) = E_p \sqrt{\frac{\pi}{2}} a_0^2 \frac{\omega_p \tau}{4 \sqrt{2 \ln 2}} \exp \left( -\frac{\omega_p^2 \tau^2}{16 \ln 2} \right) \exp \left( -\frac{2r^2}{w_0^2} \right),
\]

(2.32)

and \(E_p = m_e c \omega_p / e\). The first noticeable feature is that both fields are oscillating, and that they are out of phase, as can be seen in Fig. 2.3 where the longitudinal (a), and radial (b), electric fields are shown. There are regions where the longitudinal field is either accelerating or decelerating and the radial field is either focusing or defocusing. The longitudinal field is maximum on-axis, where the radial field is zero. The region of interest is where we find an accelerating and focusing field for electrons, i.e. for \(\pi/2 \leq k_0 z - \omega_0 t \leq \pi\) modulo \(2\pi\). Finally, we also notice that the field strength scales with \(I_0 \lambda^2 = a_0^2\).

The pulse duration, \(\tau\), also influences the amplitude of the fields. At a fixed electron density, \(f(\tau)\) is maximum for:

\[
c\tau = \frac{\sqrt{2 \ln 2}}{\pi} \lambda_p \approx 0.37 \lambda_p.
\]

(2.33)

This resonance condition is illustrated in Fig. 2.4, and can be understood as follows. When the laser pulse arrives, the electrons are “kicked” forward by the ponderomotive force (a). They will then experience a restoring force due to space charge and oscillate at the plasma frequency, \(\omega_p\), given by Eq. 2.14 (b). Halfway through, the electrons experience a ponderomotive “kick” in the other direction, as the sign of the gradient has changed (c). Clearly, if the pulse duration corresponds to roughly half a plasma period, this effect will increase the oscillation due to resonance.

At the electron densities required to produce high-amplitude plasma waves, the plasma wavelength is short (only \(\sim 10 \mu m\) for \(n_e = 10^{19} \text{ cm}^{-3}\)). The advent of short-pulse lasers, i.e. laser with pulses that are of the order of the plasma wavelength, allowed the production of much larger amplitude plasma waves, as the resonance condition could be fulfilled. Before that, it was necessary to use other configurations to generate plasma waves, as the pulse duration of the laser was not matched to the plasma wavelength.
First, the beat wave schemes used two long-pulse laser beams that interfered to create short-pulse interference [26, 27]. Later, pulses a couple of plasma wavelengths long were used. They generated a small-amplitude plasma wave that modulated the refractive index (see Section 2.8). In return, this modulated the laser pulse envelope and amplified the plasma wave. This feedback mechanism ultimately separated the laser pulse into many shorter pulses separated by the plasma wavelength. This process, known as self-modulation wakefield, can produce high-amplitude waves [28, 29].

The nonlinear case

The experiments reported in Papers IV to VI were performed in regimes where \( a_0 > 1 \). The assumption of a small pump strength is no longer valid, and Eq. 2.30 cannot be used. The more general case of an arbitrary pump strength in one dimension, where analytical solutions can be found, will be explored. The three-dimensional (3D) problem is not solvable analytically, and complex numerical tools are necessary to deal with it. Most of the physics can, however, be extracted from a 1D model [30–32].

We start by making a coordinate transformation to a frame moving with the laser pulse, \( t \to \tau, z - v_g t \to \xi \), where \( v_g \) is the group velocity of the pulse. We further use the quasi-static approximation \( \partial / \partial \tau = 0 \). Poisson’s equation then becomes:

\[
\frac{\partial^2 \phi}{\partial \xi^2} = k_p^2 \left( \frac{n_e - 1}{n_{e0}} \right),
\]

where \( \phi = e\Phi / (m_e c^2) \) is the normalised electrostatic potential. As we are considering the 1D problem, we can decompose the electron motion into the direction of propagation, \( v_z = c\beta_z \), and in the transverse direction. The relativistic factor then becomes:

\[
\gamma^2 = \frac{\gamma^2_\perp}{1 - \beta^2_z},
\]

where \( \gamma^2_\perp = 1 + a^2 / 2 \) is the relativistic Lorentz factor associated with the electron quiver velocity introduced in Eq. 2.23. For the longitudinal motion, Eq. 2.28 becomes:

\[
\frac{\partial p_z}{\partial t} = m_e c \frac{\partial (\gamma \beta_z)}{\partial t} = m_e c^2 \frac{\partial (\phi - \gamma)}{\partial z},
\]

where the contribution from the term \( \partial A / \partial t \) is not relevant because it oscillates only in the transverse direction. Writing this equation and Eq. 2.20 in the quasi-static approximation gives \( (1 - \beta_z) = n_{e0} / n_e \), which can be inserted into Eq. 2.34, and we finally obtain a differential equation for \( \phi \):

\[
\frac{\partial^2 \phi}{\partial \xi^2} = k_p^2 \gamma_p^2 \left[ \beta_p \left( 1 - \frac{\gamma^2_\perp}{\gamma_p^2 (1 + \phi)^2} \right)^{-1/2} - 1 \right].
\]
This equation can be solved for $\phi$, and the electric field can be inferred through $E = -E_p \partial \phi / \partial \xi$. The density perturbation, $\delta n_e = n_e - n_{e0}$, is then obtained using Eq. 2.34.

This equation was solved for different laser parameters and the results are shown in Fig. 2.5. On the first row, $a_0$ increases while the pulse duration remains constant. Several features can be noted. First, as expected, the plasma wave becomes more and more nonlinear as $a_0$ increases. For $a_0 = 0.1$, the wave is sinusoidal, but for $a_0 = 4$ the electric field has a sawtooth shape with very steep gradients. The field strength is 3 orders of magnitude greater than in the linear case. We further notice that the nonlinear plasma wavelength, $\lambda_{np}$, increases for large values of $a_0$: $\lambda_p < \lambda_{np} \propto \lambda_p E_{\text{max}} / E_p \propto \lambda_p a_0$ for $a_0^2 \gg 1$. In two dimensions, the gaussian profile of the laser pulse produces higher amplitude waves at the centre than further away from the optical axis. The plasma wavelength will therefore be larger at the centre and decrease with distance from the optical axis. The wavefront of the plasma wave is thus curved and exhibits a horseshoe structure.

The second row in Fig. 2.5 shows the effect of varying the
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pulse duration while keeping $a_0$ fixed. As was seen in the previous section, the pulse duration should be roughly half a plasma period long in order to generate plasma waves efficiently. Longer or shorter pulses will still drive a wake, but not as efficiently. In fact, as long as the pulse is kept short ($ct \lesssim \lambda_p$), changes in pulse duration do not produce very different plasma waves. Figure 2.6 shows the maximum electric field as a function of pulse duration calculated with Eq. 2.37 for different values of $a_0$. We see that the optimal pulse duration is the same for all values of $a_0$ and approximately at $0.37\lambda_p$. The curves are broader at high values of $a_0$ due to the increase in $\lambda_np$.

2.4.3 Wavebreaking

A natural question is how high the density perturbation can be and ultimately, thus what is the maximum electric field achievable. This is important because, for a fixed acceleration length, this will define the maximum energy to which the electrons can be accelerated. In the linear case, the maximum density perturbation is $\delta n_e/n_{e0} = 1$. As a matter of fact, this point will never be reached as the wave will break before this. This is a very important concept because, as we will see later, it can be used to self-inject electrons into the wakefield.

Wavebreaking occurs when the speed of the electrons producing the wave reaches the velocity of the wave itself. When this happens, the wave structure loses coherence. The maximum achievable electric field is then given by:

$$E_{wb0} = E_p = \frac{m_e c \omega_p}{e}.$$  \hspace{1cm} (2.38)

In a fully relativistic 1D case, an analytical solution for a cold plasma can be found using Eq. 2.37. The equation breaks down when the electron density becomes singular, i.e. when $\partial^2 \phi/\partial \xi^2 \to \infty$. This occurs when $\gamma_\perp = \gamma_p(1 + \phi)$ and, as shown in Ref. [32], it corresponds to a maximum electric field given by:

$$E_{wb} = E_{wb0} \sqrt{2(\gamma_p - 1)}.$$  \hspace{1cm} (2.39)

Thus, in the nonlinear case, the maximum electric field can be greater than $E_{wb0}$.\footnote{For a plasma of electron density $n_e = 1 \times 10^{19} \text{ cm}^{-3}$, $E_{wb0} = 304 \text{ GV/m}$. In the nonlinear case, $E_{wb} = 5E_{wb0} = 1502 \text{ GV/m}$.

2.5 The bubble regime

While the 3D linear case was presented in Section 2.4.2, the nonlinear regime has only been considered in the 1D case. This ap-
2.5 The bubble regime

The approach gives a very good understanding of the physics involved, but a 3D model is necessary to obtain a full picture of the process. Different models have been developed in this 3D nonlinear regime, giving a good understanding of the process [35, 36]. However, it requires laborious numerical calculations, known as particle-in-cell (PIC) simulations, which are beyond the scope of this thesis.

For \( a_0 \gg 1 \) electrons are completely expelled from the focal spot region by the ponderomotive force of the laser, while the ions remain approximately stationary because of their inertia. This produces an electron-free region behind the laser pulse, called a bubble. A schematic view of the bubble regime is shown in Fig. 2.7. Electrons from the background plasma stream around the bubble and, depending on their initial position, their transverse deflection will be more or less important. In the so-called matched condition, the ponderomotive force of the laser and the restoring force due to the charge separation of the ion cavity balance each other, thus defining the radius of the bubble, \( r_b \). Under these conditions, only a thin layer of electrons streams around the bubble, and the most ideal wake is produced. It has been found that the waist of the laser pulse, \( w_0 \), has the appropriate value when:

\[
k_p w_0 = k_p r_b = 2 \sqrt{a_0}.
\]  

(2.40)

This means that if we increase \( a_0 \), the size of the laser focal spot should be increased accordingly. For sufficiently intense and ultra-short lasers, \( a_0 > 4 \), the bubble resembles a spherical cavity [36]. For \( 2 < a_0 < 4 \) electron blow-out still occurs, but the cavity deviates slightly from a spherical shape. It should be noted here that for most experiments the initial waist does not have the appropriate size and the pulse duration is not resonant, but through pulse evolution in the plasma, it reaches the matched size in both space and time, as will be discussed in Section 2.8.

The fields inside the bubble can be represented by the fields of a sphere, uniformly charged, propagating at a relativistic velocity. The longitudinal field inside the bubble is independent of the radius, allowing for uniform acceleration, and increases almost linearly, \( \partial E_z / \partial \xi \approx 1/2 \) [37]. The radial fields are linearly focusing preserving the transverse emittance. The bubble regime is, therefore, particularly interesting for electron acceleration.

Electrons streaming around the bubble will be trapped if they reach a velocity close to the bubble phase velocity by the time they reach the back of the bubble; this is comparable to wavebreaking. The electrons are then attracted by the fields inside the bubble, enter the bubble and are accelerated. This regime produces high-quality beams with quasi-monoenergetic features, thanks to the effect of beam loading which will be introduced in Section 2.6.1. In addition, an important part of the laser pulse is in the electron-free zone, and propagates as in vacuum, unaffected by the interaction, which might also be an advantage.
2.6 Acceleration and dephasing

The longitudinal dynamics of a test electron injected into the potential of the wave can be described using the results presented in Section 2.4.2. This electron has a momentum of \( p_z = \gamma m_e v_z = m_e c u_z \), where \( u_z \) is the normalised momentum. Its motion can be described using the hamiltonian formalism [31] and Eq. 2.36:

\[
\frac{d\xi}{dt} = c \frac{u_z}{\gamma} - c \beta_p = \frac{\partial H}{\partial u_z},
\]

\[
\frac{d u_z}{dt} = c \left[ \frac{\partial \phi}{\partial \xi} - \frac{\partial \gamma}{\partial \xi} \right] = -\frac{\partial H}{\partial \xi}. \tag{2.41}
\]

where \( \gamma^2 = \gamma_\perp^2 + u_z^2 \) and:

\[
\mathcal{H}(u_z, \xi) = \sqrt{\gamma_\perp^2 + u_z^2} - \beta_p u_z - \phi(\xi). \tag{2.42}
\]

\( \mathcal{H} \) is the hamiltonian describing the motion of a test electron in the plasma wave in a given electron orbit \( \mathcal{H}(u_z, \xi) = H_c = \text{const.} \). The momentum of a test electron in the potential of the wave is then given by:
2.6 Acceleration and dephasing

Figure 2.8. Orbits of electrons injected into the wakefield for $a_0 = 0.5$ (on the left) and $a_0 = 2$ (on the right), and $c\tau = \lambda_p/2$. The trace at the top of the figures shows the corresponding longitudinal electric field. The electron density is $n_e = 1 \times 10^{19}$ cm$^{-3}$, which corresponds to $\gamma_p \approx 13$.

\begin{equation}
    u_z(\xi) = \beta_p\gamma_p^2(H_c + \phi(\xi)) \pm \gamma_p\sqrt{\gamma_p^2(H_c + \phi(\xi))^2 - \gamma_{\perp}^2},
\end{equation}

where $\gamma_{\perp} = 1 + a^2/2$.

Several of these orbits are drawn in Fig. 2.8 for $a_0 = 0.5$ and $a_0 = 2$, and $c\tau = \lambda_p/2$. The first feature of interest is that there are two types of orbit. Electrons in an orbit drawn in blue are trapped by the wake. They are then accelerated by the wakefield, reach maximum energy and are eventually decelerated. Electrons following an orbit drawn in red are not trapped and do not gain any net momentum from the plasma wave. Different “buckets” can also be seen in Fig. 2.8, where electrons can be trapped and accelerated. In the first bucket (on the right of the figure), some orbits are open, which means that trapped electrons will not remain inside the bucket after reaching their maximum energy. When injection relies on wavebreaking, the electrons are mostly trapped in this bucket, because this is where the wave amplitude is greatest [38]. Electrons trapped in the second bucket can follow closed orbits and can be accelerated and decelerated many times, as they can not escape the potential of the wake.

The wave propagates at a phase velocity corresponding to $\gamma_p \approx 13$. If the test electron has the right momentum and phase, it will be trapped at the point (a) and be accelerated by the wake. If it is trapped with a momentum smaller than $\gamma_p$, the electron is
slower than the wake and moves backwards in the wave frame. At (b) the electron reaches the phase velocity of the wave and turns around in the wave frame, as its velocity is now slightly greater than the phase velocity of the plasma wave. Finally, at (c), the electron reaches its maximum energy and should be extracted (the interaction should stop). If it is not, it will be decelerated again as the electron outruns the plasma wave. The point at which the electron reaches its maximum energy is called the dephasing point.

The separatrix (black line) divides the two regions between trapped and untrapped electrons. Electrons outside the separatrix have a momentum that is either too low or too high to be trapped by the wake. The lowest orbit is the fluid orbit corresponding to electrons initially at rest, and is followed by the background plasma electrons. These electrons are not trapped and therefore background electrons are not accelerated by the wake. It is therefore necessary to inject electrons by other means (see Section 2.7). The separatrix can be found at the point where the upper and lower orbits meet, which is at \( \gamma_p^2 (H_c + \min(\phi(\xi)))^2 - \gamma_p^2 = 0 \), which corresponds to the Hamiltonian \( H_s = \gamma_\perp / \gamma_p - \min(\phi(\xi)) \).

An electron will gain maximum energy when following the separatrix.

Figure 2.9 (a) shows the separatrix of the second bucket in phase space for different values of \( a_0 \). First, we observe that the separatrix becomes wider as \( a_0 \) increases, due to the increase in nonlinear plasma wavelength, \( \lambda_{np} \), discussed previously. For small \( a_0 \), the separatrix is symmetric. For large values of \( a_0 \), it becomes asymmetric and a lower momentum is required for an electron to be trapped. For the largest values of \( a_0 \), even an electron moving backwards in the laboratory frame (negative values of \( u_z \)) would be trapped. Note that, even in this case, the background electrons would not be trapped as the fluid orbit is always lower than the separatrix. Further increasing \( a_0 \) causes \( \gamma_{\text{min}} = \gamma_p \) and corresponds to the wavebreaking limit.

Figure 2.9 (b) shows the separatrix of the first bucket plotted in the laboratory frame. We see the dephasing of the test electron trapped at the minimum energy possible, which then follows the separatrix. This particular orbit gives the electron the maximum energy gain. The distance after which the maximum energy is reached is the dephasing length, and it can be seen that it increases as \( a_0 \) increases. In the linear case the dephasing length is given by:

\[
L_d = \frac{n_c}{n_e} \lambda_p.
\]

and does not depend on \( a_0 \). In the nonlinear case, however, as the plasma wavelength increases with increasing \( a_0 \), so does the dephasing length. In the 3D nonlinear case, the dephasing length
is given by [39]:

\[
L^3_D = \frac{4}{3} \sqrt{a_0 \omega_0^2 / \omega_p^3}.
\] (2.45)

Finally, the maximum value reached in each orbit in Fig. 2.9 (b) corresponds to the maximum energy that can be achieved during acceleration. Ideally, the interaction should therefore stop at this point. Figure 2.9 corresponds to a 1D nonlinear model and the different quantities (such as length and energy) scale differently in three dimensions, as will be discussed in Section 2.9.

### 2.6.1 Beam loading

So far, we have assumed that the electrons trapped by the wake do not participate in the interaction. However, these electrons will also produce an electric field and drive their own wake, and thus modify the shape of the plasma wave and the acceleration process [40]. The electron bunch is shorter than half the plasma wavelength and the electric field generated by the electrons is decelerating, as the field is positive in the first half of the plasma wavelength. This can be seen in Fig. 2.10 (b), which shows a simulation of the field generated by an electron bunch. However, as we will see later, in some cases beam loading is beneficial for the quality of the electron beam. Although it was not studied directly during the course of this work, it is an important concept and is in fact responsible for the production of quasi-monoenergetic electron beams in the bubble regime.

Let us consider the 1D case presented in Section 2.4.2, which will provide some insight into the physics. We add a term representing the electron beam in Poisson’s equation (2.34):

\[
\frac{\partial^2 \phi}{\partial \xi^2} = k_p^2 \left( \frac{n_e}{n_{e0}} + \frac{n_b(\xi)}{n_{e0}} - 1 \right),
\] (2.46)

where \( n_b(\xi) = n_{b0} f(\xi) \) represents the electron beam distribution in the co-moving coordinate system. Eq. 2.37 becomes then:

\[
\frac{\partial^2 \phi}{\partial \xi^2} = k_p^2 \gamma_p^2 \left[ \beta_p \left( 1 - \frac{\gamma_p^2}{\gamma_p^2(1 + \phi)^2} \right)^{-1/2} - 1 \right] + k_p^2 n_b(\xi) / n_{e0}. \] (2.47)

Figure 2.10 shows the longitudinal electric field calculated using this equation at an electron density of \( n_{e0} = 1 \times 10^{19} \text{ cm}^{-3} \) for different parameters. The electron bunch is represented by a gaussian distribution, \( f(\xi) \), in time with a FWHM pulse duration of 10 fs and different peak electron densities \( n_{b0} \). The electric field produced by a laser pulse with \( \tau = 30 \text{ fs} \) and \( a_0 = 1 \) and an electron bunch with \( n_{b0} = 0.09 n_{e0} \) are shown separately in (a) and (b). In (c) both effects are taken into account and different features can be observed. First, the electric field decreases, in particular,
the back of the electron bunch experiences a lower electric field than without beam loading, and some electrons therefore gain less energy. Beam loading effects will therefore decrease the energy of the electron beam. Secondly, for an optimal charge, the electric field is flattened by beam loading, and the entire electron bunch experiences the same electric field. This reduces the energy dispersion of the electron beam, thus improving the quality of the beam. For a smaller charge density of $n_{b0} = 0.04 n_{e0}$, the effect of beam loading is small, as shown in (d). Finally, for a large charge, the electric field is strongly influenced by beam loading effects, as can be seen in (e) for $n_{b0} = 0.17 n_{e0}$. The plasma waves generated by the laser and the electron beam interfere negatively and some electrons are decelerated, giving energy back to the plasma wave. This limits the amount of charge (it is actually a current limit) that can be accelerated [41].

In the 3D nonlinear regime, the trapped electron beam influences the trajectory of the electrons around the bubble, which in turn influences the longitudinal field. The scalings are different in the 3D geometry, but a similar effect is observed [42]. As can be seen in Fig. 2.10, the flattening of the electric field is possible only with an increasing electric field ($dE_z/d\xi > 0$). If the electron is trapped in the region $-\lambda_p < \xi < -\lambda_p/2$, the field is decreasing in the linear regime, and the electrons at the front of the bunch experience a stronger accelerating field than the electrons at the back of the bunch. In the case of self-injection, the electrons are trapped in this region and in this 1D model, it would not possible to achieve monoenergetic beams. However, in the bubble regime it was discussed in Section 2.5, that the fields are increasing linearly, and beam loading effects are able to flatten the electric field for self-injected electrons. When the wave starts to break, electrons are trapped due to self-injection. As seen previously, this reduces the amplitude of the wave and therefore self-injection stops. This limits the self-injection process to a very short time and, together with the flattening of the electric field, allows for the production of quasi monoenergetic electron beams.

2.7 Injection

Up to this point, we have discussed the generation of plasma waves by a laser pulse. It was also shown in the previous section that if a test electron has enough initial momentum, it is trapped in this accelerating structure and accelerated to high energies. However we have also seen that if the initial energy of the electron is too low, it will not be trapped by the wakefield. A good injection scheme is therefore important for wakefield accelerators. Electrons must be injected into the wakefield with the right energy and at the right moment.
2.7.1 Self-injection

As shown in Section 2.4.3, at high laser intensity, highly nonlinear plasma waves are created, which eventually break. Electrons from the background can be trapped in the wakefield and accelerated. Usually, the wave does not break immediately, because the laser pulse has to evolve sufficiently in space and time to reach the matched condition and produce high-amplitude waves. If the electron density or the laser energy is too low, wavebreaking will not occur, no electrons are self-injected, and no beam is observed. This is the self-injection threshold, which is a crucial parameter for laser plasma accelerators. A study of self-injection using experimental data is reported in Paper VI and discussed in Section 5.3. By operating just above the self-injection threshold, it is possible to limit the injection time and improve the quality of the beam in terms of the energy spread, for example, as seen in Section 2.6.1. This mechanism was responsible for the observation of electron beams described in Papers IV to VI. In the experiments presented in Papers II and III, no electron beams were observed. As the laser intensity was relatively low, the plasma waves did not break and self-injection did not occur.

2.7.2 Alternative injection schemes

Although self-injection has the advantage of automatically trapping electrons in the wave, it relies on the production of very nonlinear plasma waves and on wavebreaking, which are by nature unstable processes. The resulting electron beams are therefore highly unstable, with low shot-to-shot reproducibility. Therefore, it is an advantage to work in the linear or moderately nonlinear regime. In this case, electrons must be injected into the accelerating structure by some other means. By limiting the injection time of the electrons, beams with narrow energy spread could be achieved. The type of linear plasma waves characterised in Papers II and III would be suitable for accelerating injected electrons over long distances.

Injection can be controlled by using two colliding laser pulses. One pulse drives the plasma wave without self-injecting electrons, while the second pulse injects electrons by stochastically heating some electrons that can be trapped and accelerated further. This allows very localised injection and produces stable beams with a narrow energy spread [13]. The different beam parameters can be further controlled by varying the point of injection in the gas jet, or by varying the energy of the injection pulse [43]. It has been suggested that an even smaller energy spread could be achieved by colliding circularly polarised pulses in a cold injection scheme [44].
A gradient in density also allows for localised injection, which occurs at a lower density than in the case of self-injection. In this scheme, the wavelength of the plasma wave rapidly expands and allows electrons from the background to be trapped. The density gradient can be produced by inserting a razor blade into the gas flow [45], or by firing another laser pulse which will locally remove electrons by the ponderomotive force [46]. Beams with better stability and/or better energy spread can be achieved with this relatively simple method [47].

Finally, adding a small amount of a different gas to the main gas also produces more stable beams [48, 49]. All the electrons in the dominant gas (helium or hydrogen) are liberated through ionisation by the leading edge of the laser pulse. They stream around the bubble and when trapped have a certain momentum. As can be seen from Table 2.2, the ionisation energy of multiply ionised atoms of the contaminant gas (argon or nitrogen, for example) is very high and these electrons are released only at the maximum intensity. Created on-axis with almost no momentum, these electrons are directly trapped by the wakefield, allowing for more stable acceleration. Injection also occurs at lower electron density than with pure hydrogen or helium, and higher electron energies can be thus achieved, due to the longer dephasing length. For example, electrons have been accelerated up to an energy of 1.4 GeV using this method [50]. This method was investigated in connection with the experiment reported in Paper VI, and electron beams of good quality were indeed observed at a lower density than with pure helium.

These schemes rely on operating below the self-injection threshold. It is therefore important to know when self-injection occurs, and the model presented in Paper VI is therefore important in these cases.

**External injection**

External injection was not studied in the current work, but it is relevant to present it briefly here, as it could be the most suitable method of accelerating electrons with the linear plasma waves produced in the experiments reported in Papers II and III. Historically, the first acceleration of electrons by a wakefield structure was performed by external injection of electrons into the plasma [26, 28, 29]. As seen in the previous section, if electrons are introduced into the accelerating structure with the appropriate energy, they will be trapped and accelerated. In order to be trapped by the wave, their energy should be typically a few MeV. This method has the advantage of making it possible to operate at moderate laser intensities, where the plasma wave will still be linear and therefore more stable, and more tunable beams are expected. The accelerating fields are also weaker, but the electrons
2.8 Laser propagation in underdense plasma

Can be accelerated over a longer distance. However, this method requires very good timing between the injected electron bunch and the plasma wave. One scheme is to inject a sub-picosecond electron bunch just before the laser pulse [51]. The electron bunch is then overtaken by the laser pulse, compressed, and accelerated by the wakefield.

The source of the externally injected electrons could be a traditional RF injector, which has the advantage of delivering a well-controlled beam. However, they are difficult to operate. All-optical injection is also possible, by generating low-energy electrons with a gas jet, and then injecting them in the wakefield by either guiding them into the wake with magnets or positioning the gas jet very close to the second acceleration stage. This has been demonstrated recently using a single laser pulse in two different gas cells [52, 53]. By using two different pulses, it might be possible to adjust the timing between the two accelerating structures and inject the electrons in the right phase of the second accelerating wave. The advantage of this scheme is that it can be repeated several times, creating a multi-stage accelerator and possibly reaching very high electron energies.

2.8 Laser propagation in underdense plasma

When considering the plasma wave dynamics, it was assumed that the laser pulse propagates like a rigid photon bullet, which is far from reality. First of all, a real laser pulse is focused to achieve high intensity and it experiences diffraction. Then the interaction itself modifies the laser pulse. A density gradient in the plasma produces refraction and diffraction. Nonlinear relativistic plasma optics influences the pulse further, as the refractive index of a plasma depends on the electron density, electron density gradients and relativistic effects. The propagation of the laser pulse in a plasma is strongly affected by this changing refractive index as it, among other things, transversally focuses the beam, compresses the pulse and shifts its frequency [54].

The refractive index of the plasma, $\eta$, can be obtained from the dispersion relation (Eq. 2.15):

$$\eta = \frac{ck}{\omega_0} = \sqrt{1 - \frac{\omega_p^2}{\gamma_{\perp}\omega_0^2}} \approx 1 - \frac{1}{2} \frac{n_e}{\gamma_{\perp} n_c},$$ (2.48)

for an underdense plasma, i.e. $\omega_p^2/(\gamma\omega_0^2) \ll 1$. The gamma factor, $\gamma_{\perp} = 1 + a^2/2$, is due to the increase in the relativistic mass of the electron, mainly due to its wiggling motion in the strong laser field. If we consider the weakly relativistic case, i.e. small density modulations, we obtain:
Laser wakefield acceleration of electrons

\[ \eta \simeq 1 - \frac{1}{2} \frac{\omega_p^2}{\omega_0^2} (1 + \frac{\delta n_e}{n_e} - \frac{a^2}{2} - \frac{2 \delta \omega_0}{\omega_0}) \]  

(2.49)

It is clear that the refractive index can be modulated through changes in either electron density, laser intensity or laser frequency. Only particular cases of transverse and longitudinal modulations of \( \eta \) for various values of electron density and laser intensity (\( \delta \omega_0 = 0 \)) will be considered below.

2.8.1 Ionisation defocusing

The first term in Eq. 2.49 shows that the refractive index depends on the number of free electron as \( \eta \simeq 1 - \frac{\omega_p^2}{2 \omega_0^2} = 1 - n_e(r, t)/2n_c \), with \( n_c \) given by Eq. 2.16. When focusing a gaussian pulse into the plasma, the centre of the beam is much more intense than its wings. Thus, there will be more ionisation at the centre, producing a gradient in refractive index acting as a negative lens. As shown in Section 2.3, ionisation occurs at relatively low laser intensities, and this effect is especially important at the leading edge of the pulse, where the intensity is close to the appearance intensity of the corresponding ion. For moderately intense pulses, ionisation defocusing actually prevents the medium from being fully ionised as the pulse becomes more and more defocused as it propagates through the gas, and its intensity decreases. One way to circumvent this is to focus the laser pulse on the edge of the gas medium. The maximum intensity will therefore reach the medium and directly ionise it completely. This is done by using gas media with a sharp density gradient, such as the supersonic gas jets used in the experiments reported in Papers V and VI. In addition, the intensity of the pulses used in the experiments reported here are several orders of magnitude above the intensity required for ionisation. In the case of hydrogen or helium, the apparent intensity is low (see Table 2.2) and at the peak intensity of the pulse, the medium is fully ionised and ionisation defocusing disappears. It might, however, still be present away from the centre of the beam where the intensity in the wings is around the ionisation intensity. For other gases such as argon, the multiple ionisation stages produce a long density gradient, and most of the laser pulse experience defocusing. For this reason, hydrogen or helium was used in the experiments reported in Papers II to VI.

2.8.2 Self-focusing

Relativistic effects also affect the refractive index according to the term \( a^2(r, t)^2/2 \) in Eq. 2.49. Because of the transverse intensity gradient of the gaussian beam, the refractive index has a curved transverse profile, according to the transverse profile of \( a^2 \). The
2.8.2 Self-focusing

Refractive index is greater at the centre, where $a$ is at its maximum, producing a focusing effect called relativistic self-focusing. This effect balances diffraction and allows the beam to be guided over many Rayleigh lengths. Diffraction is counteracted when the power of the beam is above the critical power for self-focusing $P_c$, given by [56, 57]:

$$P_c[\text{GW}] = \frac{8\pi\epsilon_0 m^2 e^2}{e^2} \frac{n_c}{n_e} \simeq 17.3 \frac{n_c}{n_e}.$$  \hfill (2.50)

It should be noted here that although the threshold for self-focusing is a power threshold, the intensity must be sufficiently high to fully ionised the medium first.

Other effects due to variation of the electron density must also be taken into account, which makes the dynamics of self-focusing highly complex [58]. In the case of ultra-short pulses, the ponderomotive force of the laser ploughs through the plasma and strongly perturbs the electron density. There is an increase in density in front of the pulse, which defocuses the leading part of the pulse and cancels the relativistic effects [30]. This part of the pulse is, however, depleted as it drives the plasma wave (as will be shown in Section 2.8.4), and it does not have time to diffract. Cavitation occurs behind the pulse, and the trailing part of the pulse is still well guided. This allows ultra-short laser pulses to be guided [59]. Guiding due to relativistic effects is, however, more efficient and long pulses are more efficiently guided over long distances [60, 61]. A simulation of self-focusing using the same parameters as in the experiment presented in Paper V is shown in Fig. 2.11, where it can be seen that the pulse can be guided over a distance longer than the Rayleigh length.

In the bubble regime, the pulse will evolve due to self-focusing until it reaches the appropriate size given by Eq. 2.40. The peak intensity can then be written as $I_0 = k_p P_0/(2\pi a_0)$ using Eq. 2.4. Eq. 2.7 gives then the value of the vector potential, once the matched size is reached by self-focusing: $a_{0m} = 2\sqrt{P_0/P_c}$, which depends on the peak power of the laser pulse and the electron density.
2.8.3 Frequency shift and pulse compression

So far, we have studied the effect of transverse variations of the refractive index on the laser pulse. We will now consider the longitudinal changes in refractive index. The main contribution to the refractive index are the perturbations in electron density and the longitudinal variation of \( a \). As \( \eta \) varies, the group and phase velocity of the laser also vary, according to:

\[
v_{ph} = \frac{c}{\eta} = c \left[ 1 + \frac{1}{2} \frac{\omega_p^2}{\omega_0^2} \left( 1 + \frac{\delta n_e}{n_e} - \frac{a^2}{2} - \frac{2 \delta \omega_L}{\omega_0} \right) \right],
\]

(2.51)

\[
v_g = \frac{\partial \omega}{\partial k} = c \left[ 1 - \frac{1}{2} \frac{\omega_p^2}{\omega_0^2} \left( 1 + \frac{\delta n_e}{n_e} - \frac{a^2}{2} - \frac{2 \delta \omega_L}{\omega_0} \right) \right].
\]

(2.52)

Figure 2.12 shows the effect of the density perturbation due to the plasma wave and the relativistic factor on the group and phase velocity. In (a) the density perturbation generated by a laser pulse (dashed line) with \( a_0 = 0.1 \) and \( \sigma r = \lambda_p / 2 \) is shown. It can be seen in Fig. 2.12 (b) that different parts of the pulse experience different group velocities. The group velocity at the back of the laser pulse is higher than at the front of the pulse. As a result of this, the laser pulse is compressed by the plasma. Note that in the bubble regime the back of the pulse is in vacuum and, therefore, also travels faster than the leading part of the pulse.

The variation in phase velocity observed in Fig. 2.12 (c) leads to frequency shifts. The wavefronts bunch together and spread apart with decreasing and increasing phase velocities, respectively. The frequency will therefore increase (also known as photon acceleration), or decrease (also known as photon deceleration). The introduced frequency shift can be calculated using:

\[
\delta \omega = \omega_0 \int_0^L \frac{\partial \eta}{\partial \xi} dz,
\]

(2.53)

and is illustrated in Fig. 2.12 (d) for \( L = 2 \text{ mm} \). It is clear that the spectral content of the pulse is modified, as different values of \( \delta \omega \) are found at the position of the laser pulse. The intense part of the laser pulse is found where \( \delta \omega < 0 \) and therefore a red shift will be observed, which is proportional to the plasma wave amplitude and the interaction length. As the length is usually known, the amplitude of the plasma wave can be inferred from the amount of red shift. This was the main diagnostic used to determined the amplitude of the linear plasma waves produced in the experiments discussed in Papers II and III.

Note that frequency shifts and pulse compression, do not occur independently of each other. The laser spectrum is therefore

![Figure 2.12. Effect of the density modulation and relativistic effects on the group and phase velocities in (b) and (c) and on the spectrum in (d) for \( a_0 = 0.1 \) and \( \sigma r = \lambda_p / 2 \). In (a) the density modulation is shown in black. The laser pulse is shown by the dashed lines.](image-url)
broadened by the plasma wave, while the pulse is simultaneously compressed in time. It has been found experimentally that a pulse with an initial duration of 38 fs could be compressed to 10–14 fs \[62, 63\]. As shown in Section 2.4.2, the plasma wave generation is optimal for pulse durations shorter than the plasma wavelength, which is often not the case for the initial pulse duration. The pulse duration can, however, be shortened by the compression in the plasma wave, and a plasma wave can still be efficiently excited, as pulse evolution allows the pulse to be resonant.

### 2.8.4 Pump depletion

As it drives the plasma wave, the laser pulse loses energy, a process known as pump depletion. The laser energy is transferred to the plasma wakefield, and will eventually be transformed into heat. The depletion length is therefore defined as the length of the plasma wave at which the laser energy is completely depleted. The energy density associated with the plasma wave can be written as \( U = \frac{1}{2} \varepsilon_0 E_z^2 \), and is contained in a volume \( V = \pi w_0^2 L_{pd} \). In the 1D linear regime \( E_z = a_0^2 \omega_p \), and by comparing it with the energy contained in the laser pulse, the depletion length in the linear regime can be expressed as:

\[
L_{pd}^L = \frac{c \omega_0^2 \tau}{\omega_p^2 a_0^2}.
\] (2.54)

In the nonlinear case, an alternative has been proposed in which the laser pulse loses energy from the front of the pulse \[64\]. The leading edge of the pulse is gradually etched backwards with a velocity given by:

\[
v_{etch} \simeq \frac{c \omega_0^2}{\omega_p^2}
\] (2.55)

This model is based on nonlinear 1D effects, and it has been found that it is also valid in the 3D case \[39\]. The laser will be fully depleted after the depletion length:

\[
L_{pd}^{NL} = \frac{c}{v_{etch}} c \tau \simeq \frac{\omega_0^2}{\omega_p^2} c \tau.
\] (2.56)

### 2.9 Limit on energy gain and scaling laws

The maximum energy gain achievable in a laser plasma accelerator depends on the product of the electric field strength and the acceleration length. While the electric field is ultimately limited by wavebreaking, the acceleration length is limited by the diffraction of the laser pulse, the dephasing length or the pump depletion length. All these quantities scale differently in the 1D
Table 2.3. Summary of the different scaling laws from the linear theory and the 3D nonlinear theory. The value of $a_0$ determines when each theory should be applied and $w_0$ is the appropriate value of the laser waist. The dephasing length, $L_d$, the pump depletion length, $L_{pd}$, the plasma wavelength, $\lambda_p$, the associated relativistic factor, $\gamma_p$, and the average electric field normalised to $E_p = m_e c \omega_p / e$, $E_z$, have different dependence on the electron density and the normalised vector potential in the linear and nonlinear cases. $\Delta W$ is the energy gain of an electron accelerated over the dephasing length.

<table>
<thead>
<tr>
<th>Model</th>
<th>$a_0$</th>
<th>$w_0$</th>
<th>$L_d$</th>
<th>$L_{pd}$</th>
<th>$\lambda_p$</th>
<th>$\gamma_p$</th>
<th>$E_z$</th>
<th>$\Delta W/m_e c^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear</td>
<td>$&lt; 1$</td>
<td>$2\pi / k_p$</td>
<td>$\frac{\lambda_p \omega_0^2}{\omega_p^2}$</td>
<td>$\frac{c \omega_0^2 \tau}{\omega_p^2 a_0^2}$</td>
<td>$2\pi e / \omega_p$</td>
<td>$a_0^2$</td>
<td>$\gamma_p$</td>
<td>$\frac{\omega_0^2}{\omega_p^2 a_0^2}$</td>
</tr>
<tr>
<td>3D nonlinear</td>
<td>$&gt; 2$</td>
<td>$2\sqrt{a_0} / k_p$</td>
<td>$\frac{4 \omega_p^3}{3 \omega_p^2 \sqrt{a_0}}$</td>
<td>$\frac{2 \pi c}{\sqrt{a_0} \omega_p}$</td>
<td>$\sqrt{3} \omega_p$</td>
<td>$\frac{1}{\sqrt{2} a_0}$</td>
<td>$\frac{2 \omega_0^2}{3 \omega_p^2 a_0}$</td>
<td></td>
</tr>
</tbody>
</table>

linear and the 3D nonlinear regimes, as can be seen from Table 2.3 (we have already encountered some of these values in the previous sections). In the linear case, analytical expressions can be derived, whereas in the nonlinear case, 3D PIC simulations are required. Ref. [39] gives a good overview of how the different quantities scale in the highly nonlinear regime ($a_0 > 2$). These two regimes were encountered during the work presented in this thesis. In the experiments reported in Papers II and III, the value of $a_0$ was 0.2, i.e. the linear regime. In the experiments described in Papers V and VI, the 3D nonlinear regime was reached ($a_0 > 2$) through pulse evolution, in particular self-focusing as $P > P_c$. In the experiment presented in Paper IV, pulse evolution also occurred. From the simulations, it could be seen that the intensity barely reached $a_0 = 2$, i.e. an intermediate regime. Note that some values have been derived previously in the 1D nonlinear regime. They can, however, not be used for realistic scaling as a 3D model is required in the nonlinear regime.

The energy gain of an electron accelerated by the wakefield is determined by:

$$\Delta W = - e \int_0^L E_z(z) \, dt,$$

where $E_z$ is the longitudinal electric field experienced by the electron at a distance $z$ from the point of injection. $L$ is the acceleration distance, which is limited by diffraction of the laser pulse, the dephasing length or the pump depletion length. In order to assess which of them limits the acceleration length, it is necessary to determine which value is smallest in the different regimes.

Diffraction occurs over the Rayleigh length $z_r = \pi w_0^2 / \lambda_0$ (given in Section 2.2) and at the matched conditions, we can replace the waist by $w_0 = \lambda_p$ in the linear regime and $w_0 = 2 \sqrt{a_0} / k_p$ in the 3D nonlinear regime. The dephasing and depletion length in the different regimes can be found in Table 2.3. Figure 2.13 shows these different values as a function of electron density in

![Figure 2.13. Electron density dependence of the dephasing, pump depletion and diffraction length, $L_d, L_{pd}$ and $z_r$, respectively. The dashed lines represent the 3D nonlinear regime, while the solid lines represent the linear regime.](image)
2.9 Limit on energy gain and scaling laws

Figure 2.14. Maximum energy gain of an electron as a function of electron density and normalised vector potential, $a_0$, in the linear case (a) and as function of the laser energy in the 3D nonlinear case (b). The white area in (b) corresponds to $a_0 < 2$, where the 3D nonlinear theory does not apply.

It can be seen that the acceleration length is fundamentally limited by diffraction. Without a mechanism to counteract it, the plasma wave would be sustained only for a short distance. If the laser power is above the critical power for self-focusing (see Section 2.8.2), the laser beam will be automatically guided over several millimetres as self-focusing balances diffraction. As discussed in Paper IV, this process can extend over several millimetres and finally allows for electron trapping. For $P < P_{\text{crit}}$, the laser beam must be externally guided. The laser can be guided over tens of centimetres using, for example, plasma discharge channels [65] or dielectric capillary tubes, which will be presented in Section 4.2.1. In Papers II and III, it was demonstrated that the laser pulse could be guided up to 8 cm.

Comparing the dephasing and the depletion lengths, shows that in the linear case, the pump depletion is much larger than the dephasing length. Pump depletion is therefore not an issue, as the particle dephases before it occurs. The interaction length is therefore limited by dephasing in the linear regime (assuming that diffraction has been prevented). In the 3D nonlinear case, the dephasing and pump depletion length are of the same order, and it can be seen in Fig. 2.13 that at low density the interaction is actually limited by pump depletion and not dephasing.

If we assume that the accelerating length is only limited by dephasing, the electrons reach their maximum energy at the dephasing point. The dephasing length should then match the gas medium length, otherwise the electrons are not extracted at their maximum energy and the acceleration process is not optimal. When limited by dephasing, the maximum energy gain of electrons in LWFA can be calculated using Eq. 2.57 with $L = L_d$. Figure 2.14 (a) shows the dependence of $\Delta W$ on the electron density and $a_0$ for the linear case. It can be observed that the most energetic electrons are obtained at low electron density.

It is important to keep in mind the matched conditions. When $n_e$ is decreased the plasma wavelength increases, and the pulse duration should be increased in order to resonantly excite the plasma wave. In the bubble regime, when increasing $a_0$, the spot size should increase, as discussed in Section 2.5. When increasing the pulse duration or the spot size, the energy in the pulse should therefore be increased in order to maintain the same vector potential. This is illustrated in Fig. 2.14 (b) in the nonlinear case ($a_0 > 2$). The energy gain has been plotted as a function of the laser energy in the matched condition ($\omega_0 = 2\sqrt{a_0}/k_p$) for a pulse duration $\tau = \lambda_p/(2c)$. We observe that the energy gain does not depend strongly on the laser energy due to the matched conditions. The dependence on the electron density is much stronger.

the linear (for $a_0 = 0.3$) and the nonlinear (for $a_0 = 4$) case. The pulse duration was 30 fs in both cases.
This chapter describes how a laser plasma accelerator also acts as a plasma wiggler. Due to the transverse electric field in the ion channel, the electrons wiggle along the ion channel and emit x-rays with a synchrotron-like spectrum. A basic theoretical description of the source is given, illustrated by numerical calculations of the main features of the source.

3.1 Introduction

As seen in the previous chapter, when an intense laser pulse interacts with a plasma, electrons are expelled from the region of high intensity by the ponderomotive force, while the ions are almost unperturbed. The resulting positively charged ion channel produces a focusing effect on the accelerated electrons due to space charge. Thus, in addition to the strong forward acceleration produced in the wake of the laser pulse, electrons launched off-axis relative to the ion channel or on-axis but with a transverse momentum will oscillate around the axis in a sinusoidal-like motion, as illustrated.

Figure 3.1. Schematic view of the plasma wiggler. Electrons off-axis relative to the ion channel experience a restoring force, which makes them oscillate in a sinusoidal-like motion.
3.1 Introduction

The brightness (also sometimes called brilliance) defines how the radiation is confined in time and space. It is defined as the flux per mrad$^2$ per mm$^2$ and the flux is defined as the number of photons per 0.1% bandwidth per second.

In Fig. 3.1. Like any accelerated charged particles, these electrons emit radiation. This is similar to the motion of electrons in insertion devices such as wiggles or undulators in conventional synchrotron facilities. This chapter presents the main concepts of the plasma wiggler, and a more thorough theoretical description can be found in Ref. [66].

Historically, this wiggler motion and subsequent x-ray emission was first observed in a beam-driven plasma accelerator [67]. It was therefore expected that the same phenomenon would also be observed in laser plasma accelerators [68]. Indeed, the first study of the source in a laser plasma accelerator was presented in 2004 [69] when x-rays up to 10 keV were observed. At that time, its potential as a compact ultra-fast x-ray source was already clear. The characteristics of the source, such as the number of photons produced, spectrum, source size and pulse duration, were investigated later in detail [70–73]. The source has also been studied with more powerful lasers, where it was shown that this radiation has properties, in particular peak brightness, similar to those achievable with third generation light sources [74, 75].

As for the electrons, this x-ray source has special properties due the small scale of the process. The wavelength of the wiggling motion is only $\sim 100 \, \mu m$. Because the amplitude of the oscillations is only a few micrometres the source size is very small [70, 75, 76]. Due to the difficulty of the task, no experimental measurement of the x-ray pulse duration has yet been performed. It is, however, believed that it will be similar to the electron bunch duration, i.e. a few fs [14, 15]. The source therefore has the advantage of being partially spatially coherent and intrinsically ultra-fast. These two features of the beam makes this source very bright.\textsuperscript{1} While the average brightness is rather low due to the low repetition rate of the source, peak brightness as high as $1 \times 10^{22}$ photons per second per mrad$^2$ per mm$^2$ per 0.1% bandwidth has been reported recently [75]. Compared with conventional synchrotron sources, this source has the advantage of being more compact and more affordable, and could possibly be used as a table-top source in university-scale laboratories. In contrary to other laser-based sources, such as high-order harmonic generation, $K\alpha$ x-ray sources or soft x-ray lasers, it provides photons of high energies in a collimated beam. In the future, many scientists may benefit from this source as it allows a range of advanced applications to be explored.

Studies of the plasma wiggler are included in this thesis work. Ways of increasing the energy of the radiation were investigated (Paper V), and the radiation was used as a diagnostic of the electron acceleration process (Paper IV). The plasma wiggler was therefore studied from the point of view of the radiation source, and the point of view of the electron accelerator.

\textsuperscript{1}The brightness (also sometimes called brilliance) defines how the radiation is confined in time and space. It is defined as the flux per mrad$^2$ per mm$^2$ and the flux is defined as the number of photons per 0.1% bandwidth per second.
3.2 Electron trajectories

In the blow-out regime, i.e. when all the electrons have been dispersed by the ponderomotive force of the laser, the ion channel can be considered to be cylindrically symmetric along the z-axis (see Fig. 3.1). Gauss’s law,

$$\nabla \cdot \mathbf{E} = \frac{\rho}{\epsilon_0} = -\frac{en_e}{\epsilon_0}, \quad (3.1)$$

can be used to find the electric field at a distance \( r \) from the centre of the channel. Using cylindrical symmetry and integrating (with \( E_r(r = 0) = 0 \)), gives:

$$\nabla \cdot \mathbf{E} = \frac{1}{r} \frac{d}{dr} (rE_r) = -\frac{en_e}{\epsilon_0} \Rightarrow E_r = -\frac{en_e}{2\epsilon_0} r. \quad (3.2)$$

An electron at a distance \( r \) from the axis of the ion channel experiences a force given by:

$$\mathbf{F}_{\text{res}} = -e\mathbf{E} = \frac{e^2 n_e r}{2\epsilon_0} \quad (3.3)$$

The equation of motion of the electron is then:

$$\frac{dp}{dt} = \mathbf{F}_{\text{res}} = \frac{m_e \omega_p r}{2}, \quad (3.4)$$

where \( \omega_p \) is the plasma frequency in the ambient plasma, and is given by Eq. 2.14. As a zeroth-order approximation, it can be assumed that the transverse motion is small and does not change the total energy of the particle (\( \gamma \simeq \gamma_{z0} \simeq \text{constant}; \gamma_{z0} \) the initial relativistic factor). Writing the relativistic momentum as \( p = \gamma m_e \mathbf{r} \) and considering only the radial component, we obtain:

$$\ddot{r} - \frac{\omega^2_p}{2\gamma} r = 0. \quad (3.5)$$

which is the equation of motion of a harmonic oscillator with frequency:

$$\omega_\beta = \frac{\omega_p}{\sqrt{2\gamma}}, \quad (3.6)$$

where \( \omega_\beta \) is the so-called betatron frequency.\(^2\) Physically, the betatron frequency is just the plasma frequency modified by \( \sqrt{\gamma} \) due to the relativistic mass increase and \( \sqrt{2} \) due to the cylindrical geometry.

This simple model allows us to calculate the trajectories of any electron launched into the ion channel by solving Eq. 3.5 for different initial conditions: the initial momentum \( p_0(p_{z0}, p_{y0}, p_{x0}) \) with \( p_{z0} \gg p_{x0}, p_{y0} \), and the initial transverse position \( \mathbf{r}_0(x_0, y_0) \).

\(^2\)In the publication reporting the first experiments on this type of motion and radiation, the term betatron was introduced. As this word is somehow misleading (it has other uses in other fields), we prefer to use the term plasma wiggler instead. However, some quantities or symbols may be labelled as betatron for convenience.
3.3 Emitted radiation

We now assume that the energy of the particle is no longer constant, but the transverse momentum does not significantly affect the total energy of the electron: \( \gamma(t = 0) = \gamma_{z0} \gg \gamma_\perp \). For example, the motion of an electron in the \((x, z)\) plane launched at \( r_0 = r_\beta \) is given by:

\[
\begin{align*}
x &\simeq r_\beta \sin(k_\beta ct), \\
\beta_x &\simeq k_\beta r_\beta \cos(k_\beta ct),
\end{align*}
\]

where \( \beta_x \) is the normalised velocity of the electron in the transverse direction. \( r_\beta \) describes the maximum amplitude of the oscillation and \( k_\beta = k_\beta / \sqrt{2 \gamma_{z0}} \) the betatron wave number. For a relativistic particle, \( \beta(t = 0) = \beta_{z0} \to 1 \), but if it acquires some momentum in the transverse direction, the longitudinal momentum will be affected: \( \beta_x^2 = \beta_{z0}^2 - \beta_\perp^2 \). For \( |\beta_x| \ll |\beta| = 1 \), we obtain:

\[
\begin{align*}
z &\simeq z_0 + \beta_{z0}(1 - k_\beta^2 r_\beta^2 / 4)ct - \beta_{z0}(k_\beta^2 r_\beta^2 / 8) \sin(2k_\beta ct), \\
\beta_z &\simeq \beta_{z0}(1 - k_\beta^2 r_\beta^2 / 4) - \beta_{z0}(k_\beta^2 r_\beta^2 / 4) \cos(2k_\beta ct).
\end{align*}
\]

More complicated trajectories are calculated numerically. Examples of such trajectories are shown in the first row of Fig. 3.2. For \( p_\perp = 0 \) and \( r_0 \neq 0 \), the electron oscillates in a plane, as shown in Fig. 3.2 (a). Similar motion would be obtained for \( r_0 = 0 \) and \( p_\perp \neq 0 \). If the electron has some initial transverse momentum it will spiral around the axis of the channel, as seen in Fig. 3.2 (b). With other initial conditions elliptical trajectories can be obtained, such as the one shown in Fig. 3.2 (c).

It can therefore be seen that the plasma channel allows a wide range of trajectories depending on the initial conditions of the electrons. In a conventional magnetic insertion device the trajectory of the electron is fixed by the direction of the magnetic field and all the electrons oscillate in the same fashion, which is of advantage for the realisation of a free-electron laser (FEL), for example.

3.3 Emitted radiation

For a given trajectory, the total power radiated by an accelerated charge is given by the relativistic generalisation of Larmor’s formula [77], derived from the Liénart-Wiechert potentials in Ref. [78]:

\[
P = \frac{e^2}{6\pi\varepsilon_0 c^3} \gamma^6 \left[ (\dot{\beta})^2 - (\beta \times \dot{\beta})^2 \right].
\]

The energy radiated per unit solid angle, \( d\Omega \), per unit frequency, \( d\omega \), can then be calculated as:
The plasma wiggler x-ray source

Figure 3.2. Different trajectories of an electron with energy 100 MeV in a plasma channel with density $n_e = 1 \times 10^{19} \text{ cm}^{-3}$. The electron was launched with different initial conditions: (a) $r_0 = 1 \mu m$ and $p_x = p_y = 0$; (b) $r_0 = 1 \mu m$, $p_x = 0$ and $p_y = 5m_e c$; (c) $r_0 = 1 \mu m$ and $p_x = p_y = 4m_e c$. The lower row (d-f) shows the corresponding emitted radiation for photon energies between 2 and 10 keV. The searchlight beam can be seen to sweep across the observation plane.

$$\frac{d^2 I}{d\omega d\Omega} = \frac{e^2}{16\pi^3\epsilon_0 c^3} \left| \int_{-\infty}^{+\infty} e^{i\omega(t-n \cdot r/c)} \frac{\mathbf{n} \times [(\mathbf{n} - \beta) \times \dot{\beta}]}{(1 - \beta \cdot \mathbf{n})^2} dt \right|^2,$$

(3.10)

where $\mathbf{r}(t)$, $\beta(t)$ and $\dot{\beta}(t)$ are the position, the normalized velocity, and the acceleration of the electron as function of time, respectively. $\mathbf{n}$ is the observation direction as defined in Fig. 3.3. Analytical solutions of Eq. 3.10 can be found for simple cases of periodic orbits, otherwise, the equation must be solved numerically to obtain spectral and spatial information about the emitted radiation. It is possible to obtain the most important features of the x-ray radiation by solving Eq. 3.10 approximately [66, 78].

Using the orbit given in Eqs. 3.7 and 3.8, Eq. 3.9 gives the total power radiated by a single electron, averaged over one oscil-
3.3.1 Spatial distribution of the radiation

In the previous section, it was described how a charged particle oscillates around the plasma channel due to the force produced by the electric field. Inversely, the Lorentz equation also shows that when a charged particle experiences a force, it generates an electric field, as \( \mathbf{F} = m \mathbf{a} = q \mathbf{E} \). The radiation propagates in space in the direction of the Poynting vector \( \mathbf{S} \propto \mathbf{E} \times \mathbf{B} \) perpendicularly to the acceleration in a donut shape, whose axis is the acceleration vector. This is true in the rest frame of the electron. In the relativistic case, the shape of the radiation in the laboratory frame is quite different. The field lines are Doppler shifted and the radiation is emitted within a narrow cone with an opening angle \( \Theta_0 = 1/\gamma \simeq 1/\gamma_{z0} \), tangentially to the particle’s trajectory. The radiation can be likened to a searchlight beam sweeping across the point of observation. This can be seen in the second row of Fig. 3.2, where the far-field profile of the x-ray beam of the trajectory shown on the first row is calculated using Eq. 3.10. It can clearly be seen that the spatial profile of the x-ray beam is correlated to the electron trajectories, as discussed in Ref. [76, 79].

The “searchlight” beam of radiation is emitted in the forward direction of the tangent of the trajectory. One can distinguish two regimes, defined by the angle at which the electron trajectory crosses the ion channel axis, \( \Theta \). If \( \Theta > \Theta_0 \), the amplitude of the electron motion is large, and an observer placed far away sees a series of flicks of the searchlight beam, as seen in Fig. 3.4 (a). This is known as the wiggler regime. On the other hand, if \( \Theta < \Theta_0 \), the amplitude of the motion is small and the radiation moves negligibly compared to its own angular width, as shown in Fig. 3.4 (b). The main contribution to the divergence of the beam is the divergence of the beam itself. In this case, the radiation becomes a superposition of the radiation emitted during each oscillation. This is called the undulator regime.

In the wiggler regime, the divergence is given by the angle at which the trajectory crosses the optical axis:

\[
\Theta = \left( \frac{dx}{dz} \right)_{z=0} = \beta k_\beta r_\beta \simeq \frac{\omega_\beta}{c} r_\beta = \frac{K}{\gamma_{z0}},
\]  

(3.13)
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In synchrotron facilities, a similar parameter is used, $K = \frac{(eB_0\lambda_u)}{(2\pi m_0c^2)}$, which depends on the strength of the magnetic field, $B_0$, and the undulator period, $\lambda_u$.

Figure 3.4. Schematic illustration of the radiation emitted from an oscillating relativistic electron. The radiation is emitted within a narrow cone with an opening angle $1/\gamma$. In (a), the amplitude of the oscillation is large and the deviation in the radiation direction is mostly due to the electron motion. This is the wiggler regime. In (b), the transverse electron motion is small compared to the intrinsic divergence of the radiation, allowing for interference effects between the radiation emitted from the different parts of the trajectory. This is the undulator regime.

Figure 3.5. Dependence of the parameter $K$ on the oscillation amplitude, $r_\beta$, and the electron energy for $n_e = 1 \times 10^{19}$ cm$^{-3}$

where

$$K = \gamma_{z0}r_\beta \frac{\omega_\beta}{c}, \quad (3.14)$$

is the strength parameter of the plasma wiggler.$^3$ Figure 3.5 shows the dependence of $K$ on $r_\beta$ and $\gamma_{z0}$. The black line is drawn at $K = 1$, and indicates the border between the wiggler and the undulator regimes. In the experiment described in Paper V, typical values for the $K$ parameter were 5–15, as presented in Section 5.2.1. In the wiggler regime, the divergence of the x-ray beam is therefore proportional to the strength parameter $K$. In the undulator regime, the divergence will be even smaller than the intrinsic divergence of the beam, $\Theta_0$, due to interference effects and $\Theta = \gamma/\sqrt{N_\beta}$, where $N_\beta$ is the number of oscillation periods.

3.3.2 Spectral features

In the case of large amplitudes, an observer sees the searchlight turning on and off. These pulses of radiation can be expanded by Fourier transform, and since they are short, they correspond to a broad spectrum. For small oscillation amplitudes, an observer always sees the light, and the radiation is a coherent superposition of the radiation emitted at each oscillation, as shown in Fig. 3.4 (b). In the case of an infinitely long undulator, the radiation would be monochromatic. In reality, the undulator spectrum consists of the fundamental and its harmonics.

Spectrally, the different regimes of radiation are also conveniently described by the strength parameter. For $K \ll 1$, the transverse amplitude of the electron trajectories is small compared to its wavelength, and the radiation is mainly emitted around a fundamental frequency given by:

$$\omega_f = \frac{2\gamma_{z0}^2\omega_\beta \left(1 + \frac{K^2}{2}\right)}{(1 + \frac{K^2}{2})^2 + 2\gamma_{z0}^2\theta^2}, \quad (3.15)$$

and $\Theta = \gamma/\sqrt{N_\beta}$, where $N_\beta$ is the number of oscillation periods.
where $\theta$ the angle of observation relative to the $z$-axis. For $K \sim 1$, harmonics of the fundamental frequency appear. Finally, for $K \gg 1$, the oscillation amplitude is large and high harmonics are radiated. The emitted spectrum is broadband, consisting of unresolved, closely spaced harmonic peaks. The radiation emitted follows a spectrum described by [66]:

$$\frac{d^2 I}{d\omega d\Omega} \simeq N_\beta \frac{3e^2}{2\pi^3\epsilon_0^3c^3} \frac{\gamma_{20}^2\xi^2}{1+\gamma_{20}^2\theta^2} \left[ \frac{\gamma_{20}^2\theta^2}{1+\gamma_{20}^2\theta^2} K_{1/3}(\zeta) + K_{2/3}^2(\zeta) \right],$$

(3.16)

where $K_n$ the modified Bessel function of order $n$ of the second kind, and

$$\zeta = \frac{E}{2E_c}(1 + \gamma_{20}^2\theta^2)^{3/2}. \quad (3.17)$$

is the critical energy$^4$ of the spectrum. This simplified description of the spectrum is referred to as the synchrotron asymptotic limit. In most cases, we are interested in radiation close to the axis, and the radiation follows a spectrum described by:

$$\frac{d^2 I}{dE d\Omega}_{\theta=0} \propto \gamma_{20}^2\xi^2 K_{2/3}^2(\xi/2),$$

(3.19)

where $\xi = E/E_c$. Note that this spectrum is defined solely by $E_c$. Figure 3.6 shows such spectra for different values of $E_c$. They are peaked close to the critical energy and are considered to be synchrotron-like. For an ensemble of electrons it has been shown that the spectrum is also synchrotron-like [66], as will be discussed in Section 3.5. This has also been recently confirmed experimentally [80] using a method described in Section 4.3.2.

The parameter $K$ can be varied by varying the oscillation amplitude $r_\beta$. The spectrum varies accordingly, as can be seen in Fig. 3.7, where Eq. 3.10 was solved numerically for trajectories corresponding to different injection radii and no initial transverse momentum, as a result of which, $r_\beta = r_0$. In (a), $K=0.4$ and only the fundamental is observed. For $K=1.3$, harmonics of the fundamental appear, as can be seen in Fig. 3.7 (b). In Fig. 3.7 (c) $K=4.2$, and the spectrum is broad. The energy of the emitted x-rays increases for larger values of $K$. In (b) and (c) synchrotron spectra with critical energies of 0.16 keV and 0.5 keV, respectively, can be fitted (black line). Note that these calculations were performed for the radiation emitted on-axis. The off-axis radiation spectrum will be different. In the wiggler regime, the off-axis spectrum is not very different from the on-axis spectrum, and it remains broadband. In the undulator regime, the position of the peaks will vary as the fundamental is a strong function of $\theta$, as can

---

$^4$Other definitions of $E_c$ are in use. This one corresponds to the 3rd edition of Ref. [78] and is generally used. In some publications, an older definition is used which gives a critical energy that is twice this.
be seen from Eq. 3.15. This angle dependence must therefore be taken into account when measuring the radiation. As we will see later in Section 4.3, the methods of detection used record x-rays at different angles. However, as the angles are small and we are in the wiggler regime, it was assumed in Papers IV and V, that the radiation was on-axis.

3.4 Effect of acceleration

So far, we have assumed that the electrons have a constant energy. However, as seen in Section 2.6, in a laser plasma accelerator the electrons are accelerated, possibly reach dephasing, and are decelerated again if the medium is long enough. The trajectory of the oscillating electron will be affected. This is illustrated in Fig. 3.8 (a), where the trajectory of an electron launched off-axis with different injection radii, has been calculated while it follows the orbit corresponding to \( a_0 = 1 \) in Fig. 2.9 (b), and shown by the dashed line in Fig. 3.8 (a). The oscillation amplitude decreases due the increase in the relativistic mass of the electron. The oscillation frequency \( \omega_\beta = \omega_p / \sqrt{2\gamma} \) follows the same behaviour. The emitted radiation will in turn be influenced by the varying \( \gamma \). However, the main contribution arises from the part of the trajectory where the electrons are most energetic, as \( \gamma \) varies much more than \( r_\beta \) and the emitted power is a strong function of \( \gamma \) (see Eq. 3.11). This can be seen in Fig. 3.8 (b), where the radiation emitted on-axis during acceleration was calculated for a trajectory in the wiggler regime (black line in Fig. 3.8 (a)). It can be seen that the spectrum remains synchrotron-like. It can be fitted with a synchrotron spectrum with \( E_c = 2.7 \) keV (black line in (b)). This is close to the radiation spectrum corresponding to the maximum energy of the electron \( (E_c = 3.2 \) keV).

On the other hand, for a smaller injection radius, we are in the undulator regime and one might expect that the harmonic peaks will be washed out by the acceleration process, as the fundamental frequency given by Eq. 3.15 depends on the electron energy. Nevertheless, as shown in Fig. 3.8 (c) in grey, the peaks are still visible and at the same positions as the radiation peaks emitted by an electron with constant energy (black line). Around the dephasing point, i.e. where the electron reaches its maximum energy, the electron energy remains relatively constant over several oscillations and the oscillation amplitude remains constant. The emitted power is maximum in this region, and the undulator peaks are still observed in this one-electron calculation. However, as will be discussed below, when considering many electrons, the peaks may disappear.

In an experiment, the electron energy is often measured at the same time as the energy of the x-rays, which can then be

![Figure 3.7. Simulated spectra for a 50 MeV electron oscillating 4 times around a plasma channel of density \( n_e = 1 \times 10^{19} \) cm\(^{-3}\). As the injection radius varies, different regimes are reached. In (a) with \( r_\beta = 0.1 \mu m \), only the fundamental is visible. In (b) with \( r_\beta = 0.3 \mu m \), the undulator regime is reached as harmonics of the fundamental appear. Finally, in (c) with \( r_\beta = 1 \mu m \), the harmonics are closely spaced constituting a broadband spectrum typical of the wiggler regime and a synchrotron spectrum can be fitted (black line).]
3.5 Emission from many electrons

The previous calculations and simulations were performed for a single electron. In reality, many electrons are accelerated and oscillate simultaneously in the plasma channel. Each electron is expected to have a different trajectory defined by different initial conditions, $r_0$ and $p_0$. The amplitude of oscillation differs, as well as the plane and type (circular, planar, elliptical,...) of oscillation. The emitted radiation is affected both spectrally and spatially, and instead of observing radiation corresponding to a well-defined trajectory, the sum of the radiation from each trajectory is observed. We can, however, define a maximum oscillation amplitude. As the radiated power is proportional to $r_β^2$, the radiation emitted by electrons with maximum amplitude will dominate the emission. This is illustrated in Fig. 3.9, where the radiation was calculated for 46 electrons injected at different radii ranging from 0.1 to 1 $\mu$m. The black line shows a fit to the spectrum with

used to determine, for example, the injection radius as described in Paper V. When doing this, it is important to ensure that the electrons have not yet reached dephasing when exiting the plasma, otherwise the measured electron energy will not correspond to the electron energy when most of the x-rays were emitted.

3.5 Emission from many electrons

The previous calculations and simulations were performed for a single electron. In reality, many electrons are accelerated and oscillate simultaneously in the plasma channel. Each electron is expected to have a different trajectory defined by different initial conditions, $r_0$ and $p_0$. The amplitude of oscillation differs, as well as the plane and type (circular, planar, elliptical,...) of oscillation. The emitted radiation is affected both spectrally and spatially, and instead of observing radiation corresponding to a well-defined trajectory, the sum of the radiation from each trajectory is observed. We can, however, define a maximum oscillation amplitude. As the radiated power is proportional to $r_β^2$, the radiation emitted by electrons with maximum amplitude will dominate the emission. This is illustrated in Fig. 3.9, where the radiation was calculated for 46 electrons injected at different radii ranging from 0.1 to 1 $\mu$m. The black line shows a fit to the spectrum with
$E_c = 0.35$ keV. As seen in Fig. 3.7 (c), the radiation emitted by an electron oscillating with $r_\beta = 1 \mu m$ would have a critical energy, $E_c$, of 0.5 keV, which is also shown by the dashed line in Fig. 3.9. This spectrum is close to the calculated spectrum emitted by the ensemble of electrons. The radiation emitted by the electrons with the maximum oscillation amplitude therefore dominates, while the electrons injected at smaller radii tend to shift the spectrum towards lower photon energies.

The electron beam is often spectrally broad. Of course, quasi-monoenergetic electron beams can be obtained in a laser plasma accelerator. However, electron beams with higher charge, which produce more radiation, exhibit a broad electron spectrum. Electrons with different energies will have different trajectories. The spectrum and strength of the emitted radiation from different electrons differ considerably, as they are a strong function of $\gamma$. Figure 3.10 shows the x-ray spectrum obtained for different electron beam spectra shown in the inset. As expected in (a), a quasi-monoenergetic electron spectrum gives a well-defined synchrotron spectrum that can be fitted with the expected critical energy according to Eq. 3.19. The same fit is shown by the dashed line in Fig. 3.10 (b) and (c). In Fig. 3.10 (b), the x-ray spectrum still has a synchrotron-like shape, but lower critical energy (fitted with the black line), corresponding to the spectrum that would be obtained for an electron with an energy of 60 MeV. This shows that the most energetic electrons contribute most to the radiation. Finally, in Fig. 3.10 (c), the fitted spectrum corresponds to the spectrum of an electron of an even lower energy, of 56 MeV.

A one-electron model may, therefore, not give the best description of x-ray emission. Any features produced by the individual electrons (for example, undulator peaks) would be washed out. In particular, the realisation of an x-ray FEL or ion-channel laser [81] based on this scheme would be extremely difficult [82]. However in the wiggler regime, the one-electron model still provides a good understanding of the physics. Together with the effect of acceleration seen in Section 3.4, the varying $K$, due to different $r_\beta$ and $\gamma$, smoothes the spectrum, which becomes a sum of synchrotron spectra [83]. The radiation emitted by the most energetic electrons around the dephasing region and/or the electrons with the largest oscillation amplitude dominate the spectrum.

Spatially, instead of observing well-defined trajectories a circular beam is observed with a divergence given by $\theta = \max (K/\gamma) \propto \max (r_\beta/\sqrt{\gamma})$. Nevertheless, under some conditions, which are not clear at the moment, collective motion of electrons has been experimentally observed, and spatial profiles similar to those shown in Fig. 3.2 were observed. This is discussed in Paper IV and Ref. [76].

The main conclusion from the calculations presented in the previous sections on the effect of acceleration and many electrons

**Figure 3.10.** X-ray spectra, in grey, generated for $r_\beta = 1 \mu m$ for the different electron spectra shown in the inset. The black line is a fit using Eq. 3.19. In (a) $E_c = 1$ keV, in (b) $E_c = 0.74$ keV and in (c) $E_c = 0.64$ keV. The dashed lines in (b) and (c) show the spectrum of a single electron of energy 70 MeV.
with different injection radii and/or energy distribution, is that in the wiggler regime, the spectrum can still be described by a synchrotron spectrum. In the plasma wiggler, the injection radius is rather large, as is the electron energy. We are therefore mostly in the wiggler regime. As will be seen below, in the experimental investigations reported in Papers IV and V, it was assumed that the x-ray spectrum was synchrotron-like in order to determine its critical energy with the method described in Section 4.3.1. One must be more cautious when obtaining information about the electron beam from the measured x-rays, e.g. the oscillation amplitude, as the critical energy will depend on the electron energy and its spectral distribution. In Paper V, for example, the injection radius was inferred by measuring the critical energy of the x-rays and the electron spectrum. As the mean energy of the electrons was approximately constant, the change in critical energy was attributed to changes in the oscillation amplitude.
Experimental methods

This chapter introduces the experimental methods used during the different experiments on electron acceleration and x-ray production. An overview of the main components of the experiments is given: from the laser system, together with some of the developments made to improve some of its characteristics, to the gas medium, concentrating on laser propagation in gas-filled dielectric capillary tubes. The electron and optical diagnostics are described, as well as the x-ray detection. Finally, radiation safety issues are discussed.

4.1 The multi-terawatt laser of the Lund Laser Centre

The experiments described in this thesis were performed using the multi-terawatt laser of the Lund Laser Centre. This laser is a chirped pulse amplification system [1, 84], using titanium-doped sapphire as amplifying medium, which allows for ultrashort pulses due to its spectrally large bandwidth. A schematic of the laser system is shown in Fig. 4.1. A Kerr lens mode-locked oscillator [85] provides pulses at 80 MHz, of which 10 per second are selected, stretched in time to 300 ps and amplified in three stages. Finally, the pulses are compressed to \( \sim 35 \) fs in vacuum and delivered to the experiment. The laser beam diameter is expanded as the energy in the pulse increases in order to prevent damage to the optical components. Frequency-doubled Q-switched Nd:YAG lasers, delivering in total \( \sim 8 \) J at 532 nm, are used to pump the different stages of amplification. Various components are used to clean and shape the pulse in space (spatial filter), in time (Pockels cells) and spectrally (a Dazzler). A preamplifier was also used before the stretcher to improve the temporal contrast of the pulse, which is crucial for ion acceleration, as discussed in Section 6.3.1.
4.1.1 Pointing

Table 4.1. Parameters of the multi-terawatt laser used in the experiments.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Energy</td>
<td>1 J</td>
</tr>
<tr>
<td>Pulse duration</td>
<td>35 fs</td>
</tr>
<tr>
<td>Repetition rate</td>
<td>10 Hz</td>
</tr>
<tr>
<td>Contrast</td>
<td>$10^9$</td>
</tr>
<tr>
<td>Pointing</td>
<td>$&lt; 5 \mu$rad</td>
</tr>
<tr>
<td>Beam diameter</td>
<td>50 mm</td>
</tr>
</tbody>
</table>

A second beam can also be extracted from the third amplification stage and sent to a separate air compressor to provide an additional beam, as in the experiment presented in Paper VII. The different laser parameters are summarized in Table 4.1.

While still being a highly complex machine, the Lund multi-terawatt laser is a standard laser system. Therefore, instead of describing it in detail, work carried out in the scope of this thesis to improve its quality will be described. In particular, the experiments reported in Papers II, III and IV required stable laser beam pointing and a good wavefront, to avoid damaging the dielectric capillary tubes used in these experiments. An active pointing stabilisation system was designed and implemented, which is the subject of Paper I. Adaptive optics has also been implemented to obtain the most symmetric pulses, critical for the experiment with dielectric capillaries. It also allowed for very interesting experiments, where the wavefront was modified in a controlled way. This is reported in Papers V and VI.

4.1.1 Pointing

The general trend in high-power laser development is to obtain higher and higher peak powers, by increasing the energy or decreasing the pulse duration [86]. However, it is also important to improve the quality of these laser systems; the stability of the laser parameters being one of the major issues. One of the main themes of my thesis was to improve the pointing stability of the Lund multi-TW laser. Paper I reports on this work, where the system is described in details. Therefore, after a brief overview of
the system, this section will focus on issues only briefly mentioned in the paper, such as feedback theory and signal processing.

The targets used in the experiments reported in Papers II, III and IV, were dielectric capillary tubes of only 100–200 µm diameter, while the laser spot radius was 40 µm (first zero of an Airy pattern). If the laser beam did not remain well-centred along the capillary axis, the capillaries would have been destroyed after only a few shots. Good pointing stability was therefore crucial in order for these experiments to be successful.

As illustrated in Fig. 4.2, the position of the laser beam is detected, and if it deviates from the set position, a piezo-mirror compensates for this deviation. A feedback loop is thus established between a position-sensitive detector (PSD) and the piezo-mirror. Feedback allows very good control of the system as it makes the system insensitive to disturbances and component variation [87]. The drawbacks are that the system can become unstable and sensor noise is fed into the system. Filtering of the input signal is therefore crucial.

The complete stabilisation set-up is shown schematically in Fig. 4.3. Two feedback loops each consisting of a piezo-mirror and a PSD were used to correct for both the near and far field. Part of the oscillator beam is used as a reference beam. With its 80 MHz repetition rate, it is considered continuous on the time scale considered here. This allows the main beam to be operated in single-shot mode. The reference beam is injected through a polariser as shown in the inset (a) in Fig. 4.3. The beams are made collinear by using irises and sending them through the same spatial filter. The reference beam is imaged on the detectors using different sets of lenses. These detectors would be destroyed if the main laser beam were to hit them. In order to protect them, fast shutters are used, which close just before the shot arrives, and the voltages transmitted to the piezo-mirrors are kept constant during this time, as illustrated in the inset (b).

Finally, because high-frequency components in the signal would be amplified by the feedback loop, it is necessary to avoid them as far as possible. Even after filtering the signal, some of these components remain. One source of these high-frequency components is the cryogenic cooler of the final amplifier. Its compressor produces bursts of vibrations at 2 Hz which last about 100 ms. During this time the stabilisation system does not work well, and the pointing of the laser deteriorates. As the experiments were carried out in single-shot mode, these bursts of vibration could be avoided. The main shutter of the laser system only delivered shots during the period between the bursts, as described in the inset (c) in Fig. 4.3.

In order for the active stabilisation system to work efficiently, the controller must be chosen carefully and optimised for speed. Suitable software must also be used. LabView FPGA (Field-
A PID controller is the most commonly used feedback controller in engineering systems. About 90% of all control problems are dealt with by PID controllers. The output signal is calculated in order to minimise the error, which is the difference between a measured process variable and a desired setpoint. The operation of the PID controller is optimised by adjusting the so-called PID parameters, which depend on the nature of the system to be regulated. The proportional term changes the output proportionally to the current error value. The integral term (when added to the proportional term) accelerates the movement of the process towards the setpoint, and eliminates the residual steady-state error that occurs with a simple proportional controller. The derivative term slows the rate of change of the controller output and can be used to reduce the amount of overshoot. It must, however, be used with care as it can easily cause the system to become unstable [88]. The response of a PID controller to an error, \( e(t) \), is described by the following equation:

\[
 u(t) = k_p e(t) + k_i \int_0^t e(\tau) d\tau + k_d \frac{de(t)}{dt},
\]

where \( k_p \), \( k_i \) and \( k_d \) are the proportional, integral and derivative PID parameters, respectively. The best parameters can be determined using a Ziegler–Nichols frequency response method. In

Programmable Gate Array) was chosen for its reliability, determinism and parallelism. In addition, proportional-integral-derivative (PID) controllers were implemented in the code, which allow for faster corrections than simple proportional controllers. The output signal is calculated in order to minimise the error, which is the difference between a measured process variable and a desired setpoint. The operation of the PID controller is optimised by adjusting the so-called PID parameters, which depend on the nature of the system to be regulated. The proportional term changes the output proportionally to the current error value. The integral term (when added to the proportional term) accelerates the movement of the process towards the setpoint, and eliminates the residual steady-state error that occurs with a simple proportional controller. The derivative term slows the rate of change of the controller output and can be used to reduce the amount of overshoot. It must, however, be used with care as it can easily cause the system to become unstable [88]. The response of a PID controller to an error, \( e(t) \), is described by the following equation:

\[
 u(t) = k_p e(t) + k_i \int_0^t e(\tau) d\tau + k_d \frac{de(t)}{dt},
\]

where \( k_p \), \( k_i \) and \( k_d \) are the proportional, integral and derivative PID parameters, respectively. The best parameters can be determined using a Ziegler–Nichols frequency response method. In
practise, the derivative term is often set to zero as non-zero values make the system very sensitive to noise. The controller is then referred to as a proportional-integral (PI) controller.

Feedback control has many advantages, but one of its main disadvantages is that it can be very sensitive to noise. High-frequency noise can be amplified by the feedback loop and impeding the stabilisation. It is therefore crucial to filter the detector signals in order to avoid noise being fed into the feedback loop. Low-pass filters can be inserted after the detector, however, standard low-pass filters introduce a phase delay in the signal\(^2\) and this will reduce the speed at which the system will be able to stabilise the pointing. Advanced digital filters were therefore used. These finite impulse response (FIR) filters have the advantage of producing a smaller phase delay than conventional filters [89]. While infinite impulse response (IIR) filters, such as Butterworth filters, might also have good performance, FIR filters have the advantage of introducing the same delay for all frequencies. Figure 4.4 compares the magnitude and phase response of IIR and FIR filters.\(^3\)

Frequency analysis provides information on how well the stabilisation system performs. For example, the signal from PSD 2 was recorded and its Fourier components analysed, from which a power spectrum was extracted. Figure 4.5 shows the sensitivity functions for different PI parameters. The sensitivity function is defined as the error signal with the feedback loop closed, divided by the error signal without feedback:

\[
S = \frac{y_{\text{closed loop}}}{y_{\text{open loop}}}.
\]  
\hspace{1cm} (4.2)

For \(S < 1\), frequencies are attenuated by the feedback loop, while when \(S > 1\) some frequencies are actually amplified by the feedback loop. In Fig. 4.5, it can be seen that the fluctuations at low frequencies can be attenuated by increasing the PI parameters, but at the expense of the high frequencies. This is known as the waterbed effect, where the areas below and above \(S = 1\) remain equal. A feedback loop can, therefore, never attenuated all frequencies. Using filters, it is possible to spread the high-frequency part to higher frequencies and to avoid the creation of a peak at a certain frequency, while still attenuating the low frequency part. This way, good performance of the feedback loop can be obtained. For example, as mentioned in Paper I, it takes about 5 ms for the implemented system to react to a disturbance.

The pointing fluctuations originate from different sources. Thermal drifts occurring over hours and air flows over seconds are easily dealt with by the stabilisation system. Mechanical vibrations (\(> 10\) Hz) are more difficult to compensate for, but are partly attenuated by the system. Of course, there is still room for improvement, and more advanced feedback controllers could improve the pointing even more. One should not forget that even if

\(^2\) A passive RC low-pass filter with a cut-off frequency of 100 Hz introduces a delay of 1.5 ms at 30 Hz.

\(^3\) While IIR filters can be implemented as either analogue or digital filters, FIR filters can be constructed only digitally. These filters were therefore implemented directly in the LabView program.
4.1.2 Adaptive optics

A deformable mirror was also implemented in the laser system during my studies. Adaptive optics is a powerful tool, allowing the wavefront to be shaped, and thus the focal spot when the beam is focused. As in astronomy, where adaptive optics is used to compensate for perturbations caused by the atmosphere, a deformable mirror is used to compensate for aberrations produced by the different optical components of the laser and for errors in the shape and alignment of the focusing optics. The goal is to obtain a full control of the wavefront and, in most cases, obtain a beam as close as possible to the diffraction limit.

The deformable mirror is composed of piezoelectric ceramics, glued to a thin substrate. An actuator pattern is printed on the other side of the ceramic disc. When a high voltage is applied to the actuators, it locally deforms the ceramic and the substrate. This mirror was placed in the beam path, directly after the compressor.

The wavefront must be measured in order to determine which voltages to apply to the deformable mirror. Our wavefront sensor is based on a 4-wave shearing interferometry technique [90], and placed after the focusing optics. In this way, any effects due to the focusing optics are also measured. A feedback loop is established between the wavefront sensor and the deformable mirror, and a software computes which voltages to apply to the deformable mirror in order to reach the desired wavefront. The desired wavefront is obtained, with a typical error of 4% rms, after a few iterations.

Mathematically, the laser wavefront can be conveniently written as a linear combination of Zernike polynomials:

\[ W(\rho, \theta) = \sum_{n}^{k} \sum_{m=-n}^{n} W_{m}^{n} Z_{m}^{n}(\rho, \phi), \]  

(4.3)

where \( W_{m}^{n} \) are the Zernike coefficients, and \( \rho \) and \( \phi \) are the radial distance and the azimuthal angle, respectively. The Zernike polynomials, \( Z_{m}^{n}(\rho, \phi) \), are given by:
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It was, however, found during the different experiments that it is not crucial to be in the image plane of the deformable mirror. This provides more flexibility in the set-up, as no optics, apart from the focusing optics, was necessary in front of the wavefront sensor.

It is also possible to measure the focal spot intensity distribution and use an iteration process (based on a genetic algorithm, for example) to achieve a circular focal spot. However, this process takes longer to converge.

Table 4.2. List of the first Zernike polynomials and their expression corresponding to the most common laser beam aberrations.

<table>
<thead>
<tr>
<th>Name</th>
<th>n</th>
<th>m</th>
<th>Polar form (rms)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Defocus</td>
<td>2</td>
<td>0</td>
<td>$\sqrt{3}(2\rho^2 - 1)$</td>
</tr>
<tr>
<td>Astigmatism 0°</td>
<td>2</td>
<td>2</td>
<td>$\sqrt{6}\rho^2 \cos(2\theta)$</td>
</tr>
<tr>
<td>Astigmatism 45°</td>
<td>2</td>
<td>-2</td>
<td>$\sqrt{6}\rho^2 \sin(2\theta)$</td>
</tr>
<tr>
<td>Coma X</td>
<td>3</td>
<td>1</td>
<td>$\sqrt{8}(3\rho^3 - 2\rho) \cos(\theta)$</td>
</tr>
<tr>
<td>Coma Y</td>
<td>3</td>
<td>-1</td>
<td>$\sqrt{8}(3\rho^3 - 2\rho) \sin(\theta)$</td>
</tr>
<tr>
<td>Spherical aberration</td>
<td>4</td>
<td>0</td>
<td>$\sqrt{5}(6\rho^4 - 6\rho^2 + 1)$</td>
</tr>
</tbody>
</table>

\[
Z^m_n(\rho, \theta) = R^m_n(\rho) \cos(m\theta), \quad Z^{-m}_n(\rho, \theta) = R^m_n(\rho) \sin(m\theta),
\]

where $R^m_n$ are the radial polynomials. $R^m_n = 0$ for odd values of $n - m$ and otherwise:

\[
R^m_n(\rho) = \sum_{k=0}^{(n-m)/2} \frac{(-1)^k(n-k)!}{k!((n+m)/2-k)!((n-m)/2-k)!} \rho^{n-2k}.
\]

The low-order Zernike polynomials describe the most common aberrations of a laser beam, as can be seen in Table 4.2. These 6 polynomials are sufficient to interpret most laser beam aberrations, as they are linked to optical misalignment or thermal effects. This description of the wavefront is thus very useful as it identifies the main aberrations present in the beam. When this description is used in the adaptive optics loop, it is also easy to add or remove a particular aberration.

The deformable mirror is imaged onto the wavefront sensor, in order to discriminate between intensity and phase errors. As the laser beam must be smaller than the wavefront sensor ($\sim 3$ mm), additional optics is usually required to reduce the beam. First, the system is calibrated by applying known voltages to the mirror actuators and measuring the effect on the wavefront phase. After calibration, the relation between the voltages applied to the actuators and the phase is obtained and represented by a matrix, $\Phi_m = M_{mn}V_n$, where $\Phi_m$ is the wavefront distortion induced by a set of voltages $V_n$. The matrix $M_{mn}$ is then inverted using singular-value decomposition, where the pseudo-eigenmodes of the mirror are extracted. Some of these modes correspond to the first Zernike polynomials and therefore compensate for particular kind of aberration. Once the matrix is inverted, it converges quickly towards any desired wavefront using an iterative process.

It is also possible to measure the focal spot intensity distribution and use an iteration process (based on a genetic algorithm, for example) to achieve a circular focal spot. However, this process takes longer to converge.
Figure 4.6 presents the theoretical and experimental results of using the adaptive optics. The far-field intensity is computed with a Fourier transform from the theoretical phase map calculated using Eq. 4.3, and then compared with the experimental measurements for different wavefronts. It can be seen that the adaptive optics works well, and that aberrations can be added to the wavefront in a controlled way. Although the last amplification stage is cryogenically cooled, the thermal conditions still vary slightly with different amounts of pumping of the final amplifier. Figure 4.7 shows two experimental focal spots recorded without amplification in the last amplifier (a), and with full amplification (b). In addition to the focal plane movement due to thermal lensing, the quality of the focal spot is different. It is therefore important to optimise the beam under the actual experimental conditions, i.e. at full power. However, the beam must be properly attenuated in order to run the adaptive optics loop. This was done using reflective attenuators.

4.2 Typical experimental arrangement and diagnostics

In a typical experimental set-up, such as that shown in Fig. 4.8, the laser beam is focused onto a gas medium, where it drives
plasma waves and accelerates electrons. The electrons are then detected using a scintillator or a phosphor screen. A dipole magnet can be placed between the source and the screen to record electron spectra. Additional diagnostics can be implemented to gain better insight into the interaction. The laser light after the interaction can be collected and its spatial and spectral content analysed. Side- and top-view images of the interaction in the plasma are obtained by collecting the light produced in the interaction through Thomson scattering, using optical imaging systems. Finally, x-rays produced in the plasma wiggler can be detected using an x-ray camera, placed on the laser axis. In this case, the dipole magnet should be in the beam to prevent electrons from hitting the camera.

4.2.1 Gas medium

The gas medium is typically a few mm long and has an electron density, $n_e$, of $10^{18}–10^{20}$ cm$^{-3}$. In order to avoid ionisation defocusing, helium or hydrogen is used, which are easily ionised, as discussed in Section 2.3. As hydrogen is a diatomic molecule, when ionised both hydrogen and helium produce two electrons per molecule/atom. Helium has the advantage of being safer than hydrogen and is used most of the time. However, recent experimental findings seem to indicate that hydrogen has some interesting features and, in particular, produces more stable electron beams. The gas medium is characterised using interferometric methods which allow the density and profile of the gas distribution to be determined.

A supersonic gas jet is often used as a gas medium. High-pressure gas is pulsed through a conically shaped nozzle, which produces a supersonic flow with sharp gradients at the edges of the jet. This is done to avoid ionisation defocusing before the most intense part of the pulse arrives. A large range of pressures can be attained with such a device by varying the backing pressure in the range 0–100 bar. Depending on the laser energy, focusing conditions, and experimental requirements, different nozzle sizes are used, typically with a diameter of a couple of millimetres. For example, in the experiments described in Papers V and VI, the nozzle had a diameter of 2 mm.

Capillary tubes

As was shown in Section 2.8.2, the laser can be guided over several millimetres when self-focusing counteracts diffraction. However, as the laser will lose energy to the wake, self-focusing will eventually stop, and the laser pulse will no longer be guided. In addition, as discussed in Section 2.9, the final electron energy scales as $1/n_e$, and lowering the electron density allows higher energies
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to be reached. However, the critical power for self-focusing increases and guiding due to self-focusing does not occur at all. In both cases, the laser pulse must be guided externally in order to counteract diffraction. As electrons reach their maximum energy at the dephasing point, the guiding length should ideally be the dephasing length, which also scales as $1/n_e$. When guided, the laser pulse interacts with the medium over long distances, of the order of centimetres.

Several groups are using plasma discharge capillaries, where an electrical discharge is used to ionise the medium before the arrival of the laser pulse, producing a parabolic, transverse refractive index profile suitable for guiding [65]. Electrons have been accelerated over 30 mm, up to 1 GeV in some cases [12, 91, 92]. Another alternative is presented in Papers II, III and IV, where dielectric capillary tubes were used to guide the laser pulse. The inside walls are smooth and the laser pulse is guided by Fresnel reflections from the wall. This method has the advantage that an arbitrary low density can be achieved inside the capillary tube, while the discharge capillaries require a minimum density (of the order of $10^{18} \text{ cm}^{-3}$) in order for the discharge to be possible. Lowering the electron density allows higher energies to be reached, however, the laser pulse must be guided over very long distances. One drawback is that these capillary tubes are made of glass, which makes them very sensitive to pointing instabilities, which may cause breakage. For good coupling, the quality of the focal spot is also crucial. The beam pointing system and the adaptive optics described in Sections 4.1.1 and 4.1.2 were therefore critical in the success of the experiments described, for example, in Papers II, III and IV.

Depending on the ratio between the focal spot and the capillary tube diameter, different modes propagate inside the tube. To achieve a long, linear plasma wave, the laser pulse should be guided in the monomode regime. High transmission can then be achieved over several centimetres. Paper II reports, for example, guiding over 8 cm. The experimental investigations described in Papers II and III also showed that a linear plasma wave was excited over this length. As seen previously, in Section 2.7, electrons would have to be injected externally in this accelerating structure in order to be accelerated. If the focal spot is small compared with the capillary diameter, higher-order modes are also excited and propagation becomes multi-mode. This is less desirable from the point of view of guiding, but as higher intensities are achieved, electrons can be self-injected and accelerated. This is presented in Paper IV.

In the paraxial approximation, the electric field inside the capillary can be written as a superposition of the eigenmodes of the tube [93]. The energy in each mode varies as $\exp(-2k_\alpha z)$, where $L_\alpha = 1/k_\alpha$ is the attenuation length. Table 4.3 gives the values of

![Figure 4.8. Typical experimental set-up. Most of the components are in a vacuum chamber where the pressure is of the order of $10^{-5}$ mbar. Windows in the vacuum chamber allow some components, such as the optical diagnostics or the camera imaging the phosphor screen, to be located outside.](image-url)
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$L_a$ for the different modes. It is clear that the first mode is only weakly attenuated while the attenuation is much greater for the higher-order modes. The proportion of each mode propagating in the capillary tube depends on the projection of the incident beam onto the mode. Therefore, the coupling of the incident beam to the capillary is important as different modes show different propagation behaviour. The proportion of energy coupled to mode $m$ is a function of the ratio between the capillary radius, $R_{\text{cap}}$, and the beam waist, $w_0$.

Figure 4.9 shows the coupling to the different modes as a function of $\alpha = R_{\text{cap}}/w_0$. It can be seen that for $\alpha = 1.55$, the propagation is quasi-monomode. In this case, 98% of the incident energy is coupled to the first mode, while the rest of the energy is coupled to higher-order modes or lost in the capillary walls. If $\alpha > 1.55$, energy is also coupled to the other modes and the propagation becomes multi-mode. If the incident beam is not gaussian, the coupling is not as efficient for monomode guiding. For example, for an Airy distribution (which is closer to the experimental conditions), monomode coupling is achieved for $R_{\text{cap}}/r_0 = 1$ (where $r_0$ is the radius to the first minimum of the Airy pattern), and 83% of the incident energy is coupled while 17% is lost in the capillary walls. In the experiments discussed in Papers II and III, the propagation was close to monomode, while in the experiment described in Paper IV, capillaries with larger diameters were used and the propagation was multi-mode.

The dashed line in Fig. 4.9 shows the sum of the coupling of all the modes up to $m = 10$. It can be seen that even in multi-mode propagation, the total coupled energy remains high. However, as the attenuation length is very different for the different modes, the transmission after propagation in the tube decreases for large $\alpha$, as only the first mode has a very long propagation length. This is illustrated in Fig. 4.10, where a 2D plot shows the transmission as a function of $\alpha$ and the propagation distance, $z$. Only monomode propagation (dashed line) allows good transmission over a long distance.

In the different calculations presented above, it was assumed that the incident beam remained aligned with the capillary axis. However, this is not the case experimentally, as there are fluctuations in the pointing of the laser beam. A detailed investigation of the effect of an offset between the centre of the beam and the centre of tube and/or an angle between the axis of the beam and the axis of the tube on guiding is presented in Ref. [94]. The transmission is affected by these displacements, as well as the beam profiles after propagation in the tubes. An asymmetric beam profile is obtained if the centring in the tube is not perfect. This further motivated the development and use of the beam pointing system described in Section 4.1.1.
4.2.2 Electron diagnostics

In the electron acceleration experiments presented in this thesis, the electrons were detected using a Kodak Lanex phosphor screen. Electrons hitting the screen cause fluorescence at 545 nm, which can be recorded in a CCD camera. A metallic sheet is placed in front of the screen to prevent laser light and low-energy electrons from reaching the screen. The emission efficiency of the Lanex screen peaks for electrons with kinetic energy of 450 keV, and becomes flat above 1 MeV [95]. It is therefore necessary to block electrons with energies below 1 MeV. By blocking all electrons with energies below this value, the amount of light detected depends only on the number of electrons, i.e. the charge.

At the same time as electrons are accelerated, a high number of infrared photons are present in the chamber. To avoid saturation of the camera, an interference filter is placed in front of the CCD, in order to detect only the green light emitted by the screen. Appropriate shielding is also necessary to prevent any laser light from reaching the camera. Alternatively, as the emission lifetime of Lanex is 660 µs [96], the camera can be triggered a few µs after the laser shot. The laser light will have disappeared, but most of the Lanex emission is still collected by the camera. The amount of light collected by the camera is given by: $\int_{\Delta t}^{\infty} \exp(-t/\tau) dt / \int_{0}^{\infty} \exp(-t/\tau) dt$, where $\Delta t$ is the time at which the camera was triggered after the laser shot. For $\Delta t = 5 \mu s$, 99.2% of the light emitted by the screen is collected. This method was used successfully in the study discussed in Paper VI.

The electron spectrum is obtained by inserting a dipole magnet between the source and the Lanex screen. Using permanent magnets, the dipole can be small and placed very close to the interaction, keeping the set-up very compact. The magnet used in this work had a length of 100 mm, a height of 50 mm, a gap of 10 mm and a maximum magnetic field of 0.8 T. The magnetic field inside the magnet is non-uniform and in order to track electrons precisely, it was mapped using a Hall probe. Finally, in order to reduce the fringe fields, the permanent magnets were embedded in iron yokes.

4.2.3 Optical diagnostics

Thomson side scattering

Top- and side-view imaging are important diagnostic techniques in experiments using underdense plasma. When propagating in the plasma, the laser pulse experiences Thomson scattering. This is the elastic scattering of the electromagnetic radiation by a free charged particle and occurs at the laser wavelength $\lambda_s = \lambda_0$, and offers a means of visualising how the laser pulse is guided. The measured signal depends on the laser intensity and the electron
density along the viewing axis, $y$:

$$S \propto \int I(y)n_e(y)dy. \quad (4.6)$$

For a weak intensity, when the electron density is not too perturbed, this measurement gives an indication of the laser intensity. However in the nonlinear case, the electron density is strongly perturbed by the laser field, and it is more difficult to extract information about either the intensity or the electron density [97]. Figure 4.11 (a) shows a typical image recorded using this type of diagnostic technique during the experiment reported in Paper V. As the laser pulse becomes self-focused, a strong signal can be observed at the beginning of the channel, according to Eq. 4.6. The signal then decreases, despite the fact that the laser intensity remains the same. This is due to cavitation, i.e. electrons are forced away from the region of high intensity by the ponderomotive force of the laser and there is much less scattering, as the electron density is decreased.

While most of the channels are single and straight, split or kinked channels can be observed from time to time. For example, Fig. 4.11 (b) displays the so-called hosing modulation of the plasma channel, i.e. a transverse oscillation of the pulse during its propagation through the plasma. This was observed while modifying the spatial profile of the laser to produce asymmetric focal spots, as will be discussed below in Section 5.2.1, and also reported in Ref. [98].

**Transmitted light**

As seen in Section 2.8, a laser pulse undergoes many changes during its propagation in the plasma, such as focusing, compression and frequency shifts. It is, therefore, very interesting to collect the laser light after the interaction in order to analyse it and extract information about the interaction. In the experiments reported in Papers II, III and VI, wedges were inserted after the gas medium in order to attenuate the beam, which is then made parallel by
4.3 X-ray detection

As discussed in Chapter 3, x-rays can also be produced during the laser plasma interaction. Their investigation is important in order to determine the characteristics of this new x-ray source. It also provides great insight into the interaction itself. The detection and characterisation of these x-ray pulses is a challenge for many reasons. The source is not reproducible, therefore the detection method should work on a single-shot basis in order to extract meaningful information. Thus, some x-ray detectors used, e.g., in nuclear physics, are not suitable, as they are designed for long-term acquisition with low photon rates. In the present case, a high photon flux is delivered in a very short time. The electron beam is deflected by a dipole magnet (see Section 4.2.2), and the laser light is blocked by a metallic filter to avoid the detector from being saturated by infrared photons. Other x-ray photons, such as Bremsstrahlung should also be taken into account.

A convenient way to detect these x-rays is to use an x-ray CCD camera. Such devices can detect well into the hard x-ray region (see Fig. 4.12). It can simply be inserted into the beam to investigate the spatial features of the beam. However, as the sensitivity of the camera depends strongly on the energy of the photons, spectral information must also be obtained in order not to misinterpret the images. Obtaining a higher signal in the camera may mean either more photons or photons of different energy. The sensitivity of the camera can be extended towards harder x-rays by using a chip with a deeper depletion region, i.e. a thicker sensitive silicon layer. During my PhD studies, two methods, described in more detail below, were investigated in order to study passing it through a lens. The beam is sent outside the vacuum chamber, and focused by a second lens onto the different optical diagnostic equipments. Having a parallel beam after the lens is advantageous as the distance between the two lenses can be chosen arbitrarily and the beam experiences minimum aberration while passing through the chamber window.

By varying the position of the lenses it is possible to image any plane along the interaction. The exit of the beam from the gas medium is usually imaged with a magnification of 1. A CCD camera equipped with a microscope objective is used to obtain spatial information. Part of the light can also be sent to a spectrometer, where frequency shifts can be detected. This was the main diagnostic technique used in the experiments reported in Papers II and III. A photo-diode can also be used to measure the total transmission of the laser pulse through the plasma. This experimental arrangement was, for example, used in the experiment discussed in Paper VI and is shown in Fig. 5.11.

4.3 X-ray detection

As discussed in Chapter 3, x-rays can also be produced during the laser plasma interaction. Their investigation is important in order to determine the characteristics of this new x-ray source. It also provides great insight into the interaction itself. The detection and characterisation of these x-ray pulses is a challenge for many reasons. The source is not reproducible, therefore the detection method should work on a single-shot basis in order to extract meaningful information. Thus, some x-ray detectors used, e.g., in nuclear physics, are not suitable, as they are designed for long-term acquisition with low photon rates. In the present case, a high photon flux is delivered in a very short time. The electron beam is deflected by a dipole magnet (see Section 4.2.2), and the laser light is blocked by a metallic filter to avoid the detector from being saturated by infrared photons. Other x-ray photons, such as Bremsstrahlung should also be taken into account.

A convenient way to detect these x-rays is to use an x-ray CCD camera. Such devices can detect well into the hard x-ray region (see Fig. 4.12). It can simply be inserted into the beam to investigate the spatial features of the beam. However, as the sensitivity of the camera depends strongly on the energy of the photons, spectral information must also be obtained in order not to misinterpret the images. Obtaining a higher signal in the camera may mean either more photons or photons of different energy. The sensitivity of the camera can be extended towards harder x-rays by using a chip with a deeper depletion region, i.e. a thicker sensitive silicon layer. During my PhD studies, two methods, described in more detail below, were investigated in order to study
the spectral content of the source: placing a matrix of metallic filters in front of the CCD chip, and using the CCD in direct detection mode. Bragg diffraction from a crystal can also be used [73], but this gives information only in one narrow spectral range, and many shots are necessary to acquire a full spectrum in a range limited to about 1–3 keV.

It is also crucial to ensure that the measured signal is indeed coming from the plasma wiggler. For example, when the electron beam is dumped, or hits a metallic object, such as the magnet, it produces a large amount of Bremsstrahlung which may be detected by the camera. By placing an object (for example thin wires) between the source and the detector, it is possible to discriminate between the different sources of radiation, as the shadow of the wires will only be visible if the source is in the line of view between the wires and the camera. In addition, the source is smaller than the smallest visible wire diameter. In the case of Bremsstrahlung created by electrons hitting objects in the chamber, the emission is isotropic and the source large. The wires would therefore not be visible. Figure 4.13 was acquired during the experiment reported in Paper V. The shadow of the wires is clearly visible, showing that the source size is smaller than 50 µm, confirming that we are indeed detecting x-rays produced by the plasma wiggler.

### 4.3.1 Filter arrays

Information on the x-ray spectrum can be obtained using Ross filters, i.e. an array of different filters [99–101]. Assuming a synchrotron-like spectral distribution, described by Eq. 3.19, the only free parameter is the critical energy, $E_c$. It is then possible to calculate the transmission through each filter as function of $E_c$. As can be seen in Fig. 4.14, the transmission of x-rays though different materials depends strongly on the photon energy. This is therefore an energy-sensitive method. Using a least-squares method, it is then possible to determine the energy that best fits the experimental data [74, 75].

This method is illustrated in Fig. 4.15, with an experimental image from Paper V. The signal shown is the average of the different filters (labelled 1-6). The background is obtained by blocking part of the CCD with a thick sheet of metal (labelled 7). This signal is normalized and compared with the signal from synchrotron spectra of different critical energies, as shown in Fig. 4.15 (b). In this case, the best fit is obtained for $E_c = 1.4$ keV. In (c), the difference between the measured signal, $s_m$, and the fitted signal, $s_f$, is shown, where $\chi^2 = \sum (s_m - s_f)^2$ is plotted as a function of the critical energy. A clear minimum can be observed at $E_c = 1.4$ keV.
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Figure 4.15. The x-ray CCD chip is covered with different metallic filters, labelled 1-6 in (a). The background is recorded behind a thick Cu filter (7). The signal behind each filter (open circles) is compared with synchrotron spectra of different critical energies, as shown in (b). For a given critical energy, a clear minimum is observed for $\chi^2$ in (c). This is the best fit to the synchrotron spectrum.

The advantages of this method are that it allows single-shot measurements and also provides spatial information, as seen in Fig. 4.13. It is also quite insensitive to noise, as the background can be easily subtracted. The number of filters should be sufficient to avoid misinterpretation of the results, due to noise or other sources of radiation. However, the resolution of this method is limited as it relies on assuming the expected shape of the spectrum. If the x-ray beam had special spectral features, one would simply observe a poor fit of the filter transmission.

4.3.2 Single-hit counting

An x-ray CCD camera can also be used in direct detection mode. When a single x-ray photon hits a pixel of the x-ray CCD, a number of electrons is released, proportional to the energy of the photon. A CCD chip provides a large number of detectors, as each pixel acts as an independent detector, and a complete histogram of the spectrum can be obtained from a single x-ray pulse. This method offers better spectral resolution than the filter arrays, but provides no spatial information, and is quite sensitive to noise, e.g. Bremsstrahlung. The theoretical and experimental aspects of this method are described in detail in Ref. [102, 103]. It has been used previously to characterise repetitive x-ray sources [104, 105], where accumulation over many shots is possible. In this case, there is only one source of x-rays and the investigation is therefore much easier as there is no need to identify the origin of the x-rays. This method has recently also been applied to plasma wiggler x-rays, both by accumulating several shots [106] and in single-shot mode [80]. It was confirmed that the x-ray spectrum was indeed synchrotron-like opening the way for more detailed investigations of the x-ray spectral distribution in the
future. During my thesis work, a preliminary investigation of the method was carried out, and the results will be discussed below, together with an experimental example.

In order for this method to work, the beam intensity must be low enough to ensure that no more than one photon hits each pixel, to avoid pile-up. If the photon density is too high, it would be impossible to distinguish whether a single photon with high energy had hit the pixel or two photons with half the energy. A photon may also hit the boundary between several pixels, or a photon hitting a single pixel, might generate an electron cloud spreading over more than one pixel. These events are called multi-pixel events. To ensure that all the energy has been deposited in a single pixel, only single-pixel events are considered in the analysis. Only in the case of very low photon density can multi-pixel events be taken into account, as the probability of two photons or more hitting neighbouring pixels would be very low.

As no spatial information is available, it is difficult to determine whether the measured photons are x-rays originating from the plasma wiggler, or from another source, for example Bremsstrahlung. γ-rays and x-rays with a broad energy distribution are produced when energetic electrons hit a material, for example, the magnet. While any spectral structure in the beam varies from shot to shot, well-defined fluorescence lines of different materials observed at well defined energies, are an indication of the presence of a strong Bremsstrahlung background [106]. However, the main part of the Bremsstrahlung has a thermal distribution, with photons extending into the MeV range, which pass through the CCD chip without being stopped, but still giving rise to a signal in the pixel. It is then impossible to differentiate a low-energy photon that is completely stopped from a high-energy photon passing through the chip. This introduces an error in the measurement. It is, however, possible to estimate the amount of Bremsstrahlung by placing a thick sheet of metal in front of part of the chip, as this will block all the plasma wiggler x-rays but not the Bremsstrahlung. If the proportion of Bremsstrahlung is too high, the measurements will not be reliable. The amount of Bremsstrahlung reaching the camera can be reduced by using lead pinholes and shielding around the camera. Placing the camera far away from the source (a few metres) also helps. It is thus possible to obtain a sufficiently low density of photons impinging on the chip to achieve enough single-pixel events, and reduce the contribution from Bremsstrahlung due to their isotropic emission.

The method is illustrated in Fig. 4.16 by experimental data obtained in connection with the experiment presented in Paper VI. It was acquired with the camera described in Ref. [103]. The CCD chip consists of 512 × 512 pixels, each with a size of 24.8 × 24.8 µm. The gain setting used corresponded to 20.2 eV of x-ray energy per analogue-to-digital converter (ADC) unit, cali-
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Figure 4.16. Illustration of the use of an x-ray CCD camera in direct detection mode together with an example of an experimental shot. By zooming in (b) on part of the raw image shown in (a), it is possible to discriminate between the different events. In (c), the blue curve shows the x-ray spectrum obtained from the raw image. It can be fitted with a synchrotron spectrum (solid black line). The dotted line shows the absorption correction ($\times 10$) applied to compensate for the filter absorption and the quantum efficiency of the camera.

brated using the emission lines from an $^{55}$Fe source. Deconvolution from the calibration data gives a resolution of $210 \pm 1$ eV, which corresponds to about 10 ADC units. The resolution of the measurement is therefore not limited by the resolution of the analogue-to-digital converter, but by the statistical nature of the electron avalanche, which gives an uncertainty in the relation between the number of counts and the photon energy. The camera was placed behind a $300 \mu$m thick Be window at a distance of 2.5 m from the laser focus. Taking the transmission curve of Be and the sensitivity of the chip into account, the statistics were sufficient above 3 keV. The camera was placed on-axis and the collection angle of the chip corresponded to $5 \times 5$ mrad$^2$.

In Fig. 4.16 (a), a raw experimental image, recorded with the camera, is shown. The different events are sorted during the analysis of the image, as can be seen in the enlargement in (b). Finally, a histogram is created, (c). The blue curve shows the result obtained when only the single-pixel events are considered. A moving average filter over 15 ADC units is applied to the data, without losing too much resolution (the resolution of the measurement corresponds to 10 ADC units). The corresponding histogram taking into account the multi-pixel events is shown in red. As discussed above, the single-pixel events give the most reliable information about the x-ray spectrum. In this case, a synchrotron spectrum with $E_c = 2.8$ keV gives the best fit to the data. It can be seen that single-pixel events above 8 keV are lacking, leading to a poor histogram for high-energy photons. In order to avoid pile-up, at most $\sim 10\%$ of the pixels should be irradiated. In this particular experimental shot, the x-ray flux was slightly too high, as 20% of
Table 4.4. Attenuation factors (minimal value) in [m$^{-1}$] of different materials of density $\rho$ in [g cm$^{-3}$] for Bremsstrahlung (B), low-energy neutrons (LEN), medium-energy neutrons (MEN) and high-energy neutrons (HEN).

<table>
<thead>
<tr>
<th>Material</th>
<th>$\rho$</th>
<th>B</th>
<th>LEN</th>
<th>MEN</th>
<th>HEN</th>
</tr>
</thead>
<tbody>
<tr>
<td>Concrete</td>
<td>2.3</td>
<td>5.5</td>
<td>5.9</td>
<td>2.6</td>
<td>2.2</td>
</tr>
<tr>
<td>Lead</td>
<td>11.3</td>
<td>47</td>
<td>4</td>
<td>5.7</td>
<td>5.7</td>
</tr>
<tr>
<td>Steel</td>
<td>7.9</td>
<td>23</td>
<td>5.2</td>
<td>5.4</td>
<td>5.4</td>
</tr>
<tr>
<td>Plastic</td>
<td>1</td>
<td>2</td>
<td>9.6</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Earth</td>
<td>1.6</td>
<td>2.3</td>
<td>4.9</td>
<td>3.1</td>
<td>1.8</td>
</tr>
</tbody>
</table>

the pixels were irradiated. This can also be seen from the ratio between multi- and single-pixel events, which is also rather high. The bottom part of the image in Fig. 4.16 (a) was blocked by a thick copper filter to estimate the amount of Bremsstrahlung. For this shot, the amount of Bremsstrahlung corresponded to 2% of the total amount of x-rays. The uncertainty in the measurement due to this source of noise is therefore low.

4.4 Radiation safety

As at any particle accelerator, radiation safety is an important issue for laser plasma accelerators. For the size and repetition rate of most of the high-power lasers (such as the multi-TW laser of the Lund Laser Centre), radiation protection is not a limiting factor yet. This is partly due to the limited repetition rate used in the experiments. It is important to estimate the amount of radiation produced in order to assess the risk associated with increasing particle energy or repetition rate. The discussion of radiation protection below is very brief, and is based on Ref. [107]. More detailed simulations can be done with Monte Carlo methods, using, for example, the code GEANT [108].

When a beam of high-energy electrons hits a material, it starts an electromagnetic shower. After travelling an average of one radiation length, an electron emits a photon due to Bremsstrahlung. The electron and the newly created photon share the energy approximately equally. The emitted photon also travels approximately one radiation length and produces an electron-positron pair. Meanwhile, the electron has emitted one more photon. For each radiation length, the number of particles doubles and the energy per particle is halved. At some point, the electrons have lost most of their energy, the shower decreases and eventually stops. Due to the presence of high-energy photons in the electromagnetic shower, neutrons are also produced by photonuclear
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Figure 4.17. Radiation emitted by a 200 MeV electron beam of 100 pC. The beam is hitting the wall in the direction indicated by the arrow.

reactions, with the giant photonuclear resonance being the dominant source.

In order to protect users from this radiation, radiation shielding is used. The attenuation coefficients for different materials depends on the energy of the radiation. The minimal values of the attenuation coefficients are used here and are given in Table 4.4. Shielding from Bremsstrahlung requires heavy elements such as lead or concrete. To shield against neutrons, hydrogen-rich materials, such as water or plastic, are more suitable, as neutrons can transfer a large amount of their energy through collisions, as the mass of the hydrogen nucleus is close to the neutron mass.

The so-called effective dose equivalent rate $H(r, \theta)$ gives the dose in mSv at a distance $r$ from a point of loss $S$ (a beam dump, for example) behind a shield of thickness $t_k$ and is calculated using the expression [107]:

$$H(r, \theta) = \frac{S}{r^2} \sum_j P_j(\theta) \prod_k e^{-t_k \lambda_{kj}}, \quad (4.7)$$

$\theta$ being the angle relative to the direction of the beam. The index $j$ identifies the type of radiation (Bremsstrahlung, low-energy neutrons, medium-energy neutrons and high-energy neutrons), and the index $k$ the different types of shielding materials. $\lambda_{kj}$ represents the different attenuation factors given in Table 4.4. $P_j(\theta)$ is the source production term. Its angular distribution and strength differ for each type of radiation. $S = E_e N_e$ gives the energy contained in the beam, where $E_e$ is the electron energy and $N_e$ the number of electrons (per shot, or per second, depending on whether we want to calculate the dose per shot or the average dose).

We will now study the particular case of our experimental lab, whose layout is shown in Fig. 4.17. The round experimental chamber, made of aluminium, is located in the centre of the room. The electrons are accelerated from the centre of the vacuum chamber towards one of the lab walls. Electrons with energies below about 25 MeV will be stopped in the chamber wall ($\sim 4.7$ cm). As the lab is located underground, more energetic electrons will be stopped in the wall and the soil behind it, which act as a beam dump. The thick concrete walls and ceiling of the room protect the people working next to and above the lab from radiation. Finally, a 5 cm thick lead wall is located behind the vacuum chamber, behind which the experimentalists sit while running experiments. In the direction of the beam, the dose is massive, while in the backwards direction, it is much smaller. As a example, the radiation emitted from a beam of 200 MeV electrons and a charge of 100 pC was calculated using Eq. 4.7 and is shown in Fig. 4.17. The calculated dose is very small. Behind the lead wall (at the position indicated by the star), the dose per shot is 0.8 nSv. Note...
that without the lead wall, the dose would be 1.7 nSv/shot. On a very good experimental day, 300 shots are made (even though most of them have a charge below 100 pC). If we further estimate 200 days of operation per year, we obtain a dose of 0.048 mSv, which is not significant compared to the natural background radiation. The limit for workers at synchrotron facilities, for example, is typically about 5 mSv/year. It should be noted, however, that if the number of shots or the electron energy increases, the radiation levels will increase. Finally, it is most important to know where the beam goes, as the level of radiation is very high in the direction of the beam.

In the case of proton and ion acceleration, Bremsstrahlung is a negligible effect, and the emitted radiation is small. However, activation in the stopping material is possible. For this reason, the chamber is made of aluminium, where activation is not as important as in steel. In our experiments, the maximum proton energy is about 10 MeV and activation is not an issue.
Chapter 5

Experimental results

This chapter presents a summary of the experimental results obtained during the work leading to this thesis. A brief description of each experiment is given together with the most important results. Links to the rest of the thesis are also provided. Most of these results are also presented in Papers II to VI.

5.1 Laser plasma interaction in dielectric capillary tubes

In many experiments in underdense plasmas a gas jet is used as a gas medium. In this work, however, dielectric capillary tubes (presented in Section 4.2.1) were investigated as a novel, long plasma target (Papers II to IV). In this section, two different uses of dielectric capillary tubes are presented: linear plasma wave generation in the monomode regime, and the production of electron and x-ray beams in such targets in the nonlinear regime.

5.1.1 Linear plasma waves in capillary tubes

In the experiments reported in Papers II and III, linear plasma waves were generated over long distances using dielectric capillary tubes. Guiding of high-power shots was achieved up to 8 cm, and characterised as a function of electron density, pulse energy and capillary length. Characterisation was performed by analysing the frequency changes experienced by the laser pulse while driving the wave, as described in Section 2.8.3. The longitudinal electric fields in the wave could then be inferred.

The laser pulse was focused by an f/30 spherical mirror inside glass capillary tubes of inner radius 50 µm and lengths varying from 12 to 81 mm. Gas flowed into the tube through two thin slits located close to each end. A filling pressure of 25 mbar corresponded to an electron density of \( \sim 1.2 \times 10^{18} \text{ cm}^{-3} \). The peak
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Figure 5.1. Energy spatial distribution at the exit of a 71 mm long capillary tube with a diameter of 100 µm as a function of the filling pressure of H₂.

Laser intensity was $3 \times 10^{17}$ W cm$^{-2}$ ($a_0 = 0.37$) and the pulse duration 45 fs. The light was collected after the interaction by two wedges and a collimating lens, and sent outside the chamber to reduce the laser intensity by several orders of magnitude. Nonlinear effects while passing through the chamber window were therefore avoided. The light was then sent to a spectrometer and a CCD camera equipped with an objective in order to record and analyse the spectral content of the laser pulse and its exit mode after interaction inside the capillary tube.

Guiding

As discussed in Section 4.2.1, monomode guiding allows the pulse to propagate in the capillary without too much loss over long distances. It is also important to operate in the monomode regime in order to ensure a homogeneous laser mode inside the capillary tube and to drive the plasma waves efficiently. To achieve monomode guiding the correct capillary diameter for the focal spot size must be chosen. In this case, $\alpha = R_{\text{cap}}/r_0 = 1.25$, which is between the optimum value for monomode coupling of an Airy pattern ($\alpha = 1$) and a gaussian beam ($\alpha = 1.55$). Figure 5.1 shows the laser mode at the exit of the tube for different electron densities. It was found that the laser pulse was guided well, even for high electron densities. The exit mode was homogeneous and close to the monomode guiding regime. At high density the transmission decreases as high-amplitude plasma waves are driven, and more energy is lost to the wave.

Characterisation of linear plasma waves

In order to characterise the plasma waves, the spectrum of the transmitted laser light was analysed. As shown in Section 2.8.3, the modulation of the electron density due to the plasma waves modifies the frequency of the driving laser pulse. As the frequency
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Figure 5.2. Montage of the transmitted spectra with increasing pressure. A blue shift is observed mainly due to ionisation, while the red shift becomes dominant at higher pressures due to the plasma wave.

Figure 5.2. Montage of the transmitted spectra with increasing pressure. A blue shift is observed mainly due to ionisation, while the red shift becomes dominant at higher pressures due to the plasma wave.

The shift depends on the length of the capillary and the amplitude of the plasma wave, it was used to determine the amplitude of the plasma wave. Figure 5.2 shows raw experimental spectra at different filling pressures. It can be seen that the spectrum is broadened by the interaction. At low pressures, there is mainly a shift towards shorter wavelengths due to ionisation. At higher pressures, a red shift is observed, which is a signature of high-amplitude plasma waves.

Paper III and Ref. [109] give detailed analytical and numerical solutions of the plasma wave generation in the case of capillary tubes. These were compared with the experimental results. For example, Fig. 5.3 (a) shows the experimental (black curve) and simulated (grey curve) wavelength shift as a function of pressure. The dashed curve corresponds to the analytical solution in the linear regime, and gives a resonance curve similar to Eq. 2.32. While at low electron densities all the curves agree well, a discrepancy can be seen at high densities. At higher pressure the wave starts to become nonlinear, thus producing more frequency shift. The difference between the simulated and experimental data points at high pressure in Fig. 5.3 (a) is due to the fact that in the experiment, the focal spot was slightly asymmetric, while it was assumed to be symmetric in the simulations (therefore driving a higher-amplitude plasma wave). The simulations also provided an estimate of the electric fields inside the tubes by matching the wavelength shift with the maximum and average electric fields inside the tube, as shown in Fig. 5.3 (b).

When plotted as a function of length at a fixed pressure, the shift increases in longer capillaries. This does not mean that the
amplitude of the plasma wave necessarily varies, but only that the wave is driven over a longer distance and the accumulated frequency shift therefore increases. More features of the spectrum, and its dependence on other parameters, such as energy, are discussed in detail in Paper III. The shape of the spectrum after the interaction was also simulated and agreed well with the experimental spectra. Good agreement between the simulation and the experiment shows that the process is well-understood. The longitudinal accelerating field was in the range of 1–10 GV/m and the average product of gradient and length achieved in this experiment was of the order of 0.4 GV at a filling pressure of 50 mbar for an 8 cm long capillary.

**Outlook**

The requirements of good pointing and symmetric focal spot make the use of dielectric capillary tubes very challenging. However, both are desirable for wakefield experiments. In particular, it has been observed that the focal spot quality is crucial for good acceleration in discharge capillaries [110] and Paper VI shows the importance of having a focal spot as close as possible to diffraction limit. The advantage of this method is being able to operate at an arbitrary low density, i.e. a long dephasing length, and therefore potentially being able to reach very high electron energies. The product of the electric field gradient and length could be increased by extending the length and diameter of the capillary tube with higher laser energy.

The next step is to inject electrons into this structure in order to accelerate them. Several schemes are possible, as mentioned in Section 2.7.2. A promising alternative would be to place a gas jet very close to the capillary tube. A first laser pulse would create low-energy electrons that could be directly injected into the long capillary tube, where a linear plasma wave is driven by a second laser pulse.

### 5.1.2 Electrons and x-rays from capillary tubes

As discussed above, capillary tubes can sustain linear plasma waves over long distances. They can also be used as long gas targets for the acceleration of self-injected electrons. In the experiment discussed in Paper IV, electrons were observed at relatively low laser intensities. Using large-diameter capillary tubes and multi-mode guiding, it was possible to trap and accelerate electrons at initial intensities as low as $5 \times 10^{17}$ W/cm$^2$ ($q_0 = 0.5$). The peak power in this experiment was 17.5 TW, which is above the theoretical critical power for self-focusing $P_c = 9.6$ TW (see Section 2.8.2), for the lowest density at which electrons were observed ($n_e = 3 \times 10^{18}$ cm$^{-3}$). Self-focusing could therefore play
a major role by increasing the intensity of the laser pulse as it propagates in the gas medium, making the trapping of electrons possible. The capillary tube helped to keep the beam self-focused over a long distance by also collecting and guiding energy outside the main peak in the focal plane.

Electrons have previously been accelerated in plasma discharge channels with external guiding to help maintain the laser pulse self-focus for a longer time, allowing the electrons to be accelerated to very high energies [12, 91, 92]. Dielectric capillaries are, however, different as the transverse density profile is homogeneous and a preformed plasma channel is not required.

Although the laser beam was focused by the same focusing optics as in the experiment presented in the previous section, different glass capillary tubes were used. They had diameters of 150 to 250 µm and lengths of 6 to 20 mm, compared to 100 µm diameter and 12 to 80 mm length, in Section 5.1.1. Hydrogen gas was pulsed inside the tube through two 300 µm slits. A Lanex screen and a CCD camera with an objective were used to detect the electrons, which could be deflected by a dipole magnet, similarly to the experimental set-up shown in Fig. 4.8. Electron beams were observed over a large range of plasma densities. However, there was a clear optimum for the total charge above 40 MeV as a function of electron density. The position of this optimum depended on the capillary diameter and the laser intensity. In this experiment, a region between the blow-out and the linear regime was investigated, and the threshold for electron self-injection in long plasmas was studied. Compared with the experiments using gas jets and the same laser system, e.g. those reported in Papers V and VI, a larger focal spot and a lower initial intensity were used. Trapping and acceleration of the electrons were still possible due to pulse evolution, while in a short gas medium this might not have been possible, as the pulse could not evolve sufficiently.

Simulations of the interaction using a 3D PIC code [111, 112] show that $a_0$ increases slowly as the pulse propagates inside the tube. Trapping occurs after several millimetres, and in some cases multiple injection points are observed in the simulation. As in the experiment, it was found that the electron beam properties depend strongly on both the electron density and the capillary parameters.

**X-rays**

X-rays were also detected, providing more insight into the interaction. An x-ray camera with an array of metallic filters was placed on the optical axis in order to obtain information about the spatial profile of the x-ray radiation and its spectral content, using the method described in Section 4.3.1. The critical energy of the x-rays was typically 1.3 keV and the number of x-ray photons
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~ $5 \times 10^4$ photons/mrad$^2$/shot. A typical x-ray far-field profile is shown in Fig. 5.4 (a), where the shadow of the edge of the capillary tube, which blocks part of the beam, can be seen. The shape of this edge was used to determine the position of the source inside the tube. Using ray tracing, the profile of the image could be traced back to different sources longitudinally in the tube, making it possible to estimate the beginning and the end of the x-ray emission, as illustrated in Fig. 5.4 (b) and (c). The x-ray emission in the tube was modelled with $z = 0$ corresponding to the beginning of the tube (b). The corresponding radial profile on the detector was simulated and is shown in (c). The black curve corresponds to off/on emission, while the grey curve corresponds to an electron following the orbit shown in Fig 2.9 (b) for $a_0 = 1$, which may be closer to reality. The dashed grey line in (c) shows the experimental radial profile of the image shown in (a). At some point, the signal falls below the noise level preventing the complete characterisation of the x-ray emission. This can be seen in (c), where the end of the simulated grey line would be in the noise.

In this calculation, the transverse source size was neglected. The shaded areas in Fig. 5.4 (b) correspond to the error introduced by this assumption for a transverse source size of 3 $\mu$m, which is similar to the source size deduced in Paper V and Refs. [70, 75, 76]. If the images were of better quality it would have been possible to map the x-ray emission inside the tube, as has been done previously [113]. The slope of the profile recorded by the detector is related to the amount of radiation emitted in the tube through the relation: $dI(z)/dz = -(\partial S/\partial r) r^2/(R_{cap} L)$, where $S$ is the signal recorded on the x-ray camera and $L$ the distance between the capillary output and the camera.

Spatial features were also observed which may be due to x-ray emission corresponding to particular electron trajectories, as discussed in Section 3.3.1. The spiral-like feature in Fig. 5.4 (a) could correspond to a particle being accelerated, as mentioned in Ref. [79]. As discussed in Section 3.4, the oscillation amplitude then decreases due to the increase in relativistic mass, and this feature could correspond to electrons being rapidly accelerated or decelerated. However, the feature in Fig. 5.4 would correspond to a very small injection radius, corresponding to the undulator regime. The radiation profile would then consist of a coherent superposition of the emission from different parts of the trajectory. The shape and strength of the feature would depend on the photon energy, and the spatial feature might be washed out when integrating over all photon energies.
5.2 Influence of the quality of the focal spot

In many experiments, a flat laser wavefront, i.e., a diffraction-limited focal spot, is required. For example, for the experiments discussed in Papers II to IV, a symmetric focal spot was crucial to achieve good coupling into the capillary tubes. However, it is not always possible to obtain a perfect focal spot, and it is therefore interesting to investigate how the quality of the focal spot influences the acceleration process, as reported in Papers V and VI. It is also of interest to study how specially shaped focal spots can actually improve some parameters of the interaction, as described in Paper V. Note that, in contrast to the previous sections, gas jets were used and not dielectric capillary tubes.

The implementation of the deformable mirror in the laser system, described in Section 4.1.2, provided many possibilities for interesting experiments. Different amounts of aberration could be added to the wavefront in a controlled way in order to shape the focal spot.

5.2.1 Asymmetric focal spot

In the experiment presented in Paper V, an asymmetric focal spot was created by introducing different amounts of coma aberration in a controlled way. Figure 5.5 shows a horizontal profile of the focal spot (coma was introduced in the horizontal direction), and it can be seen that the waist for $x < 0$ remains the same as with the flat wavefront, while for $x > 0$ it has changed, thus an asymmetric focal spot has been produced.

After the deformable mirror, the laser beam was focused by an f/9 off-axis parabolic mirror onto a supersonic gas jet, as illustrated in Fig. 5.6. The x-rays were detected using the filter method described in Section 4.3.1. When detecting the x-rays, a dipole magnet was placed in the beam to deflect the electrons away from the detector. The Lanex screen was placed below the optical axis in order to allow the x-rays to reach the x-ray camera. Finally, the plasma channel was imaged from above and from the side through Thomson scattering, as discussed in Section 4.2.3.

As the amount of coma aberration was increased, the size of the electron beam profile observed on the Lanex screen increased. Oscillations in the electron spectra were also observed. Such oscillations have been first reported in Ref. [114], but in the present work they could be produced in a controlled way by adding coma aberration, which was not the case previously. Fig. 5.7 shows typical electron spectra for different amounts of coma aberration at an electron density $n_e = 1.5 \times 10^{19} \text{ cm}^{-3}$. In (a), the spectrum is straight, while in (b) some oscillations start to become visible. In (c) and (d), many different types and planes of oscillations of the electrons produce an electron spectrum with distinct spatial
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Figure 5.7. Raw data from the electron spectrometer for different amounts of rms amplitude of the coma aberration: 0 in (a), 0.06 µm in (b), 0.1 µm in (c) and 0.14 µm in (d). Energy dependent divergence is observed due the oscillation trajectories in the plasma.

features. The exit angle of the electrons from the plasma is energy dependent, due to the off-axis injection discussed in Section 3.2. In broad electron spectra, electrons with different energies have experienced different accelerating gradients (as they were injected at different phases of the plasma wave), and therefore exit the plasma at different phases of their transverse oscillation orbit, as the acceleration modifies the trajectory of the electrons (see Section 3.4). Although the shape of the electron spectrum varied considerably, the mean electron energy remained constant for different amounts of coma aberration. At high amounts of coma aberration, no beam was observed, as the peak intensity was too low for self-injection to occur.

From the electron data, it seems that asymmetric focal spots promote off-axis injection of electrons into the bubble structure. The quality of the electron beam therefore deteriorates as the size of the source and the transverse emittance increase. However, this is of interest for the production of x-rays, as will be discussed in the following section.

Using an asymmetric focal spot has other effects on the electron beam, such as inducing hosing of the plasma channel [98]. An example of such hosing obtained during this experiment can be seen in Fig. 4.11 (b). This effect is well-known theoretically [115–117]. As shown in Section 2.8, density perturbations and the ponderomotive potential of the laser can affect laser propagation in the plasma. Asymmetric pulses produce asymmetric plasma waves, steering the beam away from the optical axis, while the contribution from the ponderomotive potential tends to bring it back towards the centre. The wavelength of the hosing is of the order of \(\sim 100 \, \mu\text{m}\) and depends on the electron density. It might be possible to control this hosing by carefully shaping the laser spot profile and possibly enhancing the x-ray emission. Unfortunately,
the magnification of the imaging system was not sufficiently high to study this effect quantitatively. Asymmetric laser focal spots could also affect the pointing of the electron beam. It was shown in Ref. [118], that the electron beam can be steered by introducing spatial chirp into the laser beam. One could expect that the same might happen for small amounts of coma aberration.

**Increasing the critical energy of the x-ray spectrum.**

In a plasma wiggler, the spectral distribution of the x-rays is described by the critical energy (Eq. 3.18). In order to obtain harder x-rays, either the electron energy must be increased and/or the oscillation amplitude, \( r_\beta \). As it is not trivial to increase the electron energy without increasing the laser energy, Paper V presents a simple way of increasing \( r_\beta \). As seen previously, when the focal spot was made asymmetric, the electron beam divergence increased, which indicates that off-axis injection was promoted and the oscillation amplitude of the electron in the plasma wiggler increased. The x-ray spectrum was analysed using filter arrays, as described in Section 4.3.1. It was found that the photon distribution was indeed shifted towards higher energies with increasing amount of coma aberration. Experimentally, the critical energy of the x-rays and the electron spectrum were measured simultaneously. It was then possible to calculate \( r_\beta \), as \( E_c = \frac{3}{4} \hbar \gamma^2 \omega_p^2 r_\beta / c \). It was found that \( r_\beta \) increased from 1 to 3 \( \mu m \), which should be compared with the radius of the wakefield, which at the electron density used \( (n_e = 1.5 \times 10^{19} \text{ cm}^{-3}) \) gives approximately \( \lambda_p/2 = 4.5 \mu m \). Almost the entire bubble width is therefore utilised as a wiggler. By simply introducing asymmetry into the beam, it was thus possible to tune the wiggler parameter from \( K = 5 \) to \( K = 17 \), as shown in Fig. 5.8. In order to make this estimate, \( \langle \gamma \rangle \) was used to characterise the electron energy. As shown in Section 3.5, the fact that a distribution of electrons was measured influences the analysis, but as the mean energy of the electrons remains roughly constant, it could be concluded that only \( r_\beta \) varies.

As the asymmetry was in one particular direction, one might also expect the electron trajectories to be promoted in a particular plane. This might in turn produce x-rays with some polarisation along the oscillation plane [119]. As it is easy to introduce asymmetry in any direction, it would be possible to produce an x-ray source with tunable polarisation. This would be of great interest as many applications require polarised x-rays. Further studies are clearly warranted.
5.2.2 Varying the fraction of energy inside the central part of the focal spot

By varying the quality of the focal spot in a controlled way, it was possible to study how the energy in the pulse is used in the interaction. It was found that only the energy within the FWHM drives the wakefield, and that a focal spot of poor quality is equivalent to a lower laser energy, which was also used to determine the threshold for self-injection (see Section 5.3 and Paper VI). By adding spherical aberration to the wavefront, the fraction of energy inside the FWHM, $\alpha$, could be tuned without modifying the total laser energy or the size of the beam, as illustrated in Fig. 5.9. The radial profiles of the different focal spots used in this experiment are shown in Fig. 5.10.

The experimental set-up is shown schematically in Fig. 5.11. The beam was focused by an f/9 off-axis parabolic mirror onto a gas jet. The light after the interaction was collected by a wedge and sent through an imaging system outside the vacuum chamber, as described in Section 4.2.3. A spectrometer was used to analyse the transmitted spectrum, and the exit mode was imaged by a CCD camera. A Lanex screen was placed behind the wedge and imaged by a CCD camera equipped with an objective. Only the low-energy electrons were stopped by the wedge, and most of the electrons could be detected while simultaneously collecting the transmitted light.

Figure 5.12 shows the electron beam charge as a function of electron density for different values of $\alpha$, while the total energy in the pulse is kept constant. It is clear that for decreasing $\alpha$ the self-injection threshold shifts to higher plasma densities. As will be discussed in Section 5.3, this is equivalent to decreasing the pulse energy, as $\alpha E$ defines the energy used to drive the plasma wave and self-inject electrons. When large amounts of spherical aberration were added to the wavefront, the electron beam charge did not reach the level corresponding to no aberration (for the density range investigated in this study).

**Influence on the transmitted light**

Optical diagnostics techniques have also been used to gain more insight into the interaction. These data were acquired simultaneously with the data presented in Paper VI, and the preliminary analysis is presented here. As for the electron beam data discussed above, the importance of the quality of the focal spot is clear. This confirms that the energy in the wings might not contribute to the production of the wakefield, and it is therefore crucial to have the maximum energy within the FWHM.

In the case of a gaussian beam, the whole beam experiences self-focusing. However, in the present experiments the beam was
rarely gaussian, and one might expect that only the central part of the beam, i.e. the most intense part, was self-focused, while the wings were not. When the amount of spherical aberration was increased, more energy was transferred to the wings of the beam, as can be seen in Fig. 5.10. By studying the beam as it exits the plasma, it was possible to see how the different parts of the beam were affected by the interaction. Figure 5.13 (a) shows the transmission of the energy within the fwhm. The data are normalized to the transmission in vacuum, and can be fitted using the etching model presented in Section 2.8.4. If we consider a gaussian laser pulse in which the front is being etched away in time at the etching speed, the energy transmission after a distance $l$ is given by [120]:

$$T(l) = 1 - k \sqrt{2 \over \pi} {v_{\text{etch}} \over \Delta \tau_0 c} \int_0^{l/c} \exp \left( -2 \left( \frac{\Delta \tau_0 / 2 - v_{\text{etch}} \tau/c}{\Delta \tau_0^2} \right)^2 \right) d\tau,$$

(5.1)

where $k$ is a free parameter that determines the point at which the pulse starts to be etched. For $k = 1$, the pulse starts to etch when the intensity reaches half the peak intensity in time. For this value of $k$, the energy remaining after depletion corresponds to the part of the pulse in front of the starting point, which is never depleted. The transmission of the energy within the FWHM after the gas medium ($l = 1.8$ mm) was calculated using Eq. 5.1. By using different values of $k$ ($k = 1.2, 1.1, 1, 0.9$), good agreement was obtained between the experimental data and Eq. 5.1 (note that for clarity only 3 curves are shown in Fig. 5.13). This is an indication that only the central part of the beam is depleted, i.e. only this part drives the wave. As $k$ describes the position where the front of the pulse starts to be etched away, the variation in $k$ may therefore originate from the fact that the position at which the pulse starts to etch changes as the peak intensity decreases.
5.3 The self-injection threshold

In general, no electrons are observed at very low electron densities. When the density is increased, a beam suddenly appears: this is the threshold for self-injection. This threshold is a very important concept for laser plasma accelerators as it defines the minimum density at which trapping occurs and, ultimately, the final energy of the accelerated electrons. This is also an important concept for...
other injection schemes, such as colliding pulses and ionisation injection, presented in Section 2.7.2, as they operate just below the self-injection threshold. A simple model predicting the point at which the plasma wave breaks and electrons are self-injected, was derived from experimental data in Paper VI and is presented here since it summarises the whole interaction rather well.

The threshold was investigated experimentally by varying different parameters and observing how the threshold was affected, using the set-up shown in Fig. 5.11 and the focal spots shown in Fig. 5.10. The energy in the laser pulse, \( E \), the amount of energy within the FWHM, \( \alpha \) and the pulse duration, \( \tau \), were varied. In the previous section it was already demonstrated that the electron beam charge depends strongly on the fraction of energy within the FWHM, \( \alpha E \). In fact, the influence of the total energy of the pulse, for a fixed value of \( \alpha \), was also studied in the experiment, and it was found that varying the total energy of the pulse and varying \( \alpha \) were equivalent, i.e. \( \alpha E \) is the important parameter. According to Ref. [123], a power threshold can be expected and the pulse duration should therefore be an important parameter. The effect of pulse duration and chirp on the charge is presented in the next section.

### 5.3.1 Influence of the pulse duration on self-injection

In order to discriminate between a power and an energy threshold, the effects of laser pulse duration on electron acceleration were investigated. At the threshold density, the pulse duration was increased by changing the separation between the gratings of the compressor. Electron beams were observed even when the pulse duration was increased to more than twice its initial value. In fact, for some settings of the grating separation, the charge was higher than at the optimum compression. This is shown in Fig. 5.15, where the charge is plotted as a function of pulse duration.

When elongating the pulse, by changing the grating separation, temporal chirp was also introduced, which obviously alters the interaction. The pulse shapes recorded using a frequency-resolved optical gating autocorrelator [124], corresponding to some of the grating settings, are shown in Fig. 5.16. The pulse clearly becomes asymmetric on either side of the optimum compression. This is a sign of remaining third-order phase in the spectrum of the laser pulse. It can also be seen that the asymmetry flips side when the sign of the chirp is changed.

This increase in charge for asymmetric pulses has been reported previously. In Ref. [125], it is stated that when the ponderomotive potential is larger on the leading side of the pulse, this creates a higher wave amplitude and therefore enhances self-injection. However, one would expect to see the highest pondero-
motivate potential for perfectly compressed pulses where the peak intensity is highest. Figure 5.17 shows a 1D simulation of the plasma wave generated by the experimental pulses in Fig. 5.16. This was achieved by solving Eq. 2.37 numerically. The pulses corresponding to the duration +50 fs produce the greatest density perturbation within the pulse duration. After the laser pulse, the amplitude of the plasma wave is the highest for optimum compression. From this point of view, it is therefore not clear why a positive chirp is better. In Ref. [125], the pulses were longer and the laser plasma accelerator was operated in the self-modulated regime. The fast rise time resulted in a larger initial plasma wave, which acted as the seed for the self-modulation instability. However, under the present experimental conditions, i.e. shorter pulses, the influence of the pulse shape may be different.

An alternative explanation may be pulse compression in the plasma, as discussed in Section 2.8.3. When compressing the pulse, higher-order phase terms are introduced by the plasma. If the pulse is chirped before entering the plasma, the higher-order compression terms are precompensated and shorter pulse duration, i.e. higher intensity, is achieved through pulse compression. It is actually mentioned in Ref. [63] that asymmetric pulses were observed after the plasma. This shows that by starting with the opposite asymmetric pulse, one could come closer to transform-limited pulses inside the plasma.

5.3.2 A self-injection threshold model

The main conclusions drawn from the experimental data presented in the previous sections is that the threshold depends strongly on $\alpha E$, and that the pulse duration does not affect self-injection significantly. As will be shown below, the threshold density does not vary linearly with $\alpha E$, but is a more complicated expression.

Most experiments start with a laser pulse, which is not optimal for laser wakefield acceleration. As discussed in Sections 2.4.2 and 2.5, this pulse should have the appropriate dimensions in both space and time in order to efficiently drive a wake, reach wavebreaking, inject electrons and accelerate them. The point at which the wake will break and electrons be self-injected therefore depends on the pulse evolution (spatial self-focusing and temporal pulse compression). The model presented in Paper VI predicts the threshold position from the initial pulse parameters, taking pulse evolution into account.

The model is based on the 3D scaling laws for the bubble regime [39] presented in Table 2.3. Different criteria can be found in the literature to determine whether an electron will be trapped or not. These criteria are obtained by examining the trajectories of electrons around the bubble. In this work, the criterion given
Experimental results in Ref. [83] was used, where it was found that by reproducing the behaviour observed in PIC simulations, electrons travelled around the bubble in an approximately elliptical orbit. When following such an orbit in the bubble fields, an electron is trapped if it reaches a velocity greater than the bubble phase velocity by the time it reaches the back of the bubble. In this case, trapping occurs when the bubble radius, \( r_b \), is larger than a certain value, given by:

\[
k_p r_b > 2 \sqrt{\ln(2\gamma_p^2) - 1},
\]

where \( \gamma_p = \sqrt{n_e/(3n_e)} = \omega_0/(\omega_p\sqrt{3}) \) is the 3D relativistic factor associated with the plasma wave. The bubble radius was assumed to be the matched spot size, \( w_0 \), discussed in Section 2.5, and \( a_0 \) is related to the peak intensity \( I_0 \) through Eq. 2.7. In the case of a gaussian beam, the whole beam experiences self-focusing and the energy of the full beam should be considered. In reality, the beam is rarely purely gaussian and, as shown in Section 5.2.2, only the most intense part of the beam is self-focusing, i.e. only \( \alpha E \). Using Eq. 2.4, \( I_0 \) can be replaced by \( 2\alpha E/\left(\tau \pi w_0^2\right) \) and a condition for wavebreaking is obtained. Finally, as discussed in Section 2.8.3, the pulse is also compressed in time by the plasma. A simple model for pulse compression has recently been presented [63] and is used here. The pulse duration varies according to \( \tau(l) \approx \tau_0 - n_e l/(2cn_c) \). In the nonlinear regime, pulse compression may be more complicated than this simple linear compression model, as discussed in Section 5.3.1. However, it is the author’s belief that it is a good first approximation of the pulse compression process. An equation relating the initial pulse energy, \( E \), and the interaction length, \( l \), is finally obtained:

\[
\alpha E > \frac{\pi \epsilon_0 m_e^2 c^5}{e^2} \left[ \ln \left( \frac{2n_e}{3n_e} \right) - 1 \right]^{3/2} \frac{n_e}{n_c} \left( \tau_0 - \frac{n_e l}{2cn_c} \right).
\]

The interaction length is limited by either the length of the gas medium, \( l_g \), or the depletion length, \( l_{pd} = c\tau_0 \omega_0^2/\omega_p^2 \), given by Eq. 2.56. When the pulse is depleted, self-focusing cannot be sustained, the pulse diffracts, and the plasma wave disappears. The condition for trapping then becomes \( l(\alpha E) < \min(l_g, l_{pd}) \).

When limited by depletion, the wavebreaking threshold becomes a power threshold, while in other cases there is a more complex relationship between energy and pulse duration. From Eq. 5.3, we can determine the electron density at which the wave will break, \( n_t \). For \( n_e > n_t \), the wave breaks before the end of the interaction, and electrons are trapped and accelerated over a certain distance. At a given density, the acceleration length is given by \( \min(l_g, l_{pd}) - l_t \). If the electron density is too close to \( n_t \), electrons are trapped but not actually accelerated.
To develop the threshold model, the bubble regime was assumed. However, this assumption is not valid for long pulses, i.e. many times the plasma wavelength, and the self-modulated wakefield regime might be more suitable to describe the interaction. This, and the previously discussed issues concerning asymmetric pulses, might explain why electron beams are seen below the threshold given in Eq. 5.3 in the case of long pulse durations.

The predictions of the model were compared with the experimental data given in Section 5.2.2, and show very good agreement. To further strengthen the validity of the model, it has also been compared with previously published data obtained using other experimental parameters [10, 123, 126, 127]. The agreement between the predicted and observed thresholds validates the model for a large range of laser parameters (pulse duration $\tau = 8 - 60$ fs and pulse energy $\alpha E = 0.5 - 6$ J).
Chapter 6

Proton acceleration

This chapter gives an introduction to laser-driven acceleration of protons, which relies on a mechanism other than electron acceleration. The theoretical background and experimental methods are presented, and highlights of two experiments performed are given.

6.1 Introduction

Ultra-intense lasers are able to accelerate protons and heavy ions. As protons are much heavier than electrons, it would be necessary to accelerate them to relativistic energies in order to inject them into a wakefield structure, as discussed for electrons in the previous chapters. Therefore, other mechanisms, relying on quasi-static electric fields from solid targets are used. In particular, for the laser intensities achievable with the Lund multi-TW laser, target normal sheath acceleration (TNSA) efficiently accelerates protons and heavy ions to several MeV laminar beams.

In the year 2000, proton beams were observed for the first time from the interaction of short-pulse lasers with thin metallic foils at intensities above $10^{19}$ W/cm$^2$ [128–131]. These beams were highly charged and exhibited a thermal spectral distribution with proton energies up to a few tens of MeV. At that time, the interaction was not well-understood, but since then many experimental and theoretical investigations have led to a clearer picture of the interaction. Many applications were directly foreseen, such as proton therapy [132, 133], which would require proton beams with higher energies, $\sim 100$ MeV. Therefore, in recent years, much work has been devoted to increasing the maximum proton energy by using, for example, ultra-thin foils ($< 100$ nm) [134–136]. Beams with protons of higher energies and with a better spectral distribution are expected in the future as several new acceleration schemes, using more powerful lasers ($I > 10^{23}$ W/cm$^2$), have been proposed.
In particular, protons could be directly accelerated by the light pressure [137–141].

However, other solutions must be investigated in order for this technology to work with reasonably sized lasers. Papers VII and VIII report on two experiments in which ways of increasing the maximum proton energy, without increasing the laser energy, or of changing their spectral distribution, have been explored. In the first experiment another laser beam was used to enhance the interaction, and in the second a target geometry that recycles some of the energy was employed.

6.2 Intense laser–matter interactions with solids

6.2.1 Electron heating

When the laser hits the target, the medium is ionised by the leading edge of the pulse. A plasma is formed and starts to expand, establishing a density gradient, which increases in length at the ion sound velocity, which in turn depends on the electron temperature. The main part of the laser pulse thus interacts with this expanding plasma, transferring part of its energy to the plasma electrons. At relativistic laser intensities, the laser energy is converted into electrons with temperatures of the order of MeV.

The laser propagates into the plasma gradient in front of the target. When it reaches the critical density, $n_c$, given by Eq. 2.16, the laser can not propagate any further and is reflected. At high laser intensities, the ponderomotive force of the laser (Section 2.4.1) pushes the electrons forwards and sideways. It also decreases the density around the critical surface and deforms the target surface in a process called hole boring [142]. The direction of acceleration of the electrons in the solid is along the direction of $v \times B$, i.e. along the propagation direction of the laser. In this case, the mean energy of the electrons (or the temperature) is given by the ponderomotive energy, which can be inferred from the calculation presented in Section 2.4.1. In the relativistic case, it is given by [143]:

$$ T_e = m_e c^2 \left( \sqrt{1 + \frac{e^2 I_0 \lambda_0^2}{4\pi^2 c_0^2 m_e^2 c^5}} - 1 \right). \quad (6.1) $$

Note that the electron energy increases with the laser intensity. This process converts the laser energy into electron kinetic energy with an efficiency that can be higher than 30%. At high laser intensities, this is the main heating effect.

When the laser is focused at an angle different from target normal, resonance absorption is also an important process. The laser pulse is refracted in the underdense plasma present in front of
the target. When approaching the critical surface (where the laser frequency is resonant with the plasma frequency), it is reflected. As illustrated in Fig. 6.1, at this point, for p-polarised light, the electric field is normal to the target surface and is able to drive the electron resonantly into a plasma wave. The wave energy is then thermalised by collision or wavebreaking. Hot electrons propagate along the target normal with a cone angle of about 30° [144] and the electron temperature scales as \((I_0\lambda^2)^{1/3}\) [145]. In the case of a steep gradient, the amplitude of the electron oscillation in the laser field can be greater than this gradient. This means that electrons are driven out into vacuum and then back into the target when the laser field is reversed. As the electrons are driven into the target, beyond the critical density, the laser field can no longer reach them. This effect is known as Brunel heating [146]. Note that if the laser impinges normally on the target, these effects do not occur.

6.2.2 Target normal sheath acceleration

For the experiments discussed in this chapter, the main mechanism of ion acceleration is TNSA, which is illustrated schematically in Fig. 6.2. As discussed in the previous section, the leading edge of the laser creates a plasma on the front of the foil (a). Electrons are heated and pushed through the target by the laser pulse, as shown in (b). When the electrons reach the back of the foil and expand into vacuum, a large electrostatic field is created, of the order of TV/m, at the sharp solid-vacuum interface (c). Contaminants (water vapour, oil residues) on the back of the foil are ionised by this field. The plasma rapidly expands, pulling the protons, while an electron sheath is formed at the ion front (d). The protons are accelerated into a laminar beam. Most of the electrons turn around and go back into the target and, if the laser pulse is still present, can participate in the interaction again in a process called recirculation [147]. An electron sheath, however, remains in front of the protons as the fields are shielded over the Debye length, \(\lambda_D = \sqrt{\frac{\varepsilon_0 T}{n_e e^2}}\), which is typically the thickness of the sheath, i.e. of the order of 0.1 to 1 \(\mu\)m.

The electrons do not transfer their energy directly to the protons, which therefore remain cold and exhibit a low transverse emittance. Because the field is perpendicular to the target, the protons are accelerated in the direction of the target normal. The local shape of the back of the foil can therefore influence the direction and divergence of the beam [148–151]. If the back of the target is concave the proton beam will be focused, as discussed in Paper VIII. Because of their charge-to-mass ratio, protons are accelerated faster than other ions, and thus shield the other ions from the fields. In order to efficiently accelerate heavy ions, the proton layer must be removed. Note that the resulting beam is
Figure 6.2. Schematic explanation of the TNSA process. In (a), the leading edge of the laser pulse ionises the medium, creating an expanding plasma. Electrons are then pushed through the target, by the ponderomotive force of the laser and the thermal expansion of the plasma (b). They establish a strong electrostatic field on the back of the foil (c), which field-ionises and accelerates protons (d).

quasi-neutral, as protons and electrons are accelerated together. This prevents the non-relativistic proton beam from blowing up because of space charge.

6.2.3 Electron transport

As mentioned above, the ponderomotive force of the laser and the thermal expansion of the plasma “push” the electrons through the target. At the same time, some electrons are also pushed sideways. They will then travel through the target until they reach the end, at a speed corresponding to their mean energy, given by Eq. 6.1. For example, an electron with an energy of 1 MeV has a velocity of 0.9c. At the edge of the target they also establish an electrostatic field that can accelerate particles. However, the accelerating fields are weaker than directly on the back of the foil, as the sheath is thinner. This edge emission can occur at considerable distances from the interaction point [152]. The electrons can even return to the interaction point, in a fashion similar to the recirculation effect. This effect can be utilised with a mass-limited target to enhance the acceleration process [153, 154].

6.3 Experimental methods

The experiments reported in Papers VII and VIII were performed using the multi-TW laser at the Lund Laser Centre, presented in Section 4.1. A main concern was the temporal pulse contrast, which will be discussed in the next section. Compared
to the underdense plasma experiments, discussed in the previous chapters, a tighter focus was used for proton acceleration in order to achieve higher intensities. An f/3 off-axis parabola was used to focus the laser pulses onto a thin foil of thickness up to a few μm, and a peak intensity of the order of \( \sim 10^{19} \) W/cm\(^2\) was achieved. Protons are emitted normal to the back of the foil, and can be directly detected to give a beam profile. In this case, metallic foils must be placed in front of the detector to protect it from laser damage. Foils of different thicknesses can be combined to give information about the energy distribution of the protons. To obtain a more precise energy measurement, a pinhole and a magnet can be inserted between the target and the proton detector to record proton energy spectra.

Generally, the laser fired onto the target at an angle for two reasons. First, the reflected laser will not be reflected back into the laser system, which could potentially damage elements such as amplifier crystals. Secondly, as discussed in Section 6.2.1, resonant absorption does not occur if the laser impinges on the target normally. The efficiency of the coupling between the laser and the target is optimum at an angle of \( \sim 30^{\circ} \). The lack of return current in targets of dielectric materials leads to filamentation in the electron flow through the target, affecting the quality of the ion beam. Therefore, metallic foils are usually preferred as target.

### 6.3.1 Contrast

Unlike electron acceleration, the pulse contrast is a major problem in experiments with solid targets. Usually, the high-power pulse is superimposed on top of a low-power nanosecond pedestal, due to the very large gain (mainly in the regenerative amplifier), which creates amplified spontaneous emission (ASE). An additional picosecond pedestal is also present, due the fact that part of the stretched pulse cannot be properly compressed. Any energy prior to the main laser pulse may pre-ionise the target. For the thin foils used in these experiments, shock waves quickly reaches the rear surface and expands in vacuum. The solid-vacuum interface is no longer sharp, which reduces the accelerating electric field and the maximum proton energy. In our laser system, the contrast is improved by pre-amplifying the laser pulse in a multi-pass amplifier. This allowed the gain in the regenerative amplifier to be reduced and therefore also the amount of ASE, as shown in Fig. 6.3. A contrast of \( \sim 10^9 \) was achieved and was used for the experiment reported in Paper VII. Even with this very good contrast, the intensity before the main pulse is too high for the very thin foils, as illustrated by the experimental data in Fig. 6.4. By moving the target along the optical axis \( z \), it was found that for thick targets the highest proton energies are achieved close to the laser focus, i.e. the most intense point. For thinner foils, the

Figure 6.3. Contrast measured with a third-order autocorrelator. The effect of the use of the preamplifier on the contrast is clear, as it decreases from \( 2 \times 10^7 \) to \( 10^9 \).
6.3.2 Detection

The protons accelerated by TNSA in the experiments described in this thesis were in the range 1–10 MeV, and are not easy to detect. Due to their high sensitivity, CR-39 plastic nuclear track detectors are commonly used in laser-driven ion acceleration experiments. When a proton or a heavy ion travels through this kind of detector, it breaks bonds along its path. When the material is submerged in a warm aqueous solution of NaOH for about 30 min, the broken bonds are etched away and a visible track appears for each proton or ion. This method is very sensitive to protons and ions and has the advantage of being completely insensitive to electrons and x-rays. However, each CR-39 detector can only be used once, and the delay between conducting the experiment and obtaining the results makes their use less attractive. The analysis of the data is also tedious because the pits have to be digitalised first. Other acceleration process is reduced at the most intense point because the energy before the main pulse affects the target. The ASE can also launch shock waves into the foil that deform the back of it [148, 149].

For the ultra-thin foils in Fig. 6.4, the contrast achieved with only the pre-amplifier is not sufficient. One way to achieve better contrast is to use a plasma mirror [155]. A flat piece of glass is placed in the focusing beam at an angle close to the Brewster angle in the case of p-polarised light. Any energy before the main pulse is then simply transmitted through the piece of glass. When the leading edge of the main laser pulse arrives on the glass, the medium starts to become ionised at around $10^{14}$ W/cm$^2$ forming a plasma [156]. When the density of this plasma reaches the critical density, the laser pulse is reflected, as illustrated in Fig. 6.5. Thus, the energy prior to the main part of the pulse does not reach the target. As this process takes place on a short time scale, instabilities do not have time to develop, and the surface quality of the mirror remains good [157]. By moving the piece of glass relative to the focus of the laser, the timing of the switch can be tuned and the contrast optimised, which is usually done by finding the best conditions for proton acceleration. This leads to a gain of approximately two orders of magnitude in contrast. Note that the better the contrast before the glass plate, the better the final contrast. Improving the intrinsic contrast of the laser should therefore not be neglected. The main drawbacks of this method are that the reflectivity of the plasma mirror is low (~ 50%) and that the piece of glass has to be moved after each shot to always expose a flat surface, adding complexity to the experiment. This method was used for the experiment discussed in Paper VIII, as the microspheres used as targets had a wall thickness of less than 1 µm.

6.3.2 Detection

Figure 6.4. Maximum proton energy as a function of the target distance from the laser focus $z$ for different target thicknesses. For the thinnest foils, the intensity before the main pulse deteriorates the acceleration process because the pre-plasma has time to expand on the rear side of the foil.

Figure 6.5. Schematic view of the principle of the plasma mirror. Any energy before the main laser pulse is transmitted through the glass. The mirror starts to reflect light only when the density of the plasma formed on the glass plate reaches $n_c$. 

Due to their high sensitivity, CR-39 plastic nuclear track detectors are commonly used in laser-driven ion acceleration experiments. When a proton or a heavy ion travels through this kind of detector, it breaks bonds along its path. When the material is submerged in a warm aqueous solution of NaOH for about 30 min, the broken bonds are etched away and a visible track appears for each proton or ion. This method is very sensitive to protons and ions and has the advantage of being completely insensitive to electrons and x-rays. However, each CR-39 detector can only be used once, and the delay between conducting the experiment and obtaining the results makes their use less attractive. The analysis of the data is also tedious because the pits have to be digitalised first. Other
detectors, such as radiochromic films or microchannel plates, are also available, but were not used in the experiments described in this thesis.

As part of this thesis, a new detection scheme was developed using a scintillator and an electron-multiplying CCD camera (EM-CCD). When a particle hits the scintillator, some of its energy is converted into photons that are detected by the camera. Compared to the CR-39 detector, a scintillator has the advantage of giving immediate results. Its efficiency is, however, rather low and an EMCCD is used to amplify the signal. The main challenge in using this detector is discriminating between different types of particles. In contrast to CR-39 detectors, electrons and x-rays are detected, as they also induce scintillation. In order to reduce the contribution from electrons, small permanent magnets were placed before the scintillator to deflect low-energy electrons, while the proton beam remained essentially unaffected by this weak magnetic field. The scintillator was also wrapped in metallic foil to protect it from the laser light, to block part of the x-rays and to stop heavy ions.

Paper VII describes how a BC-400 scintillating screen from Saint-Gobain was successfully used. The wavelength of its maximal emission is 423 nm and it has a decay time of 2.4 ns. Figure 6.6 shows a proton profile recorded with this scintillator. Subtraction of the background, consisting of the x-rays produced in the interaction, was necessary to obtain a useful image. The lower part of the image shows the proton beam recorded by a CR-39 detector. It can be seen that the overlap is good. However, because the yield of x-rays varies, it is difficult to perform background subtraction accurately, and the CR-39 remains a more reliable detector for recording proton beam profiles. On the other hand, the scintillating screen is the perfect tool to record spectra using a magnetic spectrometer, as only positively charged particles are deflected towards the detector. Examples of spectra recorded using this instrument are given in Paper VII. The use of the scintillator allowed for more systematic studies such as the one presented in Paper VII, as the number of shots was not limited by the detection system.

### 6.4 Use of a prepulse

As discussed previously, if energy is present before the main pulse (for example in the case of poor contrast), the expansion of the plasma starts before the arrival of the most intense part of the laser pulse and the acceleration is reduced. In most cases, the best possible contrast is desirable in order to obtain the most efficient acceleration. The energy present before the main pulse increases the length of the gradient in the pre-plasma, thus decreasing the...
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While for most prepulse settings, the acceleration efficiency was reduced, it was found that for a particular set of parameters the acceleration process was enhanced. An increase of ~10% in maximum proton energy was attributed to the enhanced electron heating due to the prepulse, as shown in Fig. 6.8, where spectra with and without the prepulse are shown. When the prepulse was too intense, the preplasma was too large and the acceleration was less efficient. The proton energy was only increased with a prepulse intensity below $5 \times 10^{14}$ W/cm$^2$. If the delay between the two pulses was short, it had little effect on the proton energy, and the proton energy was increased only with delays longer than 50 ps.

In addition to the increase in maximum proton energy, the shape of the proton spectrum was altered by the presence of a prepulse. This is also shown in Fig. 6.8, where a clear redistribution of some of the low-energy protons towards higher energies can be seen. This effect was always present when the proton energy was enhanced, but was more or less prominent depending on the prepulse parameters.

The fact that an effect is observed only for long delays suggests that effects on both the front and back of the target are responsible for the increase in proton energy. The shock induced by the prepulse breaks out through the foil after a few hundreds of ps. On the front, the prepulse initiates expansion of the plasma maximum proton energy. However, in some cases, a prepulse may be beneficial for the acceleration process. It has been found that a soft prepulse could enhance the heating of the plasma and thus improve the acceleration [131, 158–162].

In the experiment discussed in Paper VII, the use of a prepulse was explored for a set of parameters (delay and intensity) that had not been investigated previously. A femtosecond prepulse was used, while longer pulses or a limited number of parameters have been used in other similar studies.

The experimental set-up is illustrated in Fig. 6.7. The main feature of this set-up is the scintillator described in Section 6.3.2 to detect the protons, instead of the CR-39 detectors used in earlier experiments. The laser pulse was focused onto a 3 µm thick aluminium foil. Another pulse, in a separate beam, focused by an f/25 doublet lens, was used as a prepulse. As the prepulse focal spot (28 µm FWHM) was much larger than the main beam focal spot (5 µm), pointing fluctuations were not a problem. The delay between the two pulses could be adjusted by a translation stage, between 0 and 1.5 ns, and the intensity of the prepulse could be varied in the range 0–2.5×10$^{16}$ W/cm$^2$. Finally, a magnetic spectrometer was placed along the target normal and the protons detected by the scintillator and the EMCCD camera.

6.4.1 Results and discussion

Figure 6.7. Experimental set-up used for the experiment reported in Paper VII. One particular feature is that protons were detected by a plastic scintillator and an EMCCD.
which, under the right conditions, increases the efficiency for resonant absorption, described in Section 6.2.1 [160]. The prepulse also triggers an expansion of the plasma on the back. The target thickness therefore effectively increases and competes with the positive effects due to enhanced absorption. The interplay between the expanding plasma and the main laser pulse is complex, and many other effects may play a role, such as self-focusing, refraction, or instabilities in the underdense plasma, relativistic transparency or hole boring [131]. The effects on the front of the target are not likely to produce the spectral redistribution, i.e. a reduction of the population of the low-energy protons, observed in Fig. 6.8. This may arise from the breaking of the ion wave on the back of the target, which can temporarily increase the ion population at high energies and affect the interaction [158, 161].

Finally, the effect on the electron spectrum could be due to a spatial redistribution of the protons [148]. As the spectrometer axis is along the target normal, any energy-dependent variation of the divergence of the proton beam will modify the shape of the spectrum along the line of view of the spectrometer.

6.5 Hollow microspheres

Paper VIII describes the demonstration of the feasibility of using hollow microspheres for proton acceleration. The idea is illustrated in Fig. 6.9. The laser beam hits the target at the bottom, producing a plasma and pushing electrons through the wall of the sphere (a). The ponderomotive force not only pushes electrons through the sphere wall, but also laterally along the surface of the sphere, as discussed in Section 6.2.3. Protons are accelerated inside the sphere by TNSA, while some electrons travel along the surface of the sphere (b). They will then exit at the top of the sphere, establishing an electric field, which can accelerate the protons further (c). The electrons travel back to the other side of the sphere and oscillate back and forth between the two sides of the sphere several times (d). As the protons are not relativistic, the electrons travel much faster than the protons, and will therefore experience the field established by the electrons several times. The effect will be greatest when the protons are close to the opening. As the spectral distribution of the protons is broad, protons of different energies will travel at different speeds and will experience the field established by the electrons differently.

The laser pulse was focused onto the microsphere at normal incidence. Although the inherent contrast of the Lund multi-TW laser is good (\(\sim 10^9\)), an even better contrast was necessary for this experiment as the thickness of the sphere is less than 1 \(\mu\)m. A plasma mirror, described in Section 6.3.1, was therefore included in the set-up allowing a contrast of \(\sim 10^{11}\) to be achieved.
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**Figure 6.9.** Principle of the hollow microsphere targets. In (a), electrons are pushed through the sphere and around its surface by the ponderomotive force of the laser and the thermal expansion of the plasma. TNSA occurs inside the sphere and protons are accelerated (b). The electrons spreading laterally meet again at the opening of the sphere, where they establish a new field that can accelerate the protons again (c). The electrons oscillate back and forth between the top and the bottom of the sphere (d).

Protons were detected using CR-39 plates. A CR-39 detector was placed before a magnetic spectrometer, and a small hole in the plate allowed the centre part of the beam to reach the spectrometer and be detected by another CR-39 detector. This set-up allowed spatial and spectral information to be obtained at the same time. The more sensitive CR-39 detectors were used instead of the scintillator described in Paper VII because of the low number of protons and the fact that it was a completely new kind of target.

![Proton spectra graph]

**Figure 6.10.** Normalised proton spectra from a microsphere target (black) and a Mylar foil (grey).

6.5.1 Results and discussion

In order to compare the effects of the electrons establishing a new field at the top of the sphere, the acceleration process was compared with that from a flat Mylar foil with a thickness of 0.9 µm. Figure 6.10 shows typical experimental spectra from a microsphere and a Mylar foil. Redistribution of the protons to higher energies was observed, which can be attributed to a second stage of acceleration. The particle yield is different for the two targets (≈30 times more particles with the foil), but the shapes of the spectra could still be compared.

Further development is necessary to fully utilise the potential of this new acceleration scheme. Among the ideas to explore, one of the most promising is to adjust the timing between the protons and the electrons reaching the top of the sphere, such that the protons arrive close to the opening at the same time as one of the passages of the electrons (ideally the first one, because the strength of the field decreases with time). In the experiment reported in Paper VIII, the timing was not optimised, and only a small effect on the proton spectra was observed. One way to adjust the timing, is to accelerate the protons to higher ener-
gies. Being non-relativistic, this will modify their speed. Oblate spheroidal targets would lengthen the travelling time of the electrons, but are not easily available. Finally, the electrons could possibly be slowed down by surrounding the sphere with a dielectric material.
This thesis introduces the concepts of laser-plasma acceleration of electrons and protons, as well as experimental investigations. The papers included in this thesis originate from experiments performed with the multi-TW laser at the Lund Laser Centre. Efforts were concentrated on ways of improving some characteristics of the accelerator without increasing the laser energy. In Papers II and III, linear plasma waves in dielectric capillary tubes are discussed. The principle demonstrated in these experiments may allow plasma waves to be driven over very long distances at a low electron density in the future. Injected electrons could then be accelerated to GeV energies. For these experiments to be successful, the pointing of the laser system was actively controlled, as reported in Paper I. Although the motivation for improving the pointing stability was the feasibility of experiments with dielectric capillary tubes, it will also benefit other experiments, as they proceed towards greater stability and control over the parameters of the laser, as well as of the interaction. Paper IV presents a study of electron and x-ray beams at a relatively low laser intensity. This study highlights the fact that even with a relatively low initial intensity, self-injection of electrons is possible due to nonlinear pulse evolution in the plasma. The influence of the quality of the focal spot is discussed in Papers V and VI. The photon energy of the radiation produced in a plasma wiggler could be increased by using asymmetric focal spots, without increasing the laser energy, as reported in Paper V. At constant laser energy, it was shown in Paper VI that it is crucial not only to have a symmetric focal spot, but also to have as much energy as possible in the central part of the focal spot, since only this part will be used to drive the plasma wave. Finally, in two proton acceleration experiments, means of increasing the maximum energy of the proton and their spectral distribution were explored. For this purpose, a prepulse was used (Paper VII) and novel targets, namely hollow
microspheres (Paper VIII).

At the moment, laser-driven accelerators cannot compete with conventional accelerators in terms of repetition rate, stability and reliability of the beams. In the short term, one focus should, therefore, be to improve the stability and reliability of plasma accelerators. New injection schemes, such as colliding pulses or gradient injection, have been shown to produce more stable electron beams and should be studied further. Control over the laser parameters is also very important, as they are the main components of the experiment. In Lund, the experiments and the laser are mainly operated by the same people, allowing experimentalists (including PhD students and post-docs) to have full control over the laser parameters, favouring synergies between experimental investigations and laser development. A good example of this is Paper I, where the requirement of the experiment using dielectric capillaries led to a major improvement in the pointing of the laser system. In the same spirit, the experiments reported in Papers V and VI were also performed in connection with the laser operation as the wavefront was shaped in a controlled way allowing parameters of the experiment to be improved. Work has also been done to achieve a laser contrast sufficient for proton acceleration experiments (Papers VII and VIII).

At the same time, the potential of these accelerators can already be demonstrated by performing proof-of-principle applications. So far, electron beams have been used in other laboratories, for example, for high-resolution gamma-ray radiography [163, 164] and radiobiological research [165]. Compared to other electron accelerators, the main features of laser-driven accelerators are, beside their small size, their short bunch duration and low emittance. In addition, the perfect synchronisation between laser pulses and particles or x-ray pulses, could greatly simplify experiments, in which different beams are used together. The source can be used for time-resolved experiments, taking advantage of its short pulse duration. Similarly, the high peak brightness and short pulse duration of the plasma wiggler source could be used to perform experiments that can only be carried out in a few places in the world at present. Their low emittance also makes them good candidates as injectors for large conventional accelerators. For the same reason, laser-driven electron beams are good candidates to be sent into undulators and may even allow compact x-ray free-electron lasers to be constructed [166]. Radiation from undulators has already been produced as a proof of principle [167, 168]. Concerning laser-driven proton acceleration, proton therapy is at the top of the list of foreseen applications [132, 133]. In the long term, future generations of high-energy accelerators might include laser wakefield acceleration.
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The beam pointing of a multi-terawatt laser is stabilized on a millisecond time scale using an active control system. Two piezo mirrors, two position sensing detectors, and a computer based optimization program ensure that both near- and far-field are stable, even during single shot operation. A standard deviation for the distribution of laser shots of 2.6 μrad is achieved. © 2011 American Institute of Physics. [doi:10.1063/1.3556438]

I. INTRODUCTION

In recent years, high power lasers have made tremendous progress and allowed scientists to access new and exciting fields of research. The advent of the chirped pulse amplification technique1 allowed relativistic intensities to be reached even with compact laser systems. However, in order to fully utilize the potential of available high-power lasers, some quality issues still need to be addressed. In particular, the stability of laser parameters such as beam pointing, waveform, and pulse energy are crucial in order for these lasers and their applications to benefit a broader community of scientific users. This paper addresses one of these issues, as the beam pointing of a multi-terawatt (TW) laser is actively stabilized.

The production of laser pulses of multi-TW peak power frequently causes the environment to become very noisy (electronically and mechanically). This makes the project particularly challenging in comparison with similar projects on more conventional lasers. In addition, experiments using multi-TW lasers usually require single-shot operation. Active beam pointing stabilization has been previously addressed for less powerful lasers, with high repetition rate, e.g., a 1 kHz Ti:sapphire femtosecond laser.2 The principle used then is similar to ours, but it cannot operate in single-shot and only one piezo mirror was used, whereas in the work presented here single-shot operation is possible and two mirrors are used. More advanced schemes have also been demonstrated,3,4 but are not suitable to the present situation. In Ref. 3, the pointing stability is controlled using neural networks and a feedforward algorithm. However, this cannot be used in single-shot operation. On the other hand, the method described in Ref. 4 can be used in a single-shot mode, but since it is based on image rotation and sum-frequency generation it is not suitable for high power lasers.

The driving force for the present work was to improve the feasibility of electron acceleration experiments, with laser driven plasma waves in dielectric capillary tubes.5,6 Laser plasma wake fields can accelerate electrons to relativistic energies over a very short distance.7 However, in order to increase the energy of the electrons to the GeV range and above, the interaction length must be increased. With the help of guiding structures, such as dielectric capillaries or plasma discharge channels, diffraction effects can be circumvented and plasma waves can be excited over several centimeters.5,6 The requirement of good laser beam pointing is crucial to achieve good guiding in this kind of structure.5 Good pointing stability is particularly important when using dielectric capillary tubes with inner diameter similar to the laser spot size to prevent damaging the capillary opening. In addition, the stability of the resulting electron beam depends on the pointing stability of the driving laser, among other parameters. Thus, in order to reach a good electron beam stability, the pointing of the driving laser beam must be controlled.

At the Lund Laser Centre, extensive work has been devoted to improve the pointing of its multi-TW laser. The first step was to improve it passively. The laser beam path was covered as much as possible to avoid air turbulences. Mechanical vibrations were also reduced. However, to further reduce remaining pointing instabilities, active control was necessary. This paper presents the active stabilization system developed at the Lund Laser Centre. The stabilization system was designed for single shot operation. Thus, corrections need to be made for both slow and fast effects that may have happened since the previous shot, which may be seconds, minutes, or even hours ago. The sources of pointing instabilities can be divided into three different types: (1) thermal drifts (on the time scale of minutes, hours), (2) air turbulence and slow mechanical vibrations (on the time scale of seconds, >10 ms), and (3) mechanical vibrations (>10 Hz). According to the Nyquist sampling theorem, in order to detect (and then correct) fluctuations with a given frequency, sampling has to be made at at least twice the frequency. The first type is, thus, very easily taken care of. Slow mirrors can be used to compensate for such drifts. The active stabilization system needs to be fast in order to correct for the two other types of fluctuations. The goal of our beam stabilization system is to take care of all of the first and the second type of instabilities and part of the third.

II. SETUP

The basic setup for the active stabilization system consists of two piezo mirrors and two position sensing detectors (PSDs). Each PSD records the offset of the laser beam from...
the desired position and provides a voltage proportional to this offset. A fast computer and a custom made program is used to read the signals from the detector and to send appropriate voltages to the piezo mirror. For each mirror two signals are sent: one for corrections in the horizontal direction and one for the vertical direction. In order to get the beam axis right and not only the far-field position, one piezo mirror regulates the near-field while the other one takes care of the far-field.

A schematic view of the active control setup is given in Fig. 1. The high-intensity Ti:sapphire based chirped pulse amplification laser system at the Lund Laser Centre delivers up to 40 TW onto the target, with a FWHM pulse duration down to 35 fs and a beam diameter before focusing of 50 mm. The laser repetition rate is 10 Hz. Therefore, it is not possible to use the laser beam itself as a reference, if we want to correct for fluctuations faster than 5 Hz. Another reference beam is necessary that follows the same path as the TW beam. For this purpose we use part of the oscillator beam. This beam is at 80 MHz, which on the time scale we want to correct for, can be considered as continuous. A pulse picker takes ten pulses per second from this oscillator beam to be amplified, but all the remaining pulses can be used. This beam is injected into the laser system, after the second amplification stage, and follows the same path as the main laser beam. Both beams are going through a spatial filter, placed right after the injection point, and the reference beam is aligned on an iris used for the alignment of the main beam. This ensures that from this point both beams are colinear.

The reference beam is apertured by an iris before entering into the spatial filter, and the diameter of the focused beam is significantly larger than the hole of the spatial filter. Fluctuations in the pointing of the reference beam prior to the filter are, therefore, not transmitted. As the spatial filter is not diffraction limited for the main beam, fluctuations of the main beam occurring before the spatial filter are transmitted. The system compensates only for fluctuations experienced by the main beam after the spatial filter. Before the spatial filter, two slow piezo mirror systems using the 10 Hz beam itself as a reference are used to compensate for slow drifts and to keep the laser well aligned up to the spatial filter. The reference beam has a polarization perpendicular to the main beam polarization and the two beams can, therefore, be combined using a polarizing cube, where the main laser beam is transmitted and the reference beam is reflected (see inset in Fig. 1). Later in the laser chain, before the third and final amplification stage, a Pockels cell rotates the plane of polarization of the amplified pulse, while most of the time, between the laser shots, the reference beam is not affected. Thus, both beams have the same polarization further on.

The two-dimensional PSDs used in this setup are duolateral PSDs (from SiTek Electro Optics), which have four terminals, two on the back side and two on the front side, where the terminals on the back side are placed perpendicular to the terminals on the front side. The photoelectric current, generated by the incident light, flows through the device and the relationship between the currents on the four terminals gives the light spot position. Unlike quadrant sensors, which require overlap in all quadrants, this kind of PSD provides the position of any spot within the detector region, independent of beam shape, size, and power distribution. They have very good resolution and linearity. Their fast response (400 kHz bandwidth) gives them an advantage over CCD cameras.

Two different types of piezo mirrors are used in the setup, as the beam has different size at the position of the mirrors. The first mirror (a 1 inch optic) sits in a piezoelectric mount (KC1-PZ from Thorlabs). The second mirror is a 4 inches optic and is mounted into a Piezo Tip/Tilt-Platform (S-340 from Physik Instrumente). Each mirror mount must be firmly mounted, or the movements of the piezo may drive the mirror mount itself into resonance. This is especially
important for the second mirror due to its large size and weight. The limiting factor of the hardware is the resonance frequency of the large piezo mirror, which is about 500 Hz.

The detectors need to record both the near- and far-field positions of the reference beam without blocking the path for the main pulse as it arrives. The first detector, for the near-field, monitors the zeroth order reflection from the first grating of the laser pulse compressor, placed under vacuum. The second detector monitors an image of the laser focal spot at the final interaction point. The first PSD controls a piezo mirror placed before the final stage of amplification. As this PSD monitors the near-field, a two lens system is used to project the transverse position of the full beam onto the PSD. The first lens (2 m focal length) focuses the beam in order to make the full beam small enough to fit on the PSD. The second lens (5 cm focal length) is used to image the position of the beam on the first lens onto the PSD. The second detector controls the large piezo mirror placed after the pulse compressor. PSD 2 is placed in the image plane of a lens collecting the light after the interaction point and, therefore, monitors the far-field. The lens is imaging the focal point onto the PSD with a magnification of two in order to increase the sensitivity. In many experiments using this kind of laser, the laser beam is focused into a gas jet. Part of the reference beam can then be collected after the focus point by a mirror and sent to the lens and the PSD. As the center part of the laser beam is not collected, the product of the interaction, e.g., an electron beam, can still pass through. For other types of experiments, other arrangement to image the focal spot of the reference beam might be needed. For the results presented below, the focusing optics had a focal length of 47.5 cm and the imaging lens a focal length of 20 cm. One should notice that the two piezo-controlled mirrors are far apart from each other in order to uncouple their actions.

In order for the active stabilization system to work efficiently, it must be optimized for speed. A properly adapted software must be use. We chose LABVIEW field-programmable gate array (FPGA) for its reliability, determinism, and parallelism. In addition, proportional-integral-derivative (PID) controllers were implemented in the code, which allows for faster corrections than simple proportional controllers.10 The PID loop runs at a fast rate and corrections were sent to the mirrors at 4 and 2 kHz for the small and large piezo mirrors, respectively. These rates are higher than the resonance frequencies of the mirrors and, thus, the output signal is smoothed. In addition, in order to reduce the step-like behavior of the output signal, the program interpolates between the consecutive points of the output signal.

Filtering of the detector signal is also necessary to eliminate high frequency components above the resonance frequencies of the piezo mirrors. If fed to the piezo mirrors, these high frequency components drive the mirrors unstable, disturbing the stabilization. However, filter always introduces a time delay between the observed error and the correction. In order to operate the stabilization system at a fast rate, this delay must be minimized. This is done using low-pass finite impulse response digital filters. Such filters produce much shorter delays than conventional ones and have the advantage of producing the same delay for all frequencies.11

The time response of the system has been investigated by recording the error signal from the PSDs inside the loop. By frequency analysis of the open- and close-loop signals, it is found that frequency components up to 150 Hz for the near-field mirror and up to 100 Hz for the far-field mirror are successfully attenuated by the feedback loop. The response to set point changes was also investigated. A step of the order of the pointing fluctuations (corresponding to 6.8 μrad for the far-field and 900 μm for the near-field) was introduced in the set point value as shown in Fig. 2(a). We observe that it takes about 5 ms for the system to settle to the new set point values in both the far-field and the near-field. These are evidences that the system is able to act on a millisecond time scale.

In order to avoid the PSD to be destroyed by the high power laser shots, fast mechanical shutters (approximately millisecond response time, VS14 from Uniblitz) are protecting the PSDs when the main laser shots arrive. Each piezo mirror is regulating until just before the shutter closes and then holds the voltage, as described in Fig. 2(b). The delay between the laser shot and the end of regulation is very short, typically only a few ms, and the introduced error is, therefore, negligible. The timing between the shutter and the laser is shown in Fig. 2(b), where it is seen that the piezo mirrors are held at a fixed voltage 5 ms before the laser shot and the shutter starts closing 4 ms before the shot.

Some fluctuations are too dominant to be efficiently compensated for by the active control system. For example, the cryogenic cooler produces short but intense burst of high frequency vibrations that are difficult to handle because of their high frequency. We instead circumvent these vibration bursts. The cryogenic cooler is used to cool the crystal of the final stage of amplification. A pump circulates helium to the crystal at a rate of 1 Hz. During its operating cycle, when the piston reaches its stop, it makes the optical table vibrate. Given that the cycle consists of the piston going back and forth, there are two stops, giving a repetition frequency of 2 Hz for these bursts. After each shock, the optical table reacts and vibrates for some hundred milliseconds while damping the waves, as

![FIG. 2. (a) Typical step responses of the system. The gray and black curves are the signals recorded by the horizontal axis of the PSDs monitoring the far-field and near-field, respectively. In (b) the timing of the fast shutter used to protect the detectors is described. The black line shows the intensity recorded by the PSD and the gray line is the voltage sent to the piezo mirror. The dashed line corresponds to the time when the TW laser pulse arrives.](image-url)
Active control of the pointing of a multi-terawatt laser

III. EXPERIMENTAL RESULTS AND DISCUSSION

In order to assess the quality of the beam stabilization, signals recorded with the reference beam on the PSDs are not enough, actual laser shots must be recorded. To do so, a beam splitter was placed in the beam and the focal spot imaged by a 40 times microscope objective and recorded with a CCD camera. Two hundred consecutive laser shots in the high power configuration (the laser was attenuated, but everything else was running in the full power experimental conditions) were recorded with 3 s between each shot. The results are presented in Fig. 4. In the panels on the left, each point represents one laser shot. The origin (0,0) corresponds to the mean position of all the points. The positions recorded by the CCD camera are divided by the focal length of the laser focusing optics used and the scales are, therefore, shown in μrad, which is independent of the focusing optic used. In (a) no active stabilization is used. The beam pointing is, however, already fairly good thanks to all the work done on passive stabilization of the laser system. (c) Shows laser shots recorded with the gating system, delivering shots only in the calm section of the vibration cycle of the cryogenic cooler. (e) Presents shots with both gating and piezo mirror stabilization active. Each step of the stabilization shows an improvement in both the extremes and the mean of the distances between the laser shots.

On the right-hand side in Fig. 4, the distribution of the laser shots as function of their distance from the mean position is presented. This gives a better understanding of the effect of each step of the stabilization. We see that the gating of the shots already reduce the extreme points. The active stabilization further reduces it and no laser shots are more than 7.5 μrad away from the center. If we calculate the standard deviation of the distribution, we also observe a clear improvement: 3.7 μrad for (a), 3.2 μrad in (c), and 2.6 μrad in (e), which corresponds to an overall improvement of 30%. At the beginning of this project, i.e., before passive stabilization, the
mean was 6.7 μrad. It shows the importance of doing passively what can be done first. It is interesting to compare the obtained pointing fluctuations with the focal spot size. In the experiments reported in Refs. 5 and 6, using a f = 1.5 m focusing mirror, the focal spot size was 40 μm (radius of the first minimum of an Airy-like pattern). The mean of the resulting pointing fluctuations with this focusing optics would be 3.9 μm. The resulting pointing fluctuations, thus, correspond to only 10% of the focal spot size.

When only the second piezo mirror is regulating, the standard deviation is 2.8 μrad, which is similar to the value obtained with two piezo mirrors. This is expected as the CCD is monitoring the position of the beam in the focal plane, i.e., the far-field, and the second piezo mirror regulates only the far-field. In this case, the laser beam is hitting the right point in the focal plane but not necessarily along the correct axis. The use of two mirrors improves the overall pointing stability. This further shows that the use of two piezo mirrors in this configuration does not produce any interference effect.

The stability of the near-field was also investigated. To do so, a lens was placed after the focal spot to image the position of the beam on the parabolic mirror onto the CCD camera. To avoid problems with varying intensity profile, we assess the near-field stability of the reference beam instead of the main beam. Figure 5 shows the effect of the active stabilization on the position of the reference beam on the focusing optics, i.e., the near-field. In (a) there is no stabilization active, whereas in (b) the system is regulating. It is clearly observed that the near-field position of the beam is well stabilized and that the reference beam can be used to keep the main beam axis stable, as its intensity profile is very stable.

Depending on the requirements of the experiment, one might not need any active stabilization or one might want to use only one mirror. When only far-field stability is needed. For guiding experiments in capillaries, one mirror is enough in order not to damage the entrance of the capillary and it was used in this configuration in Refs. 5 and 6 with PSD 1 acting as a far-field detector. With two mirrors it should be possible to achieve even better guiding. In gas jet experiments for electron acceleration, pointing stabilization is not crucial for the generation of the electron beams. However, in order to obtain an electron beam with good pointing stability, the laser pointing stability of both the near- and far-field is important. Experiments on solid target (for example, target normal sheath acceleration on flat foils) might not require very high pointing stability, however, for mass-limited targets one may need fast active stabilization with at least one mirror.

IV. CONCLUSION AND OUTLOOK

A system that actively stabilizes both the near-field and the far-field beams pointing of a multi-TW laser on the few millisecond time scale is introduced. The work presented above shows that a beam stabilization system can be implemented on an existing TW laser system without modifying its layout despite the high power laser pulses delivered and the resulting noisy environment due to the production of such pulses. Laser shots can be contained within a circle of 7.3 μrad radius with a standard deviation of 2.6 μrad. In addition, both the near- and far-field are stabilized. The results on monomode guiding in dielectric capillaries presented in Refs. 5 and 6 were possible thanks to this work. This opens prospects for further experiments, where the beam pointing is an important parameter.

Of course, this stabilization system can further be improved. Sources of high frequency vibrations should be isolated better from the laser system. The implementation of a feed-forward loop could predict the position of the beam in the gap between the shutter closing and the laser shot. When designing a new laser system, issues related to beam pointing can be taken into account from the start, making the implementation of such stabilization system much easier.
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Laser-driven plasma waves in capillary tubes

Electrons accelerated in laser wakefield accelerators (LWFAs) [1–3] acquire momentum from the electrostatic fields of a plasma density wave or wake, excited by an intense laser pulse passing through plasma. As they can achieve ultrarelativistic energies over very short distances, they have attracted great interest as novel routes to a new generation of ultra-compact accelerators, which could be relevant to a wide range of applications, including high-energy physics and compact free-electron lasers. At high laser intensities large amplitude plasma waves with longitudinal electric fields, up to hundreds of GV/m, are excited, which are several orders of magnitude higher than those possible in conventional accelerators. When electrons are injected into the accelerating regions of such plasma waves, either from an external source [4] or by self-trapping of plasma electrons by nonlinear effects, they have been observed to reach energies up to hundreds of MeV over acceleration distances of only a few mm [5–8]. However, even with fields as high as 100 GV/m, the acceleration distance must be extended to tens of cm in order to reach electron energies of, say, tens of GeV. This is a range not yet realized experimentally.

There are two main requirements that must be fulfilled before a viable multi-GeV LWFA can be realized. First, the intense laser pulse driving the plasma wave must be guided over the full length of the accelerator. Second, the dephasing length, which is the distance over which the accelerating electrons outrun the accelerating region of the plasma wave, must be at least as long as the accelerating medium. To date, most experiments have been performed with a few mm long gas jets, where self-guiding due to relativistic self-focusing provides a simple guiding solution. However, the threshold power for self-focusing is, for a given laser wavelength, inversely proportional to the plasma density, thus requiring a minimum density for a given laser. As an example, for a laser with 10 TW peak power and 800 nm wavelength, this density is $n_e = 3 \times 10^{18}$ cm$^{-3}$. An alternative approach is to guide the laser in a preformed plasma channel produced by an electric discharge in a gas-filled capillary tube. In this way guiding up to several centimeter long plasma waveguide has been demonstrated [9]. However, this approach is limited to plasma densities in excess of $n_e = 10^{18}$ cm$^{-3}$. Long dephasing lengths require very low plasma densities [3], which is clearly in conflict with the density requirements for relativistic self-guiding and guiding by discharge-formed plasma channels.

A method of guiding the intense laser pulse over long distance, while allowing very low plasma density, is thus required. This can be realized using capillary tubes as waveguides [10] where guiding is achieved by reflection from the walls. Laser guiding through gas-filled capillary tubes allows for a smooth transverse profile in monomode propagation [11] and a minimum attenuation of the laser pulse through refraction losses. As a first step in developing the waveguide as a medium for a wakefield accelerator, we have characterized the properties of the plasma wave in the moderately nonlinear regime over several centimeters. Working in the linear or moderately nonlinear regime allows control of the amplitude of the plasma waves while providing a focal spot of sufficient dimensions to effectively create quasi-one-dimensional longitudinal oscillations as shown by theoretical studies [12,13]. This regime enables a controlled and reproducible injection of an external electron bunch into the accelerating field, which provides a means of attaining high stability and reproducibility for future staging of several LWFA stages.

In this paper, we report on an observation of plasma waves excited by a guided high-intensity laser pulse inside hydrogen-filled capillary tubes with lengths up to 8 cm. The plasma wave excitation is diagnosed using a method based on spectral modifications of the laser pulse, due to local spatiotemporal variations of the density of the plasma [14].

An experiment was performed using the high-intensity Ti:sapphire laser system at the Lund Laser Centre which delivers up to 40 TW onto the target, with a full width at half maximum (FWHM) pulse duration down to $\tau_L \approx 35$ fs. The setup is shown schematically in Fig. 1. The 30-mm-diameter beam was focused with an $f=1.5$ m spherical mirror at the entrance of a capillary tube. A deformable mirror was placed after the compressor (not shown) to correct the main aberrations of the phase front in the focal plane.
The laser beam transmitted through the capillary tube was attenuated by reflecting it on an optically flat glass wedge and then collimated by an achromatic f1=1 m lens (L1), which could be translated in vacuum along the beam axis to collect light either from the focal plane (i.e., with the capillary tube removed) or from the exit plane of the tube. The beam was then focused by a f2=1 m achromatic lens (L2) and magnified 10× by a microscope objective. The beam was split in two parts. Focal spot or capillary tube output images were recorded by a 16-bit charge-coupled device (CCD) camera. The spectral resolution was 0.1 nm.

Glass capillary tubes with inner radius \( r_c = 50 \mu m \) and length varying between 1.2 and 8.1 cm were used. Hydrogen gas flowed into the tubes through two thin (-100 \( \mu m \)) slits located between 2.5 and 5 mm from each end of the tube. The filling pressure was varied between 0 and 70 mbar. Each capillary tube could be used for at least 100 laser shots, when the laser beam remained well centered at the capillary entrance. Pointing variations due to thermal drifts and mechanical vibrations were therefore minimized or compensated for.

The laser guiding at input intensities up to \( 10^{18} \) W/cm\(^2\) was achieved with more than 90% energy transmission in evacuated or hydrogen-filled gas tubes up to 8 cm long.

For the data presented here, in order to investigate the moderately nonlinear regime, the input intensity was kept lower than \( 3 \times 10^{17} \) W/cm\(^2\). The laser pulse duration was \( \tau_L = 45 \pm 5 \) fs and the associated bandwidth was approximately 25 nm (FWHM); each pulse had a small negative linear chirp (\( -550 \) fs\(^2\)), i.e., short wavelengths preceded longer wavelengths, and the center wavelength was 786 nm. The energy distribution in the focal plane exhibited an Airy-like pattern with a radius at first minimum of \( r_0 = 40 \pm 5 \) \( \mu m \).

Spectra of the laser light transmitted through gas-filled capillary tubes exhibit blue and red broadening. In the range of parameters relevant to this experiment, spectral modifications of the wake-driving laser pulse—after propagating in the plasma over a large distance—are mainly related to changes in the index of refraction of the plasma during the creation of the plasma wave. The front of the laser pulse creates an increase in electron density, leading to a blueshift at the front of the pulse, while the rear of the pulse creates a decrease in electron density with larger amplitude, and thus a redshift of the spectrum. This effect has been proposed [14] to determine the amplitude of the electron plasma density perturbation in the linear or moderately nonlinear regime.

An averaged wavelength shift \( \Delta \lambda(l) \) is calculated from the experimentally measured spectra \( S(\lambda, l) \) at the exit of a capillary of length \( l \) and is defined as

\[
\Delta \lambda(l) = \frac{1}{16 \pi^2 \omega_{out}^2} \int_V E_\perp^2 dV, \tag{2}
\]

where \( \lambda_L = \int_0^\infty S(\lambda, l=0) d\lambda \) is the center wavelength of the incident laser pulse in vacuum and \( \omega_L \) is the laser frequency. For an underdense plasma and laser intensity well above the ionization threshold, when the blueshift due to gas ionization inside the interaction volume \( V \) can be neglected and the wavelength shift given by Eq. (1) remains small compared to \( \lambda_L \), this shift is directly related to the energy of the plasma wave electric field \( E_\perp \) excited in the plasma [14].

\[
\Delta \lambda(l) = \int_0^\infty \frac{\lambda S(\lambda, l)d\lambda}{S(\lambda, l)} - \lambda_L, \tag{1}
\]

where \( \lambda_L = \int_0^\infty S(\lambda, l=0) d\lambda \) is the center wavelength of the incident laser pulse in vacuum and \( \omega_L \) is the laser frequency. For an underdense plasma and laser intensity well above the ionization threshold, when the blueshift due to gas ionization inside the interaction volume \( V \) can be neglected and the wavelength shift given by Eq. (1) remains small compared to \( \lambda_L \), this shift is directly related to the energy of the plasma wave electric field \( E_\perp \) excited in the plasma [14].

The value of the wavelength shift \( \Delta \lambda \) obtained from measured spectra is plotted as a series of black squares in Fig. 2 for a tube of length 7.1 cm as a function of filling pressure. Nonlinear laser pulse propagation in the gas-filled capillary tube including optical field ionization of gas, wakefield generation, and the self-consistent laser pulse spectrum modification was simulated numerically using the code described in [12]. The parameters used at the capillary entrance are \( \tau_L = 51 \) fs, with a negative chirp, and an incident laser energy \( E_L = 0.12 \) J, with a radial profile corresponding to the one measured in the focal plane in vacuum, averaged over the angle. Simulation results are plotted as a red triangle curve in Fig. 2. For comparison, the analytical behavior given by Eq. (3) is plotted as a blue dashed curve, for the same \( (\tau_L, E_L) \). The simulated wavelength shifts fit closely the experiment-
Lasers driven plasma waves in capillary tubes

The wavelength shift measured at the output of a 7.1-cm-long capillary tube for filling pressures of 30 mbar (black squares), 40 mbar (red dots), and 50 mbar (blue triangles) and the corresponding simulated shifts (dotted, dashed, and solid lines).

FIG. 2. (Color online) Wavelength shift as a function of hydrogen H\textsubscript{2} filling pressure at the exit of a 7.1-cm-long capillary tube obtained from experimental data (black squares); simulation results (red triangle curve) with (τ\textsubscript{f}, ε\textsubscript{L})=(51 fs, 0.12 J) and a negative chirp; analytical result from Eq. (3) for the same parameters (dashed blue line).

All spectra are normalized to their maximum amplitude and integrated over the radial coordinate. The spectral modifications in the experiment and the simulations are in excellent agreement over a large range of amplitude. This agreement on the detailed structure of the spectra confirms the one, shown in Fig. 2, achieved on the wavelength shift, which is an integrated and averaged quantity.

The wavelength shift measured at the output of the capillary tubes as a function of the tube length is plotted in Fig. 4 for different filling pressures as well as the corresponding simulated results. A linear behavior of the wavelength shift as a function of length is observed at 20 mbar. The fit of experimental data by simulation results demonstrates that the plasma wave is excited over a length as long as 8 cm. As the pressure is increased, the nonlinear laser pulse evolution is amplified with the propagation length leading to a larger plasma wave amplitude.

The wavelength shift as a function of input laser energy is shown in Fig. 5 at the exit of a 7.1-cm-long capillary tube for a filling pressure of 40 mbar, obtained from experimental data, simulation results, and analytical prediction. For \( E\text{L} > 0.1 \) J, the growth of the wavelength shift is faster than the linear one predicted analytically and the experimental and numerical results are in excellent agreement. For lower energy (=0.05 J), gas ionization occurs closer to the maximum of the pulse and, combined with radial structure, leads to a more pronounced steepening of the front edge of the pulse and increased wakefield amplitude and wavelength.

FIG. 3. (Color online) Spectra measured (black lines) (a) in the focal plane in vacuum and at the output of the 7.1 cm capillary tube for filling pressures of (b) 30 and (c) 40 mbar; two shots are shown for each pressure; corresponding simulated spectra (red dashed line).
shift compared to the analytical prediction [Eq. (3)].

In conclusion, we have generated and characterized a laser-driven plasma wave in the moderately nonlinear regime over a distance as long as 8 cm inside dielectric capillary tubes. An excellent agreement is found between the measured wavelength shift and the results from simulations as concerns pressure, length, and energy dependences. In the linear and weakly nonlinear regimes, this diagnostic provides a robust and reproducible measurement of the plasma wave amplitude over a long distance. The value of the longitudinal accelerating field in the plasma obtained from the simulation is in the range of 1–10 GV/m. The average product of gradient and length achieved in this experiment is on the order of 0.4 GV at a pressure of 50 mbar; it could be increased to several GV by extending the length and diameter of the capillary tube with higher laser energy.
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\textbf{Abstract.} A general approach to the modifications of the spectrum of a laser pulse interacting with matter is elaborated and used for spectral diagnostics of laser wakefield generation in guiding structures. Analytical predictions of the laser frequency red shift due to the wakefield excited in a capillary waveguide are confirmed by self-consistent modeling results. The role of ionization blue shift, and nonlinear laser pulse and wakefield dynamics on the spectrum modification, is analyzed for recent experiments on plasma wave excitation by an intense laser pulse guided in hydrogen-filled glass capillary tubes up to 8 cm long. The dependence of the spectral frequency shift, measured as a function of filling pressure, capillary tube length and incident laser energy, is in excellent agreement with the simulation results, and the associated longitudinal accelerating field is in the range 1–10 GV m\(^{-1}\).
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1. Introduction

The interaction of short, intense laser pulses with plasmas produces large amplitude wakes. The high-field amplitude associated with these wake waves can be used to accelerate particles to high energies over very short lengths compared with the conventional accelerator technology [1]–[3]. In linear or moderately nonlinear regimes, these fields are of the order of 1–10 GV m$^{-1}$, and relativistic electrons injected into the wave can acquire an energy of the order of 1 GeV over a length of the order of a few centimeters. The control of the characteristics of the electron beam as it is accelerated is crucial for achieving a usable laser–plasma accelerator unit. It is linked to the control of the accelerating electric field structure over several centimeters in a plasma. Diagnostics providing a detailed knowledge of the field structure and time evolution are therefore important for the progress of accelerator development.

Several diagnostics methods have been used to measure plasma waves created by the laser wakefield, in particular multi-shot or single-shot frequency domain interferometry [4, 5]. They rely on the interference in the frequency domain of two separate probe pulses and have been used to measure density perturbations over lengths of the order of a few millimeters. The dispersion effects on the probe pulse and the variations of the phase velocity of the exited plasma wave make these diagnostic techniques difficult to use over longer propagation distances [6]. Modifications of the spectrum of a single probe pulse propagating in a time- and space-varying plasma density [7] can be used to diagnose the laser wakefields [6, 8] without restrictions to the wake wave amplitude and dispersion effects.

The amplitude of the plasma wave excited by the laser pulse over a large length can be obtained in a single shot by the analysis of the modifications of the spectrum of the driving pulse. This method, proposed in [9, 10] and compared with the experimental measurements for a supersonic helium gas jet target of sub-millimeter length in [11], relies on the modifications of the spectrum induced by the time-varying plasma density within the pulse duration. Recently, it has been used successfully to measure the plasma wave excited in the wake of an intense laser guided in a gas-filled capillary tube over 8 cm [12].

In this paper, analytical expressions for the frequency shift due to the laser wakefield excited in a capillary tube are derived and compared with self-consistent modeling including gas ionization, nonlinear laser pulse and wakefield dynamics. A detailed comparison with experimental data shows that excellent agreement is obtained in a broad range of plasma densities, which allows us to determine the value of the accelerating field amplitude.
2. Analytical theory (general approach)

The general frequency momentum theory [13] describes the relation between the frequencies, \( \omega \), averaged over the spectrum of incident and output radiation of intensity \( I_{\alpha}(\omega, R) \) from the interaction volume \( V \):

\[
\langle \omega^2 \rangle_\alpha = \oint_S \int_0^{+\infty} \omega^2 I_{\alpha}(\omega, R) d\omega dS \left[ \oint_S \int_0^{+\infty} I_{\alpha}(\omega, R) d\omega dS \right]^{-1}, \quad \alpha = \text{in, out}, \tag{1}
\]

where \( dS \) is the vector element normal to the surface \( S \) and \( d \) is the unit Poynting vector at a given point on the surface \( S \). It can be shown without any restrictions on the radiation intensity and geometry that the frequency shift of the output radiation \( \langle \omega^2 \rangle_{\text{out}} \) relative to the incident one, \( \langle \omega^2 \rangle_{\text{in}} = \omega_0^2 \), has the form [9, 13]

\[
\langle \omega^2 \rangle_{\text{out}} - \omega_0^2 = \frac{1}{\varepsilon_{\text{out}}} \left\{ \int_V d^3r \int_{-\infty}^{+\infty} dt \left[ \omega_0^2 E \mathbf{j} - \frac{\partial E}{\partial t} \frac{\partial \mathbf{j}}{\partial t} \right] + \frac{1}{8\pi} \int_V d^3r \right. \\
\times \left. \left[ \omega_0^2 (E^2 + B^2) - \left( \frac{\partial E}{\partial t} \right)^2 + \frac{\partial B}{\partial t} \right]^2 \right|_{t=\pm\infty} \right\}, \tag{2}
\]

where \( f \big|_{t=\pm\infty} \equiv f(t = +\infty) - f(t = -\infty) \), \( E \) (\( B \)) and \( \mathbf{j} \) are the electric (magnetic) field and the current in the medium of volume \( V \), respectively, \( \varepsilon_{\text{in}} \) is the energy of incident radiation and \( \varepsilon_{\text{out}} \) is the energy of radiation coming out of the volume \( V \). The zero-frequency moment of Maxwell equations gives the energy conservation law for \( \varepsilon_{\text{in}} \) and \( \varepsilon_{\text{out}} \):

\[
\varepsilon_{\text{out}} = \varepsilon_{\text{in}} - \int_V d^3r \int_{-\infty}^{+\infty} dt E \mathbf{j} - \frac{1}{8\pi} \int_V d^3r (E^2 + B^2) \big|_{t=\pm\infty}. \tag{3}
\]

The first integral term in (2) describes in particular a blue frequency shift due to optical field ionization (OFI), while the last summands in (2) and (3) account for the plasma wave existing after the laser pulse. When the peak pulse intensity is much higher than the one corresponding to the optical ionization threshold, ionization and wakefield generation are separated in space and time. In this case, it can be shown that the total frequency shift due to both processes is the sum of the shift \( \delta\omega_{\text{ion}} \) due to ionization and the shift \( \delta\omega_{\text{wf}} \) associated with wakefield generation:

\[
\frac{\delta\omega}{\omega_0} = \frac{\langle \omega^2 \rangle_{\text{out}} - \omega_0^2}{2\omega_0^2} = \frac{\delta\omega_{\text{ion}}}{\omega_0} + \frac{\delta\omega_{\text{wf}}}{\omega_0}, \tag{4}
\]

where, in accordance with (2), the shift due to plasma wake generation is determined from the energy of the wake electric field, \( E_p \), excited in the plasma [10]:

\[
\frac{\delta\omega_{\text{wf}}}{\omega_0} \approx -\frac{1}{\varepsilon_{\text{out}}} \frac{1}{16\pi} \int_V E_p^2 dV. \tag{5}
\]

Assuming that the pulse intensity distribution is cylindrically symmetric with a characteristic radius larger than the plasma skin depth \( k_p^{-1} = c/\omega_p \) (where \( c \) is the speed of light and \( \omega_p = \sqrt{4\pi e^2 n_0 / m} \) is the electron plasma frequency, where \( e, m \) and \( n_0 \) are the electron charge,
mass and background plasma density), the plasma wakefields can be found with the help of the equation for the wakefield potential, Φ, [14]

\[
\left\{ \left( \Delta_\perp - k_p^2 \right) \frac{\partial^2}{\partial \xi^2} - \frac{\partial}{\partial r} \ln n_0 - \frac{\partial^3}{\partial r \partial \xi^2} + k_p^2 \Delta_\perp \right\} \Phi - \frac{k_p^4}{2} \left[ \frac{1}{2} - \frac{1 + |a|^2}{2(\Phi + \Phi_w)} \right] = \frac{k_p^2}{4} \Delta_\perp |a|^2, \tag{6}
\]

where \( \Delta_\perp = (1/r) \partial / \partial r (r \partial / \partial r) \) is the transverse part of the Laplace operator, \( \xi = z - c t \), \( a(\xi, z, r) = e \mathbf{E}_L / (m c \omega_0) \) is the normalized complex envelope of the laser field, related to the high-frequency laser field by

\[
\tilde{\mathbf{E}}_L (r, t) = \text{Re} \left[ \mathbf{E}_L (\xi, z, r) \exp (i \omega_0 \xi) \right], \tag{7}
\]

where \( k_0 = \omega_0 / c = 2 \pi / \lambda_0 \) is the vacuum laser wave vector and \( \Phi_w \) describes the effect of OFI on wakefield generation [14]. In the weakly relativistic approximation (\(|a| \ll 1, |\delta \Phi| \equiv |\Phi - 1| \ll 1\)), assuming that the contribution due to ionization is negligible, and for the background plasma density \( n_0 \) uniform in space (or weakly inhomogeneous over lengths of the order of \( k_p^{-1} \)), the equation for the potential derived from (6) is

\[
\left( \frac{\partial^2}{\partial \xi^2} + k_p^2 \right) \delta \Phi = \frac{1}{4} |a|^2. \tag{8}
\]

With the help of \( \partial \Phi / \partial \xi = e E_{p,\xi} / m e c^2 \) and \( \partial \Phi / \partial r = e E_{p,r} / m c^2 \), equation (8) yields the wakefield amplitude \( \mathbf{E}_p \) [10]:

\[
\mathbf{E}_{p, \text{max}}^2 = \frac{m^2 e^2 \omega_0^2}{e^2} \left\{ k_p^2 \int_{-\infty}^{\infty} d\xi e^{-i\xi p} |a|^2 \right\}^2 + \frac{1}{4} \left| \int_{-\infty}^{\infty} d\xi e^{-i\xi p} |a|^2 \right|^2 \tag{9}
\]

An expression similar to (9) was obtained for the electron density perturbations in [15] (see also [2]).

In order to obtain an analytical expression for the frequency shift of (5), a simplified expression for the laser pulse envelope is used in (9), where the reciprocal effect of the wakefield plasma wave on pulse propagation is neglected. Let us consider a Gaussian laser pulse focused at the capillary entrance, \( z = 0 \), as

\[
a(\xi, r, z = 0) = a_0 \exp \left[ -\frac{r^2}{r_0^2} - \frac{(\xi - \xi_0)^2}{c^2 \tau^2} \right], \tag{10}
\]

where \( a_0 \equiv 0.86 \times 10^{-9} (I_0 [\text{W cm}^{-2}])^{1/2} \lambda_0 [\mu \text{m}] \) is the normalized laser pulse amplitude (\( I_0 \) is the laser peak intensity). When the focal spot size of the laser pulse \( r_0 \) is matched to the inner radius of the capillary tube, \( R_{\text{cap}} \), i.e. when \( r_0 \approx 0.65 R_{\text{cap}} \), about 98% of the incident energy is transferred to the fundamental capillary mode, which can be described as [8, 14, 16,]

\[
|a(\xi, z, r)|^2 = |a_0|^2 \exp \left( -2 \delta k_{z1}'' |z - 2(\xi - \xi_0)^2 / c^2 \tau^2 \right) J_0^2 \left( b_1 r / R_{\text{cap}} \right), \tag{11}
\]

where \( b_1 \approx 2.2055 \) is the first root of \( J_0(x) = 0 \), \( J_0 \) is the Bessel function of integer order 0 and \( \delta k_{z1}'' \) is the damping coefficient associated to the loss of energy by refraction through the capillary wall with dielectric constant \( \epsilon_w \):

\[
\delta k_{z1}'' = \frac{b_1^2}{2k_0^2 R_{\text{cap}}^2 \sqrt{\epsilon_w - 1}}. \tag{12}
\]
Using (11) and (9) in (5), the frequency shift as a function of the laser pulse propagation distance \( z \) can be written as

\[
\frac{\delta \omega_{\text{eff}}(z)}{\omega_0} = -\frac{1}{64} \sqrt{\frac{\pi}{2}} \left( C_1 + \frac{C_2}{k_p^2 R_{\text{cap}}^2} \right) \left( \frac{\omega_p}{\omega_0} \right)^2 |a_0|^2 D(\Omega) \frac{k_p}{\delta k_{z1}^n} \left[ 1 - \exp \left( -4\delta k_{z1}^n z \right) \right],
\]

(12)

where the constants \( C_1 \) and \( C_2 \) are determined by the radial laser intensity distribution for the fundamental mode

\[
C_1 \equiv \int_0^{b_1} x J_0^4(x) \, dx \left( \int_0^{b_1} x J_0^2(x) \, dx \right)^{-1} \approx 0.5655,
\]

\[
C_2 \equiv 4 b_1^2 \int_0^{b_1} x J_0^2(x) J_1^2(x) \, dx \left( \int_0^{b_1} x J_0^2(x) \, dx \right)^{-1} \approx 4.361,
\]

and the function \( D(\Omega) = \Omega \exp(-\Omega^2/4) \), with \( \Omega = \omega_p \tau \), reflects the resonant behavior of wakefield generation, depending on the laser pulse duration with Gaussian time envelope in (11). Note that for a small energy loss by refraction through the capillary wall, when \( \delta k_{z1}^n z \ll 1 \), the frequency shift (12) grows linearly with the capillary length \( z \).

In the following sections, the analytical prediction for the frequency shift due to wakefield generation of (12) will be compared with the results of fully self-consistent modeling, including gas ionization and nonlinear multi-mode laser pulse propagation in a capillary tube.

### 3. Modeling results and comparison with analytical predictions

To describe nonlinear laser pulse propagation in a gas-filled capillary, the following wave equation for the pulse envelope was used [14]

\[
\left\{ 2ik_0 \frac{\partial}{\partial z} + 2 \frac{\partial^2}{\partial z \partial \xi} + \Delta_\perp \right\} a = k_0^2 \left( \frac{n}{n_0 \gamma} a - iG^{(\text{ion})} \right),
\]

(13)

where \( n \) is the slowly varying electron density, \( n_c = m_0 \omega_0^2 / (4\pi e^2) \) is the critical density for the laser frequency \( \omega_0 \), \( \gamma = [1 + (p/mc^2)^2 + |a|^2/2]^{1/2} \) is the relativistic factor of plasma electrons with momentum \( p \) slowly varying in time and the last term on the right-hand side of (13) is the normalized ionization current, which represents the laser energy losses in the process of OFI [17]. In the quasi-static approximation [18], the relativistic plasma response \( n/\gamma \) can be expressed through a single scalar function, the potential \( \Phi \) determined by (6) [14]:

\[
\frac{n}{\gamma} = n_0 \frac{1 + k_p^{-2} \Delta_\perp \Phi}{\Phi + \delta \Phi_S}.
\]

(14)

When the laser pulse propagates in ionizing gas, equations (13), (14) and (6) should be supplemented with the equations for ionization kinetics, which determine the electron density \( n_0(\mathbf{r}, \xi) \) produced by OFI [14, 17, 19]

\[
\frac{\partial n_0}{\partial \xi} = -\frac{1}{c} \sum_{k=0}^{Z_{e-1}} \tilde{W}_k N_k,
\]

(15)
where $N_k$ and $\bar{W}_k$ are the averages over the laser period of the ion densities and probabilities of tunneling ionization of ions \cite{20} with charge state $k$, $k = 0, 1, \ldots, Z_n$ and $Z_n$ is the atomic charge number.

For the numerical modeling of laser pulse propagation and wakefield generation inside a gas-filled capillary tube by \eqref{6} and \eqref{13}, boundary conditions have to be supplied. For linearly polarized laser pulses, the following boundary condition at the capillary tube wall, $r = R_{\text{cap}}$, is used:

$$\frac{\partial a}{\partial r} = 2\xi R_{\text{cap}} \left( \frac{\varepsilon - 1}{\varepsilon + 1} \right)^{1/2} \left( 1 - \frac{i}{k_0} \frac{\partial}{\partial \xi} \right) a,$$

which describes correctly the structure of eigenmodes and their damping due to the energy loss through the capillary walls (see \cite{14, 16}). The boundary conditions for the wakefield potential are $\Phi = 1$ in the unperturbed gas in front of the laser pulse, $\xi \to +\infty$, and at the capillary wall $r = R_{\text{cap}}$.

Taking into account \eqref{7}, the mean-square frequency, defined by \eqref{1}, at a distance $z$ in the capillary is expressed using the laser envelope as follows:

$$\langle \omega^2 \rangle(z) \equiv \left( \int_{-\infty}^{\infty} R_{\text{cap}}^{-1} \int_{-\infty}^{\infty} |a(\omega, r, z)|^2 r \, dr \, d\omega \right)^{-1} \int_{-\infty}^{\infty} R_{\text{cap}}^{-1} \int_{0}^{\infty} |a(\omega, r, z)|^2 r \, dr \, d\omega,$$

where $a(\omega, r, z)$ is the dimensionless laser pulse envelope in Fourier space. The corresponding frequency shift is defined as

$$\delta \omega(z) = \frac{\langle \omega^2 \rangle(z) - \omega_0^2}{2\omega_0}.$$  

The solution to the system of equations \eqref{13}--\eqref{16} and \eqref{6} permits us to also obtain the normalized spectrum of the propagating laser field, centered at the carrier frequency $\omega_0$, integrated over the transverse cross section:

$$I(\omega + \omega_0, z) \equiv \left( \max_{\omega} \int_{0}^{R_{\text{cap}}} |a(\omega, r, z)|^2 r \, dr \right)^{-1} \int_{0}^{R_{\text{cap}}} |a(\omega, r, z)|^2 r \, dr.$$  

This solution and spectrum \eqref{19} will be analyzed below and the resulting frequency shift given by \eqref{18} will be compared with the analytical expression \eqref{12}, and to the experimental results in section \ref{5}. In order to compare with the experimental results, it is useful to define the relative wavelength shift. For a mean-square frequency shift $\delta \omega$ small compared with $\omega_0$, determined by \eqref{1}, \eqref{4} and \eqref{17}, \eqref{18}, the relative wavelength shift and the relative frequency shift are of opposite signs:

$$\frac{\Delta \lambda}{\lambda_0} \equiv \left[ \frac{1}{\Delta \omega(z) / \omega_0 + 1} - 1 \right] \approx - \frac{\Delta \omega(z)}{\omega_0} \approx - \frac{\delta \omega(z)}{\omega_0},$$

where

$$\Delta \lambda(z) \equiv \left( \int_{0}^{\infty} I(\lambda, z) \, d\lambda \right)^{-1} \int_{0}^{\infty} \lambda I(\lambda, z) \, d\lambda - \lambda_0$$

and $\Delta \omega(z) \equiv \left( \int_{0}^{\infty} I(\omega, z) \, d\omega \right)^{-1} \int_{0}^{\infty} \omega I(\omega, z) \, d\omega - \omega_0$ are the averaged wavelength and frequency shifts and $I(\lambda, z)$ and $I(\omega, z)$ are the spectral intensity, averaged over the radius, as functions of wavelength and frequency, respectively.

Figure 1. Wavelength shift calculated with (12), the solid line (not marked), and obtained in simulations as functions of the laser propagation distance in a capillary filled with 20 mbar of hydrogen; lines with markers: OFI included (dots) and pre-ionized plasma (open squares). The inset shows the wavelength shift for the same parameters but in a capillary filled with helium. Parameters are indicated in the text.

The results of self-consistent modeling by (13)–(16) and (6) are illustrated in figures 1–4 for quasi-monomode laser pulse propagation, when the Gaussian laser pulse of (10) is focused at the entrance of a capillary of radius $R_{\text{cap}} = 50 \mu\text{m}$, with the matched spot size $r_0 = 0.67 R_{\text{cap}} = 33.5 \mu\text{m}$ and $a_0 = 0.24$; for a full-width at half-maximum (FWHM) pulse duration $\tau_{\text{FWHM}} = \sqrt{2 \ln 2} \tau = 51 \text{ fs}$ and $\lambda_0 = 0.8 \mu\text{m}$, it corresponds to a laser pulse energy of 0.12 J and an intensity $I_0 = 1.3 \times 10^{17} \text{ W cm}^{-2}$.

The red wavelength shift (20) due to wakefield generation in a capillary filled with hydrogen at a pressure of 20 mbar is shown in figure 1 by lines with markers for OFI included (marked by dots) and for a pre-ionized plasma (marked by open squares). The corresponding spectra are shown in figure 2. They are in good agreement with the analytical prediction from (12) shown in figure 1 by a solid line (not marked). At this laser pulse intensity, well above the threshold value for the OFI of hydrogen gas, the laser pulse propagates in the capillary in the quasi-monomode regime over a few centimeters without substantial distortions and visible influence of ionization to the laser spectrum.

For the same parameters, when the capillary is filled with helium (with an atomic density half that of hydrogen in order to get the same free electron density at full ionization), the wavelength shift is determined completely by OFI: it is blue (negative) and of much larger amplitude than the red shift in hydrogen, as seen in the inset of figure 1 and in figure 2 for the lines marked by solid squares. Note that the integral wavelength shift (see (17), (18) and (20)) is determined not only by the shift of the maximum of the spectrum, but also by the ‘blue tail’ of the spectrum, not seen completely in figure 2 and extending in this case up to 400 nm. The laser pulse and the wakefield generated in the capillary filled with helium reveal in this case...
Figure 2. Spectra of transmitted laser pulses integrated over the radius obtained in simulations after propagation over a length of 70 mm in a capillary filled with 20 mbar of hydrogen: OFI included (marked by dots) and pre-ionized plasma (open squares); the same for capillary filled with helium, the line is marked by solid squares. The dashed line shows the spectrum at the capillary entrance. Parameters are the same as in figure 1.

Figure 3. (a) Wavelength shift calculated with (12), unmarked solid line, and obtained in simulations as functions of the laser propagation distance in a capillary filled with 40 mbar of hydrogen, for $\varepsilon_L = 50 \text{ mJ}$: OFI included (marked by dots) and pre-ionized plasma (open squares). (b) Normalized laser pulse envelope $|a(r, \xi)|$ after propagating in a capillary of 50 mm long filled with 40 mbar of hydrogen (OFI included). All parameters are the same as in (a). (c) The same as in (b), but in pre-ionized plasma.

a pronounced longitudinal and radial modulation caused by the variation of electron density produced self-consistently by the OFI of helium [14, 21].

For higher gas pressure and lower laser pulse intensities, gas ionization starts to play a substantial role in the laser pulse spectrum modification even for capillaries filled with hydrogen. As an example, figure 3(a) shows the wavelength shifts for a capillary filled with...
Figure 4. (a) The same as in figure 3(a) for a capillary filled with 40 mbar of hydrogen and laser pulse intensity $I_0 = 1.3 \times 10^{17}$ W cm$^{-2}$ and an energy of 0.12 J. (b) Normalized laser pulse envelope $a(r = 0, \xi)$ on the axis at a distance of 70 mm with OFI included. All parameters are the same as in (a). (c) The same as in (b), but in pre-ionized plasma.

40 mbar of hydrogen, a laser pulse energy of 50 mJ, and intensity $I_0 = 0.54 \times 10^{17}$ W cm$^{-2}$. All other parameters are the same as for figure 1. Ionization dominates the spectrum modification and leads to a net blue shift for capillary lengths smaller than 70 mm. The shift due to ionization is partly compensated by the shift due to wakefield, whose amplitude increases with pressure and capillary length as nonlinear effects modify the pulse shape. Note that the laser pulse intensity in this case is still well above the threshold value for the OFI of hydrogen (of the order of $10^{14}$ W cm$^{-2}$), but the OFI contributes substantially to the laser pulse dynamic and spectrum modification. Figures 3(b) and (c) exhibit the amplitude of the normalized laser pulse envelope $|a(r, \xi)|$ at a distance $z = 50$ mm for the same parameters as figure 3(a). In figure 3(b), where ionization is included, the front of the pulse at $k_p \xi \approx 17$ is eroded due to refraction-induced ionization [21]. At the same time, there is no significant influence of the nonlinearity of pre-ionized plasma on the pulse propagation, as seen in figures 3(a) and (c).

For the same pressure of hydrogen (40 mbar), but higher laser intensity, $I_0 = 1.3 \times 10^{17}$ W cm$^{-2}$, the plasma nonlinearity starts to play a substantial role in the pulse dynamics and transmitted laser spectrum, as illustrated in figure 4.

Comparison of figures 4(b) and (c) shows that the OFI of gas leads to the shortening and sharpening of the front of the pulse [21]; in addition, the self-phase modulation and nonlinear group velocity dispersion in the plasma causes a sharpening of the pulse tail just after the intensity maximum [22] (see figure 4(b)). Both these effects lead to pulse shortening that increases the wakefield generation [14, 23] and the subsequent red wavelength shift, as seen in figure 4(a), as the initial pulse length for this pressure was about twice as long as the linear resonant one.

4. Experimental arrangement

An experiment was performed using the multi-TW Ti:sapphire laser system at the Lund Laser Centre, which provided up to 0.5 J energy pulses onto the target, with an FWHM pulse duration of 40 ± 5 fs at a central wavelength of $\lambda_0 = 786$ nm. The experimental setup scheme is presented in figure 5. The 30 mm-diameter laser beam was focused with an $f = 1.5$ m spherical mirror.
Figure 5. Schematic view of the experimental setup. All the elements up to the vacuum chamber window were under vacuum.

at the entrance of a capillary tube. In order to correct the aberrations of the phase front, a deformable mirror was used after the compressor. The laser beam transmitted through the capillary tube was attenuated by reflecting it from a glass wedge and then collimated by an achromatic $f_1 = 1 \text{ m lens (L}_1\text{)},$ which could be translated in vacuum along the beam axis to collect light either from the focal plane (i.e. with the capillary tube removed) or from the exit plane of the tube. The beam was then focused by an $f_2 = 1 \text{ m achromatic lens (L}_2\text{)}$ and magnified 10× by a microscope objective. The beam was split into two parts. Focal spot or capillary tube output images were recorded by a 16-bit charged-couple device (CCD 1 in figure 5). The transmitted part was sent to a visible-to-near-infrared imaging spectrometer equipped with a 16-bit CCD camera (CCD 2 in figure 5). The spectral resolution was 0.1 nm. The laser beam path up to the vacuum chamber window was under vacuum. Glass capillary tubes with inner radius $R_\text{cap} = 50 \pm 1 \mu\text{m}$ and length varying between 1.2 and 8.1 cm were used. Hydrogen gas ($H_2$) was injected into the tubes through two thin ($\approx 100 \mu\text{m}$) slits located between 2.5 and 5 mm from each end of the tube. The filling pressure was varied between 0 and 80 mbar. Each capillary tube could be used for at least a hundred laser shots, when the laser beam remained well centered at the capillary entrance. Pointing variations due to thermal drifts and mechanical vibrations were therefore minimized or compensated for. Laser guiding at input intensities up to $10^{18} \text{ W cm}^{-2}$ was achieved with more than 90% energy transmission in evacuated or hydrogen-filled gas tubes up to 8 cm long.

For the data presented here, in order to investigate the moderately nonlinear regime, the input intensity was kept lower than $3 \times 10^{17} \text{ W cm}^{-2}$. The laser pulse duration was $\tau_0 = 45 \pm 5 \text{ fs}$ and the associated bandwidth was approximately 25 nm (FWHM); each pulse had a small negative linear chirp, i.e. short wavelengths preceded longer wavelengths. The energy distribution in the focal plane exhibited an Airy-like pattern with a radius at first minimum of $r_0 = 40 \pm 5 \mu\text{m}$. 

5. Comparison between modeling results and experimental data

To model wakefield generation and laser pulse spectrum modifications with initial conditions as close as possible to the experimental ones, the measured radial laser intensity distribution was approximated by a radial profile averaged over the azimuthal angle as shown in figure 6. This approximation was used for all the modeling results shown below. In the simulations, the FWHM laser pulse duration was 51 fs with a linear negative chirp of $-550 \text{ fs}^2$, which corresponds to the experimentally measured laser spectrum width at the focal plane in vacuum.

Figure 7 shows the wavelength shift (21) measured in the experiment (squares with error bars) and obtained in the modeling (line with circles) for the experimentally measured radial distribution of laser intensity at the capillary entrance as a function of the laser pulse energy for a 7 cm-long capillary filled with hydrogen molecular gas at a pressure of 40 mbar. The dashed line is the analytical prediction (12) with the on-axis laser pulse amplitude adjusted so that the laser pulse energy in the main mode (11) equals the experimental measurement. The measured and modeled red wavelength shifts are in a good agreement in all the energy range shown in figure 7 and they are larger than the linear analytical prediction (12). At this gas pressure, above the linear resonant one equal to 25 mbar, and for laser pulse energies higher than 100 mJ, both ionization and nonlinear group velocity dispersion are responsible for the laser pulse shortening and consequently are more effective for wakefield generation as shown in figure 4. For energies lower than 100 mJ, the sharpening of the front edge of the pulse due to ionization is combined with the transverse modification of the structure of the laser pulse guided in the capillary; the use of the non-Gaussian distribution of figure 6 at the entrance thus induces a larger wavelength shift. This can be seen by comparison with figure 3(a) where the wavelength shift obtained for an initially Gaussian pulse in transverse direction is almost zero at 70 mm, whereas in figure 7 it is of the order of 7 nm for 50 mJ.
The agreement between modeled and measured red shifts observed in figure 7 is supported by the agreement achieved for the transmitted laser pulse spectra shown in figure 8 for laser pulse energies 50, 120 and 150 mJ measured for different shots (black and gray solid lines in figures 8(a) and (c)) and obtained in full-scale modeling (dashed lines). The blue solid line in figure 8(b) shows a spectrum averaged over four shots. This shows that not only the pulse broadening but also the growth of the amplitude of the modulations can be reproduced by the simulations when the energy is increased.

The wavelength shifts as functions of pressure for different lengths of a capillary are shown in figure 9 at a laser pulse energy 120 mJ. For short, 12 mm-long capillaries the measured, modeled and analytically predicted shifts are close to zero as the ionization blue shift roughly cancels the wakefield red shift as can be seen for 20 mbar in figure 1(a). For longer capillaries, when wakefield generation has a substantial effect on the transmitted laser spectra, the measured and modeled dependences shown in figures 9(b)–(d) closely follow analytical predictions up to a pressure of the order of 25 mbar, which corresponds to the value determined by the linear resonant condition for the wakefield generation, $\omega_p\tau = 2$, for the Gaussian time envelope (10).

For higher pressures, in excess of 40 mbar and for capillaries longer than 50 mm, the measured and modeled red shifts grow with increasing pressure as opposed to the drop in the analytical behavior caused by the departure from the resonance between the laser pulse length and plasma wavelength (see figure 9, dashed lines). An increase of the wakefield generation and corresponding red wavelength shift for pressures higher than that determined by the linear resonant condition is caused by nonlinear laser pulse shortening. For monomode laser pulse propagation and 70 mm capillary length, this process is illustrated in figure 4(a) for a hydrogen pressure of 40 mbar. For the radial distribution of figure 6 and for higher pressure, the propagation in the capillary is multi-mode, leading to a more important pulse shortening as shown in figure 10 for the capillary length 71 mm and pressure 60 mbar (see also [24]). However, it should be noted that even for this strong nonlinear modification of the laser pulse,
Figure 8. Laser pulse spectra for pulse energies 50 (a), 120 (b) and 150 mJ (c) measured in the experiment (solid lines are for different shots in (a) and (c) and the average of 4 shots is shown in (b)) and obtained in simulations (dashed lines). Parameters are indicated in the text.
Figure 9. Wavelength shifts as functions of pressure at a laser pulse energy of 120 mJ for different lengths of capillary $L_{\text{cap}} = 12$ (a); 50 (b); 71 (c) and 81 mm (d). Squares with error bars are experimentally measured values, solid lines are the results of modeling and dashed lines are for analytical prediction (12).

The wakefield generated along the capillary tube is very regular as can be seen in figure 10(c), where the radial distribution of the wakefield potential as a function of the local time in the co-moving frame (moving with the speed of light) is shown by the color map. The zero of the local time corresponds to the time when the laser pulse maximum reaches the capillary entrance, see figure 10(a). The increasing deviations of the modeled red shift from the one measured as the pressure and the capillary length are increased (see figure 9) are attributed to the asymmetry of the focal spot in the experiment, whereas cylindrical symmetry, assumed in the model, leads to more pronounced nonlinear effects.

Figure 11 shows the wavelength shifts as functions of the length of the capillary filled with hydrogen gas, measured in the experiment and obtained in the modeling for pressures of 20 and 40 mbar and a laser pulse energy of 120 mJ. The wavelength shift grows linear as a function of length for the 20 mbar case, in agreement with analytical prediction (12). The fit of experimental data by simulation results demonstrates that the plasma wave is excited over a length as long as 8 cm. As the pressure is increased, the nonlinear laser pulse evolution is amplified with the propagation length leading to larger plasma wave amplitude.
Figure 10. Normalized laser pulse intensity (the hatched area) and wakefield potential (the solid line) on the axis at the entrance (a) and after propagation in a capillary of length 71 mm (b), as functions of the local time; radial distribution of the wakefield potential in time (c). Parameters of modeling correspond to figure 9(c) at pressure 60 mbar.

Figure 11. Wavelength shifts as functions of the length of capillary filled with 20 mbar of hydrogen gas measured in the experiment (solid squares with error bars) and obtained in the modelling (solid line); open circles with error bars and dashed line are for a pressure of 40 mbar. Laser pulse energy is 120 mJ.

6. Conclusion

Analytical predictions of the laser pulse frequency red shift based on the general approach of the frequency momentum theory formulated without any restrictions on the radiation intensity and geometry were used to analyze the wakefield generated by a short intense laser pulse propagating in a gas-filled capillary tube. The full-scale self-consistent modeling completely confirms the results obtained analytically in the following conditions: monomode propagation of the laser pulse, in a moderately nonlinear regime, with intensities much higher than the threshold value for the OFI of hydrogen filling the capillary, and gas pressures lower than the value determined by the linear resonant condition for wakefield generation. For higher pressures and laser pulse energies, modeling results exhibit nonlinear pulse shortening, enhanced wakefield
generation and frequency red shift closely fitting experimental results. Even for intensities much higher than the threshold value for the OFI of filling gas, ionization-induced refraction can substantially modify the laser pulse, and the influence of ionization is more pronounced for higher pressures and lower pulse energies.

The agreement between modeled and measured red shifts observed as functions of pulse energy, pressure of hydrogen gas filling the capillary and capillary length is supported by the agreement achieved for the transmitted laser pulse spectra obtained in simulations and experiment. The value of the longitudinal accelerating field in the plasma obtained from the simulation is in the range 1–10 GV m\(^{-1}\). The average product of gradient and length achieved in this experiment is of the order of 0.4 GV at a pressure of 50 mbar; it could be increased to several GV by extending the length and diameter of the capillary tube with higher laser energy.

In conclusion, the outgoing spectra of driving laser pulses measured after propagation in gas-filled capillaries supported by relevant modeling can provide detailed information on laser pulse dynamics and on the main characteristics of the accelerating fields excited in the wake of the laser pulses over the long distances necessary for efficient acceleration of electrons to high energies.
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Abstract Electron beams and betatron X-ray radiation generated by laser wakefield acceleration in long plasma targets are studied. The targets consist of hydrogen filled dielectric capillary tubes of diameter 150 to 200 microns and length 6 to 20 mm. Electron beams are observed for peak laser intensities as low as $5 \times 10^{17}$ W/cm$^2$. It is found that the capillary collects energy outside the main peak of the focal spot and contributes to keep the beam self-focused over a distance longer than in a gas jet of similar density. This enables the pulse to evolve enough to reach the threshold for wavebreaking, and thus trap and accelerate electrons. No electrons were observed for capillaries of large diameter (250 µm), confirming that the capillary influences the interaction and does not have the same behaviour as a gas cell. Finally, X-rays are used as a diagnostic of the interaction and, in particular, to estimate the position of the electrons trapping point inside the capillary.

1 Introduction

When an intense femtosecond laser pulse interacts with gas, a plasma is formed and the ponderomotive force of the pulse generates a large amplitude plasma wave. This wave can break, trap, and accelerate electrons. The acceleration field can be more than a thousand times higher than those achieved in accelerators based on conventional technology. Laser plasma wakefield accelerators are thus a promising alternative to conventional accelerators, especially because of their compactness and short pulse duration. Quasi-monoenergetic beams of electrons, of hundreds of MeV kinetic energy, have been produced in several experiments [1–5]. The laser pulse can also be externally guided, for example by using either a plasma channel created by a discharge inside a capillary [6] or a dielectric capillary tube.

In this article, we discuss the use of gas-filled dielectric capillary tubes to assist guiding and thereby enable wave breaking and self-trapping of electrons at lower laser intensities than required with gas jets, which also have a homogeneous transverse gas profile.

Even when the intensity at the entrance of the plasma is below the threshold for wave-breaking and electron trapping, it can be reached through the non-linear evolution of the pulse, undergoing self-focusing and pulse compression. In the experiment reported here, electron beams were observed with peak laser intensities as low as $I = (5 \pm 2) \times 10^{17}$ W/cm$^2$ (corresponding to a normalized pulse amplitude $a_0 = 0.5$) for a plasma electron density of the order of $10^{18}$ cm$^{-3}$. With such a low intensity, the evolution of
the laser pulse would not be sufficient over the length typical for a gas jet experiment (a few mm). However, capillary tubes longer than 6 mm provide a distance of interaction long enough to achieve electron trapping and acceleration.

The inside walls of the capillary tubes are smooth at the laser wavelength and the laser pulse is guided by Fresnel reflection on the walls. Ultrashort intense laser pulses propagate using eigenmodes of the capillary tubes [7]. For a Gaussian distribution of energy at the entrance of the capillary, with a waist matched to the capillary radius, more than 98% of the incident energy can be transferred into the fundamental capillary mode, inducing quasi-perfect monomode guiding [8]. This can produce linear plasma waves over several centimetres [9] which could be used as an accelerating structure for injected electrons. The electron density in this type of capillary can be arbitrarily low which is an advantage, as the dephasing length can then be made equal or longer than the capillary tube. Dephasing occurs at the point where the electrons outrun the plasma wave and start decelerating. The dephasing length is given by \( L_d = \left( \frac{\omega_0}{\omega_p} \right)^2 \lambda_p \), where \( \omega_0 \) is the laser frequency, \( \omega_p = (n_e e^2 / \epsilon_0 m_e) \) the plasma frequency of a plasma of electron density \( n_e \) and \( \lambda_p \) the corresponding plasma wavelength. \( e \) and \( m_e \) are the charge and mass of an electron, respectively. However, when the capillary diameter is too large to match the focal spot, the propagation is not monomode, as higher order modes are then also excited. In the experiment reported here, the focal spot size was deliberately chosen significantly smaller than the tube diameter to allow higher order modes to be excited. This resulted in a regime where external guiding, non-linear pulse evolution and self trapping take place inside the tube.

X-rays can be produced within a wakefield accelerator through a process called betatron oscillations [10]. Transverse fields can cause electrons within the wakefield to oscillate transversely to their acceleration direction and produce X-rays, which have great potential as novel ultra-short radiation sources. Moreover, their observation provides insight into the laser-plasma interaction itself, because their production is directly linked to the trapping and acceleration of electrons. For large amplitude oscillations of electrons, the radiation emitted close to the axis can be shown [11] to have a synchrotron-like spectrum, which is a broad band spectral distribution peaked close to the critical energy \( E_c = 3/2hK\gamma^3 \omega_0 \), with \( y m_e c^2 \) the electron energy [12]. The betatron frequency \( \omega_B = \omega_p / \sqrt{2y} \) and the betatron strength parameter \( K = y r_{\beta} \delta \omega_0 / c \) describe the trajectory of an electron oscillating with an amplitude \( r_{\beta} \).

2 Experiment

2.1 Experimental arrangement

The experiment was performed using the 10 Hz multi-terawatt Ti:sapphire laser system at the Lund Laser Centre, which delivered 0.7 J within a focal spot of 50 \( \mu \)m size (radius of the first minimum of an Airy-like pattern) in 40 fs (FWHM) pulse duration at \( \lambda_0 = 795 \) nm centre wavelength. A schematic view of the experimental arrangement is presented in Fig. 1. The laser pulses were loosely focused at the entrance of dielectric capillary tubes, using a spherical mirror in combination with a deformable mirror, to correct aberrations of the phase front in the focal plane. Glass capillary tubes with inner diameter ranging from \( d = 150 \) \( \mu \)m to 250 \( \mu \)m and length varying between 6 mm and 20 mm were aligned along the optical axis. Hydrogen gas was filled into the tubes through two thin \( (\sim 300 \) \( \mu \)m) slits located 2.5 mm from each end of the tubes. An electro-magnetic valve controlled the pressure in a reservoir which in turn controlled the flow of gas into the capillary tube. Gas densities inside the capillary corresponding to electron densities in the range \( 5 \times 10^{17} \)–\( 1.5 \times 10^{19} \) \( \text{cm}^{-3} \), were achieved and characterized by off-line interferometric measurement. Each capillary tube could be used for a large number of laser shots \( (\sim 100 \) shots in the same capillary), as long as the focused laser beam remained well centered at the capillary entrance. Pointing variations due to thermal drifts and mechanical vibrations were therefore minimized or actively compensated for [13]. The laser pulse was guided in the capillary in the multi-mode regime [7], ionizing the gas and producing a wake. Figure 2 illustrates how the capillary guides the laser beam in vacuum. In (a), the focal spot at the entrance of the capillary tube is shown. In (b), the mode pattern at the exit of the capillary tube shows that the laser pulse was guided in the multi-mode regime. The transmission within the capillary diameter is 70% (capillary of 20 mm long and 200 \( \mu \)m diameter). The symmetry of this multi-mode structure at the exit of the capillary tube is the criterion used for the alignment of the tube on the laser axis.
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Electrons from the plasma were trapped, accelerated and then detected on a phosphor screen (Kodak Lanex), placed 59 cm after the laser focus, imaged by a CCD camera. A permanent magnet \((B = 0.7 \, \text{T}, \text{length} \, 100 \, \text{mm})\) could be moved into position between the capillary exit and the phosphor screen to deflect the electrons and thereby allow their energy distribution to be measured. Electrons with energy below 40 MeV did not reach the phosphor screen and were thus not detected. Far-field profiles of the X-rays, generated due to betatron oscillations inside the capillary, were recorded by a 16 bit CCD X-ray camera placed on the laser axis. X-rays and electron spectra were recorded simultaneously when the electron beam was deflected from the axis by the magnet. A matrix of metallic filters was placed over the chip of the camera in order to block laser and visible light and to provide a low resolution measurement of the X-ray spectrum. The camera, an Andor 434-BN CCD chip with \(1024 \times 1024 \) pixels of 13 µm size, was placed 89 cm away from the source, corresponding to a chip collection angle of \(15 \times 15 \, \text{mrad}^2\).

Fig. 2 Transmission trough a capillary tube of 20 mm long and 200 µm diameter in vacuum. In (a) the focal spot at the entrance of the capillary tube and (b) the multi-mode pattern at the exit of the capillary tube. The transmission within the capillary diameter is 70%.

2.2 Electrons

Electron beams, with charge varying in the range 1–100 pC, were observed. The quality of the beam was found to depend very sensitively on the plasma electron density. Individual shots showed peaks with energies up to 170 MeV, with energy spreads as low as 7% and divergence as low as 4 mrad FWHM. At optimum plasma density, monoenergetic features were observed, as illustrated in Fig. 3(a) for \(n_e = 3 \times 10^{18} \, \text{cm}^{-3}\), a capillary length of 20.5 mm and a diameter of 200 µm. At higher densities, trapping occurs at more than one point leading to broad electron spectra, occasionally with multiple peaks as shown in Fig. 3(b) for \(n_e = 8 \times 10^{18} \, \text{cm}^{-3}\) in a capillary 11 mm long and of 200 µm diameter. Both spectra were recorded at a peak laser intensity of \(6 \times 10^{17} \, \text{W/cm}^2\).

The influence of the plasma electron density, laser intensity and capillary parameters, such as diameter and length, are presented in Fig. 4. In (a), the charge above 40 MeV is plotted as a function of the plasma electron density for different capillary diameters, and laser intensities. The capillary length was kept fixed (20.5 mm) and the diameter varied: 180 µm (circles), 200 µm (squares, diamonds) and 250 µm (triangles). The laser intensity was \(6 \times 10^{17} \, \text{W/cm}^2\) except for the data represented by squares, where the laser intensity was \(5 \times 10^{17} \, \text{W/cm}^2\). Figure 4(a) shows that for each capillary diameter and laser intensity, there is a narrow range of electron density for which accelerated electrons are produced. In this regime of acceleration, the plasma electron density is a crucial parameter for the trapping and acceleration process. This is also observed in simulations where changes in diameter and intensity significantly change the pulse evolution, as discussed by Ferrari et al. in [14]. In order to fully understand this very complex interaction and, in particular, how the different parameters influence the value of the optimum density, further modelling and systematic studies are required. Here, we merely demonstrate this sensitivity. Finally, for capillaries of 250 µm, diameter no electrons were observed over the entire range of electron densities explored. This suggests that for such large diameter...
the capillary acted mainly as a windowless gas cell: the reflection from the wall are not sufficient to contribute significantly to the pulse evolution. In Fig. 3(b), the peak energy as a function of the capillary length is shown at a fixed electron density of $5 \times 10^{18} \text{ cm}^{-3}$ for a capillary diameter of 180 µm and laser intensity of $6 \times 10^{17} \text{ W/cm}^2$. The onset of dephasing is observed as the peak energy decreases for the longest capillaries. At this density the theoretical dephasing length is $L_d = 5 \text{ mm}$. As it is seen in the simulations (see, for example Fig. 8), for the values of densities and power considered, self-focusing is a slow process: it takes 6.4 mm in this example for $a_0$ to reach an adequate value for electron injection and trapping. Adding the evolution distance to the dephasing length gives a value of the order of what we observe in the experiment. Thus, the maximum electron energy can be reached inside the capillary. Alternatively, pump depletion can also contribute to limit the maximum energy. From simulations (Fig. 6 of [14]), it is estimated that 40% of the laser energy is depleted after 11 mm, where self-focusing stops.

2.3 X-rays

The production of betatron X-rays is directly linked to the trapping and acceleration of electrons. The far-field distribution of X-ray beams were recorded and gave additional insight into the interaction itself. The number of X-ray photons obtained strongly depends on the charge of the electron beam, and thus also on the plasma electron density. We obtained up to $\sim 5 \times 10^4 \text{ photons/mrad}^2$ over the range 1–10 keV, which is comparable to the results in [10].

Figure 5(a) and (b) show far-field distributions of the X-ray beam for two slightly different electron densities, $n_e = 5.3 \times 10^{18} \text{ cm}^{-3}$ and $n_e = 5.9 \times 10^{18} \text{ cm}^{-3}$, respectively. Both were produced in a capillary 20 mm long and of 180 µm diameter and recorded using a uniform filter (6 µm mylar and 3 µm Al) in front of the CCD chip. Figure 5(c) shows a radial profile, averaged over angles (red curve) of the image of Fig. 5(a), as well as line-outs in two transverse directions (black and grey curves) of a simulated X-ray beam, from simulations discussed in the next section, with $n_e = 5 \times 10^{18} \text{ cm}^{-3}$, a capillary diameter of 150 µm and a length of 20 mm for an X-ray photon energy of 1 keV. Figure 5(d) shows the X-ray beam distribution produced in a capillary tube of length 20 mm and diameter 200 µm, $n_e = 7 \times 10^{18} \text{ cm}^{-3}$, and a different set of filters (a base of 6 µm mylar and 3 µm Al, with a 3 µm thick vertical stripe of Al and a 3 µm thick horizontal stripe of Sn). Assuming a synchrotron-like spectrum, using the tabulated transmission data of the filters and known CCD sensitivity, an estimate of the critical energy $E_c = 1.3 \text{ keV}$ was deduced using a least-squares method [15].

The shape of the edge of the beam on the images of Fig. 5 shows that the wall of the capillary in the output plane casts a shadow, indicating that the source of the X-rays is inside the tube. The shadow of the wall is observed also on the simulation results and its size is similar to the experimental data. From the different images in Fig. 5, it is clearly observed that the divergence of the X-ray beam varies, which can be related to a different geometry (different capillary tubes) or a different position of the X-ray source along the capillary axis, due for example to a different electron density.

Sources situated at different points along the axis of the capillary produce circular beams of different radii on the detector, as illustrated in Fig. 6. The points closest to the entrance of the tube, situated on the left in Fig. 6, will therefore produce the smallest beam and the point closest to the exit...
Fig. 5 Far-field distribution of the X-ray beam for two different densities in (a) and (b). In (d) the absorption in additional stripes of metallic foils placed in front of the detector are visible and are used to make a rough estimate of the X-ray spectrum. In (c), radial average profile of (a) (red curve), horizontal (black curve) and vertical (grey curve) line-outs of a simulated X-ray beam profile are shown.

of the tube produces the largest one. This means that the radius, $r_0$, where the signal starts to decrease corresponds to emission from the point producing the smallest beam, i.e. the point closest to the entrance of the capillary. As shown in Fig. 5(c), $r_0$ can be obtained from the X-ray image and then using simple geometry, the position of the start of the X-ray emission can be estimated. Assuming that X-rays are not reflected by the capillary walls, the distance on axis between the start of the X-ray source and the exit of the capillary, $L_X$, can be written as $L_X = L/([r_0/r_{cap}) - 1]$. Here, $L$ is the distance between the capillary output and the CCD camera, and $r_{cap}$ the capillary tube radius. For example in the case of Fig. 5(a), $r_0 = 5$ mm, and the distance from the capillary entrance $L_{cap} - L_X$ to the beginning of the X-ray emission is then estimated as 4.6 mm.

The shape of the edge of the beam is also an indicator of the extent of the X-ray source, or of the existence of multiple sources. The radius $r_{max}$ corresponds to emission from the point producing the largest beam, i.e. the point closest to the exit of the capillary. Using the same calculation as previously, it is possible to estimate where the X-ray emission stops. For the case in Fig. 5(c), we find $r_{max} = 5.8$ mm and the position of the end of the source is then estimated to be 6.8 mm from the capillary entrance. The source therefore extends from 4.6 to 6.8 mm after the entrance of the capillary. However, this is only a lower limit for the extent of the source as the detector is not perfect and the signal drops below the noise level. According to [16–19], the transverse source size is expected to be of the order of a few microns which would result in a radius difference of about $\sim 0.2$ mm on the detector. This has been neglected as the radius difference due to the longitudinal source size is much larger.

As the electrons start emitting X-rays as soon as they are trapped, the position of the X-ray source can be used to determine the trapping position. However, due to the filters in front of the CCD camera, only X-rays above 500 eV were detected and only the point where the electrons have been sufficiently accelerated to produce X-rays above 500 eV can be determined. Figure 7 shows the dependence of the position of the onset of the first X-ray emission, determined from the X-ray beam diameter, on the electron density for different capillaries and laser intensities. We observe that for most of the capillaries the X-ray emission starts at a shorter distance when the density is increased. The capillary diameter, as well as the laser intensity, also influences the result, confirming that the whole acceleration process is very sensitive.
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Fig. 6 Schematic explanation of the interpretation of the far-field intensity profiles images of the X-ray beams. The longitudinal spread of the X-ray emission inside the capillary tube is represented as different point sources. Depending on the position of the source, the beams outside of the capillary obtain different divergence. The points closest to the entrance in the tube, situated on the left of the figure, produce the smallest radius on the detector. By measuring $r_0$, it is possible to estimate the start of the X-ray emission and therefore the trapping point of the electrons.

Fig. 7 The diameter of the X-ray image can be used to determine the position of the onset of the first X-ray emission relative to the laser focus inside the capillary. This is done for different capillaries as a function of electron density: a capillary of 20 mm length and 200 µm diameter (grey triangles, red squares), a capillary of 20 mm length and 180 µm diameter (blue circles), a capillary of 15 mm length and 180 µm diameter (black diamonds) for a laser intensity of $6 \times 10^{17}$ W/cm$^2$ except for the points represented by the triangles and the diamonds where the laser intensity was $5 \times 10^{17}$ W/cm$^2$. Each point corresponds to one laser shot. The stars correspond to the trapping points obtained from the simulations described in the next section.

A trend similar to the experimental one is observed.

Superimposed over a more-or-less uniform background, the far-field beam profiles in Fig. 5(a) and (b) show spatial features, which suggest particular trajectories of the electrons [18]. A “spiral-like” feature is observed in the images for many different shots and for different capillaries. Assuming that specular reflections of X-rays from the inside walls are negligible, the spiral shapes might be understood as the X-ray emission characteristics of electrons along a spiral-like trajectory [20]. Features similar to the observed ones correspond to an oscillation amplitude of the order of $\sim 0.1$ µm, which is about one order of magnitude smaller than the ones mentioned in [18, 19]. This much smaller oscillation amplitude might be due to the particular interaction in the capillary tube, as the experiments reporting larger amplitudes were all performed in gas jets.

3 Simulations and discussion

Simulations were carried out in order to better understand the interaction processes [14] for the low laser intensity and low electron density used in the experiment, where one would not expect trapping and acceleration of electrons to occur and consequently no betatron X-rays to be produced. Particle-in-cell (PIC) simulations were performed using the electromagnetic code CALDER-CIRC [21]. To model the propagation of the laser pulse along the capillary tube, a dielectric boundary condition was added to the code. Detailed results of these simulations are presented in [14]. Additional simulations results are shown in this section. They were performed for a 35 fs laser pulse with a radial intensity profile fitting the $\theta$-averaged experimental profile, and a peak normalized laser amplitude of 0.6. The focal plane was located at the capillary entrance. The capillary diameter was 150 µm, its length 20 m. A ramp of 400 µm increased the electron density from 0 to $n_e$, with $n_e$ being the electron density inside the capillary. Simulations were carried out for three different electron densities $n_e = 5, 6.5$ and $8 \times 10^{18}$ cm$^{-3}$.

An example of results is shown in Fig. 8 for $n_e = 5 \times 10^{18}$ cm$^{-3}$. The solid black curve shows the evolution of the normalized laser amplitude along the axis of the
capillary tube. The beam undergoes a slow process of self-focusing, reaching a maximum amplitude of $a_0 = 2.5$ after a propagation of 6.4 mm (i.e. the intensity has increased by a factor 17). This relatively modest amplitude is nevertheless large enough to produce self-injection of electrons, mainly into the first bucket of the wakefield, even at such low density. The capillary confines the energy surrounding the main peak of the focal spot and contributes to maintaining the beam self-focused 2–3 mm longer than without the capillary. The simulations show that the evolution of the laser intensity depends strongly on capillary diameter, initial laser intensity, and electron density, as the mode propagation is quite sensitive to these parameters. This is consistent with our experimental observations, as shown in Figs. 4(a) and 7, where the optimum density and the position of the trapping point depend strongly on these parameters.

After trapping, the electron bunch is accelerated by the plasma wave in the capillary. Simulations show that the electrons reach dephasing, as illustrated by the dashed line in Fig. 8 showing the energy of the first electron bunch. This is also consistent with the experimental electron data (see Fig. 4(b)). At this low density, the dephasing length is $\sim 5$ mm but dephasing is still reached inside the capillary. The extracted electron bunch therefore presents a wide energy spectrum, similar to the experimental spectrum shown in Fig. 3(b). In some cases, the peaks in the simulated electron spectra are more pronounced, but the quasi-mono-energetic features observed experimentally, such as the one shown in Fig. 3(a), are not reproduced in the simulations. Mono-energetic spectra could result from a strongly asymmetric self-injection of electrons, originated in beam asymmetry and eventually associated hosing. Further studies taking into account asymmetrical features are needed to test these hypotheses.

The X-ray spectra generated by accelerated electrons, obtained in the simulations, are found to be synchrotron-like, with a critical energy of about 1 keV in fair agreement with experimental data. The total X-ray energy (integrated from 0 to 10 keV) is also calculated and shown by the grey bars in Fig. 8. It is clearly seen that most of the X-rays are generated in the region where electrons reach their maximum energy. The emitted power scales with $\gamma^4$ [11] and, therefore, the X-ray emission is maximum when the electrons have their maximum energy. The spatial profile is calculated with the assumption that the X-rays are absorbed at the capillary wall. The simulated results are very close to the experimental ones, as seen for example in Fig. 5(c). In the simulations, the radius of the X-ray beam is also found to vary as a function of the electron density. This agrees with our explanation that the diameter of the X-ray beam on the detector gives us an indication about the position of the trapping point. For $n_e = 8 \times 10^{18}$ cm$^{-3}$, the simulations shows that the electrons are trapped early ($\sim 3$ mm) and the divergence of the X-ray beam is 9.4 mrad. For $n_e = 5 \times 10^{19}$ cm$^{-3}$, electrons are trapped later ($\sim 7$ mm), and the divergence of the X-ray beam is therefore much bigger (13.6 mrad). The trapping position estimated from the simulation results fairly agree with the experimental determination.

4 Conclusion

Experimental data show that inside dielectric capillaries trapping and acceleration of electrons is possible at lower laser intensities than in gas jets, where in both cases the laser pulse interacts with a neutral gas homogeneous in the transverse direction. It was found that the capillary confines energy located outside the main peak in the focal plane and contributes to the beam self-focusing over longer distances, thus allowing the pulse to evolve enough to reach the threshold for trapping and acceleration of electrons. The interaction was found to depend strongly, and in a complex way, on parameters such as plasma electron density, capillary diameter, and laser intensity. This has been investigated experimentally, both by observing the accelerated electron beam directly and by analysing betatron X-ray radiation as an additional diagnostic of the interaction. Simulations are in good agreement with experimental results. The work presented here shows that the interaction in a capillary tube is different from the interaction in more conventional targets, such as gas jets. This suggests that this kind of structures has interesting properties for electron acceleration. In order to explore the potential of these novel targets for electron acceleration, further studies are required.
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By tailoring the wavefront of the laser pulse used in a laser-wakefield accelerator, we show that the properties of the x-rays produced due to the electron beam’s betatron oscillations in the plasma can be controlled. By creating a wavefront with coma, we find that the critical energy of the synchrotronlike x-ray spectrum can be significantly increased. The coma does not substantially change the energy of the electron beam, but does increase its divergence and produces an energy-dependent exit angle, indicating that changes in the x-ray spectrum are due to an increase in the electron beam’s oscillation amplitude within the laser wavefront. © 2009 American Institute of Physics. [doi:10.1063/1.3258022]

The use of intense laser pulses to excite plasma waves with a relativistic phase velocity is a possible route to the development of compact particle accelerators. Using this laser-wakefield acceleration technique, experiments have produced quasimonochromatic 0.1 to 1 GeV electron beams in distances on the order of 1 cm.1–3 Such compact particle sources have a clear potential as a source of x-rays. The plasma waves produced in current generation experiments not only have a strong accelerating field but also have strong focusing fields. These focusing fields can cause electrons within the wakefield to oscillate transverse to their acceleration direction, in “betatron orbits.” This motion generates x-ray radiation which can have properties, in particular peak brightness, similar to those achievable with conventional “3rd generation” light sources.4 This is, in part, due to the ultrashort-pulse nature of these x-ray sources, which are thought to be at least as short as the laser pulse involved in the interaction,5 i.e., on the order of tens of femtoseconds. Such x-ray sources could be used for a wide range of studies into the structure of matter. The ultrashort duration of the x-ray pulse and the possible femtosecond synchronization with other photon and particle sources driven by the same laser offer significant benefits.

Studies to date have concentrated on characterizing the properties of this x-ray source in terms of the spectrum, angular distribution, source size, and its ultrashort nature.4–7 In this letter we demonstrate an ability to control the spectral properties of the betatron x-ray source by controlling the laser wavefront.

In Ref. 8, a correlation between the energy of the electron beam and the angle at which it exited the plasma was attributed to betatron oscillations caused by off-axis injection of the electrons. It was hypothesized that this was caused by an aberration in the focal spot. However, in that study, no direct control of the excitation of the betatron motion was attempted, nor was the effect on x-ray production measured.

In this work we use a deformable mirror to tailor the laser wavefront and show that the x-ray spectrum can be changed significantly, in particular we show that a coma wavefront produces more high-energy photons than a flat wavefront. This change in the photon spectrum is due to an increase in the strength of the plasma wiggler, a direct result of off-axis injection.

In the blow-out regime relativistic electrons with energy γme2 undergo transverse (or betatron) oscillations at the betatron frequency ωp=ωpe2/mec2 with a wavenumber kβ=ωp/c where ωp=1/√3γ is the plasma frequency of a plasma of electron density ne. The wiggler (or betatron) strength parameter for an electron oscillating with an amplitude rβ=K/kβγ is K=γkrβ. For sufficiently large oscillations (K>1) the radiation is broadband and well characterized by a synchrotronlike spectrum,6,9 i.e., close to the axis (θ=0) the spectrum takes the form of dΩ/(dEdΩ)γ=0≈K8Ω2(Ωc/Ω)2, where Ωc(x) is a modified bessel function of order 2/3 and Ω=Ec/E. The shape of this spectrum is characterized by a single parameter, the critical energy Ec. The on-axis spectrum is broadband and peaked close to Ec, with approximately half the energy radiated below Ec (note the present definition of Ec is different to that used in Refs. 7 and 9 but consistent with Refs. 4, 6, and 10). For fixed γ and ne, the critical energy is directly proportional to the oscillation amplitude. Ec=1/2γkrβγc. Thus increasing the oscillation amplitude of the electrons within the wakefield is expected to have a significant effect on the x-ray photon spectrum.

The experiment was performed using the multi-terawatt laser at the Lund Laser Centre, which provided 0.6 J energy pulses on target with a full width at half maximum (FWHM) duration of 45±5 fs at a central wavelength of 800 nm. The laser was focused onto the edge of a 2 mm supersonic helium gas jet using an f/9 off-axis parabolic mirror. The plasma density was held constant at 1.5×1019 cm−3, at which the laser pulse length is approximately 1.5 times the wavelength of the relativistic plasma wave λp=2πc/ωp=9 μm.
The laser wavefront was measured using a wavefront sensor (Phasics SID4). A 32 actuator deformable mirror (Night N Adaptive Optics DM2-65-32), placed before the focusing optic was used to correct for wavefront errors present in the laser system, defining our flat wavefront. The deformable mirror could be adjusted to tailor the wavefront. The wavefront discussed here is coma, defined on a unit circle by the Zernike polynomial \( Z(r, \theta) = \sum \lambda_k z_k \), where \( \lambda_k \) is the rms amplitude of the coma in units of the laser wavelength \( \lambda \).

The intensity distribution of the focal spot was recorded on a 12 bit charge coupled device (CCD) camera using a microscope objective. The flat wavefront setting produced a focal spot with a \( 1/e^2 \) intensity radius, or waist, of \( w_0 = 12 \pm 1 \, \mu m \). 42% of the pulse energy was within the FWHM. This corresponds to a peak intensity of \( 4.0 \times 10^{18} \, \text{W cm}^{-2} \) or a normalized vector potential of \( a_0 = 1.4 \), where \( a_0 = a_E (m_e c) = E_0 (m_e c_0) \) \((a_0 \text{ and } E_0 \text{ are the amplitude of the vector potential and electric field of the laser and } m_0 \text{ is the laser frequency})\). For \( C = 0.175 \lambda \) horizontal coma the peak intensity reduced to \( 2.1 \times 10^{10} \, \text{W cm}^{-2} \), or a normalized vector potential of \( a_0 = 1.1 \). The energy contained within the FWHM reduced to 25%. Horizontal coma gates the focal spot in the horizontal \( (x) \) direction, but it does not do so symmetrically. For \( C = 0.175 \lambda \) and \( x < 0 \) the waist is close to the flat wavefront case with \( w_{cen} = 13 \pm 1 \, \mu m \). However, for \( x > 0 \) the coma amplitude is significantly increased to \( w_{cen} = 18 \pm 1 \, \mu m \). Horizontal coma leaves the vertical \( (y) \) beam waist unaffected.

To diagnose the effect of coma on the electron beam profile a scintillator screen (Kodak Lanex regular) was placed in the beam path and imaged onto a 12 bit CCD camera. A permanent magnet (\( B = 0.7 \, T \), length 100 mm) could be moved into position between the gas jet and the scintillator screen to sweep the electrons away from the laser axis. The magnetic field dispersed the electrons in the vertical direction. The magnetic field strength parameter from \( K = 7 \times 2 = K = 17 \pm 6 \). The largest oscillation amplitudes are slightly less than the radius of the wakefield (approximately \( \lambda / 2 \)). The curves take into account the expected change in beam divergence and assume the duration of the x-rays is that of the laser pulse. The vertical lines indicate the position of \( E_{K} \).

We calculate that the oscillation amplitude increases from \( r_{20} = 1.0 \pm 0.4 \, \mu m \) to \( r_{20} = 3 \pm 1 \, \mu m \) corresponding to an increase in the wiggler strength parameter from \( K = 5 \pm 2 \) to \( K = 17 \pm 6 \). The largest oscillation amplitudes are slightly less than the radius of the wakefield (approximately \( \lambda / 2 \)). The curves take into account the expected change in beam divergence and assume the duration of the x-rays is that of the laser pulse. The vertical lines indicate the position of \( E_{K} \).

The x-rays generated by betatron oscillations in the wake were recorded by an x-ray sensitive 16 bit CCD camera (Andor 434-BN). The CCD chip had 1024 \( \times \) 1024 pixels and was placed on the laser axis. The chip collection angle corresponded to \( 20 \times 20 \, \text{mm}^2 \). The x-rays were only recorded when the magnet was in position to prevent the electron beam striking the CCD chip. An array of filters (Al, Zn, Ni, and Fe) were placed directly in front of the CCD chip. Using the known transmission of x-rays through the filters, and the CCD sensitivity, we find the critical energy \( E_{c} \) which best describes the x-ray photon spectrum using a least-squares method.

The variation in \( E_{c} \), with coma amplitude is shown in Fig. 1(a). For the flat wavefront we observed \( E_{c} = 1.5 \pm 0.5 \, \text{keV} \). As the coma amplitude increases, a clear shift in the x-ray spectrum toward higher photon energies is observed, reaching \( E_{c} = 4.0 \pm 1.5 \, \text{keV} \) for \( 0.175 \lambda \) coma. The electron spectra shows a constant mean electron energy of \( (\gamma) = 144 \pm 7 \) for all the coma settings, implying that the change in \( E_{c} \) is due to a change in the oscillation amplitude.

Effect of coma on the electron beam. (a) (b) (c) shows the number of electrons per MeV per mrad for the flat wavefront, (c) shows the electron beam profile (average from several shots), (b) and (d) show the electron energy spectrum (from a single shot). The vertical axis is a linear energy scale and the horizontal scale represents the exit angle in the nondispersion plane.
of five shots show that the electron beam divergence increases with the amplitude of coma from ≈10 mrad (FWHM) for the flat wavefront to ≈20 mrad for 0.175A coma. The images of the electron energy spectrum (each from a single shot) show the electron energy spectrum $dN/dE$ as a function of the horizontal angle at which the beam exits the plasma. For shots with the flat wavefront and $n_e=1.5 \times 10^{19} \text{ cm}^{-3}$ the electron spectrum is broadband, extending in energy to ≈120 MeV. For the flat wavefront the electrons have an approximately constant exit angle, indicating a small betatron amplitude. With coma we observe an energy-dependent exit angle, indicating a large betatron oscillation amplitude. This occurs because, for broad energy-spread beams, an electron’s energy can be mapped to its phase within the plasma wave. Different energy electrons will therefore be at a different phase of their betatron orbit as they exit the plasma, resulting in an oscillatory dependence of the exit angle with energy, as observed.

The electron beam diagnostics show that, by tailoring the wavefront to create an asymmetric focal spot, the wake dynamics are sufficiently perturbed so as to increase the amplitude of the betatron oscillations. This is likely due to the promotion of off-axis injection due to the generation of an asymmetric wakefield by the asymmetric focal spot. Images of self-scattered radiation show that a long wavelength hosing of the channel sometimes occurred; the likelihood of observing this hosing increased with coma. However, the hosing wavelength was significantly longer than the plasma wavelength so would not produce an energy-dependent exit angle, and no correlation between the amplitude of the hosing and x-ray spectrum was observed.

By tailoring the laser wavefront to produce an asymmetric focal spot we have demonstrated an ability to change the energy spectrum of the x-ray photons from a laser-plasma wiggler; increasing the number of high-energy ($E \geq 5$ keV) photons without the need to increase the laser power or electron beam energy. This offers an alternative route to higher energy laser-based x-ray sources without the significant cost of petawatt laser facilities. On some shots we observe that the effect of the coma on the electron beam divergence is predominantly in the plane of the laser asymmetry. If this effect can be controlled then it also offers a mechanism for producing polarized x-rays with a laser-plasma wiggler.

We acknowledge support from The Royal Society, the Marie Curie Early Stage Training Site MAXLAS (Grant No. MEST-CT-205-02936), the Swedish Research Council, and the EuroLEAP network.
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Abstract A parametric study is reported where a femtosecond prepulse is used to change the target properties before the interaction with a multi-terawatt laser pulse which accelerates protons from a foil target. The proton spectrum as function of the prepulse delay and intensity, up to 1.5 ns and up to $3 \times 10^{16}$ W/cm$^2$, respectively, shows a global decrease of the maximum proton energy with delay and intensity. However, under appropriate conditions, it is found that the maximum proton energy increases by more than 10% and that the spectral shape changes.
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1 Introduction

The interaction of an intense laser, focused to relativistic intensities (above $10^{18}$ W/cm$^2$), with a thin-foil target (a few µm) can be used to accelerate protons to multi-MeV energies. Among the different parameters that influence the interaction, the intensity level of the Amplified Spontaneous Emission (ASE) pedestal is one of the most critical. It modifies the target before the interaction with the main pulse, thus limiting the minimum thickness of the foil that can be used and therefore the maximum proton energy [1–5]. The influence of a preplasma on the maximum energy has been studied in different geometries: at the front side by the ASE pedestal [3], by an external pulse either at the front [6, 7], or at the back side [1, 8] of the target. In these studies, for fixed target material and thickness, the maximum ion energy tends to decrease as the gradient scale length of the preplasma increases. This supports the idea that the cleaner the laser pulse, the better the acceleration [5]. However, it has also been reported that a soft prepulse can lead to a small increase of the maximum proton energy [6–8]. It has been attributed to an enhanced heating of the plasma due to resonant absorption at the front [9] or to the breaking of the ion plasma wave in the density gradient at the back of the foil [10].

The increase of the maximum energy is important for applications such as proton oncology [11, 12]. Because the scaling with laser intensity show a rather slow increase of the maximum proton energy [13], it is important to optimize the efficiency by properly designing the interaction in terms of laser and target parameters. This experimental study gives a more detailed overview of the effect of a short prepulse on the acceleration of protons. Data from many shots have been acquired with an independent variation of the prepulse delay and its intensity while keeping other parameters constant, which bridges the gap left by previous studies carried out under specific conditions: (i) with a 400 fs prepulse at a delay of 50 ps on 1.8 µm-thick targets [6], (ii) with a 55 fs prepulse at a fixed delay of 9 ns [7], and (iii) using a 350 fs prepulse on the rear-side of 25 µm-thick targets and ps delays [8].

The previous experiments have showed that a prepulse with different characteristics can enhance the maximum energy of the protons but they did not clearly point out for which set of parameters this is happening. In this article we are presenting a parametric study which defines the region where this increase is possible.
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2 Experimental method

The experiment is performed using the 10 Hz multi-terawatt laser at the Lund Laser Centre (LLC). It is a Ti:sapphire system based on the Chirped Pulse Amplification (CPA) scheme and operating at 800 nm, delivering for this experiment 0.7 ± 0.1 J of laser energy on the target in 50 fs at Full Width at Half Maximum (FWHM). As shown on Fig. 1, the laser beam is focused using an f/3 off-axis parabolic mirror to a 5 µm FWHM spot, yielding an inferred peak intensity exceeding $6 \times 10^{19}$ W/cm². In the focal plane, 3 µm thick aluminium foils are positioned for p-polarized irradiation at 30° angle of incidence.

The temporal profile of the main pulse, on the ps timescale, is also shown in Fig. 1. Thanks to the addition of a preamplifier and a saturable absorber in the laser system [14], the contrast ratio at 100 ps (the ratio between the peak intensity of the laser and the intensity 100 ps earlier) is better than $10^9$. The prepulse is extracted from the main beam before compression, sent to a separate compressor, and focused on target at an incidence angle of 10° using an f/25 doublet lens to a large focal spot of diameter 28 µm (FWHM). The initial energy of the prepulse (25 mJ) is filtered using calibrated neutral densities corresponding to an adjustable peak intensity on target of 0–2.5 × 10¹⁶ W/cm² for a pulse duration of 100 fs. The prepulse intensity level is shown in Fig. 2. The arrival time of this pulse is controlled by a translation stage and can be varied between 0 and 1.5 ns.

The detection system is an ion spectrometer [15] consisting of a 50 mm-long magnetic field of effective value 0.7 T, a BC-400 scintillating screen from Saint-Gobain, and a 44 µm-wide and a 10 mm-thick iron slit, the back of which is placed at 55 mm from the interaction point (giving a proton energy resolution of ±0.4 MeV at 10 MeV). The light emitted by the scintillator is collected by a lens in a solid angle 4 msr and detected by an Electron Multiplying Charge Coupled Device camera (EMCCD). A 70 nm spectrally-wide band-pass filter centered at 450 nm is used to transmit the light emitted by the scintillator and an additional weak magnetic field is applied between the target and the slit. This magnetic field peaks at 120 mT and deflects electrons to prevent the charging of the slit, which could affect the measurement of the ion spectrum. A 60 µm thick aluminium filter covers the scintillator to stop any other ions but protons. This gives a lower proton cutoff of 2.5 MeV. Despite the sensitivity of our detection to other particles (X-rays, electrons), a tremendous asset of this system is its speed, which makes an optimization of the signal possible in “real-time.”

The shot-to-shot positioning of the target is guided by imaging the reflexion from a colinear HeNe beam on the target with a magnification factor of 15. This gives an accuracy of ±5 µm and allows monitoring the overlap of the two beams. Every 6–7 shots (every 30 min), the alignment of the two beams is checked, and the laser energy is measured. If any variation is observed, the shots are rejected from the analysis. The final data comprises a total of 121 shots.

3 Experimental results

Figure 3 shows the variation in maximum proton energy for delays ranging from 100 fs to 1.5 ns and prepulse intensity
levels ranging from $2 \times 10^{13}$ to $2.5 \times 10^{16}$ W/cm$^2$. The variation in maximum energy is compared to reference shots taken during the sequence of shots. This reduces the error due to any day-to-day variations of the laser alignment and intensity. On the reference shots, the average maximum energy is 7.3 MeV.

At short delays (below 20 ps), an intense prepulse is required to exceed the ASE intensity level of the main pulse shown in Fig. 1. A prepulse intensity of $3 \times 10^{14}$ W/cm$^2$ leads to a decrease of the maximum proton energy already after 20 ps. On this timescale, only the front of the target is affected and essentially only the electron density profile. For a prepulse intensity above $5 \times 10^{14}$ W/cm$^2$ and delay above 100 ps, the maximum proton energy tends to decrease with an increase of any of these two parameters. At moderate prepulse intensities (around $1-5 \times 10^{14}$ W/cm$^2$), we observe an increase of the maximum proton energy (identified by “+” marks).

The energy gain reported in Fig. 3a is rather small (about 10%). Error bars, defined as the standard deviation of fluctuations, are shown in Fig. 3b for the same data. It turns out that there are several data points at $5 \times 10^{14}$ W/cm$^2$ which are significantly above the fluctuations (at 300, 700, and 1500 ps). Moreover, these points correspond to averaged data (10 shots in total) obtained during 3 different days, and the same trend appeared every time. During scans at a given delay, the prepulse intensity was varied nonmonotonically, thus preventing any correlation between maximum energy and time (such as the evolution of laser parameters during the day). On the other hand, the size of the error bars does not allow us to confirm the results presented in [6] at 50 ps, but this difference might also arise from different ASE levels and the fact that thinner foils were used in [6].

In addition to these observations of the evolution of the maximum energy, we also see an effect of the prepulse on the shape of the spectrum, as shown in Fig. 4. These shots were taken at a delay of 300 and 700 ps, respectively, and belong to the same series of shots. Column (a) contains the lineouts of the raw signal obtained on the EMCCD, on
a nonlinear energy scale, which clearly shows the shift to higher proton energies with a prepulse. On this scale, one can also see a relative increase of the high-energy population and a relative decrease of the low-energy population at 700 ps. Column (c) shows the corresponding spectra, on a linear energy scale, after deconvolution of the dispersion and taking into account the dose deposited by protons after the aluminium filter. The calibration of the optical system was done by a simultaneous measurement of a proton spectrum on a piece of CR39 (nuclear track detector) and the scintillator, by covering one half of the proton spectrum by the CR39.

4 Conclusion and outlook

We confirm in this article that a prepulse does not only produce negative effects but can also increase the maximum energy of the protons under certain conditions (right delay and intensity). We also found for which set of parameters this increase is observed. However, the next step would be to explain why this increase is occurring for these specific parameters. As an outlook, we present in the following some ideas that should be studied in future experiments to explain our observations.

With our experimental parameters, the shock breaks out through the foil after some hundreds ps. The enhancement of the proton energy is observed in the same timescale. This implies that effects occurring both at the front and at the back of the foil may be involved. For this reason, it is very difficult to give a clear explanation for our observation without further investigation. By using thicker targets, thereby excluding back side effects, this could be sorted out.

On the front side, the preplasma triggers an expansion of the target which can improve the resonant absorption of the laser at an oblique incidence in p-polarisation. This effect competes with the effective increase of the target thickness while the plasma expands into vacuum [9]. Other effects could also influence the interaction, for example, self-focusing, refraction, or instabilities. Nonlinear effects, such as relativistic transparency or hole boring, can make the laser pulse penetrate deeper. It makes it difficult to predict the exact absorption rate, but this interplay was shown by Maksimchuk et al. [6] to enhance temporarily the maximum ion energy for an irradiance between $10^{14}$–$10^{15}$ W/cm$^2$. On the rear side, the heating by hot electrons or X-rays and the arrival of the shockwave launched by the prepulse will also trigger an expansion. The breaking of the ion wave can temporally increase the ion population at high energy and affect the interaction [8].

The reader should also be aware of the fact that the spectrum is recorded only along the target normal: any energy-dependent variation of the divergence or the direction of the proton beam can affect the shape of the spectrum along the line of sight. An energy-dependent skew in the proton beam direction has been previously reported, which came from the deformation of the target foil induced by the ASE prepulse on the ns timescale [16]. Recently, Carroll et al. have observed an evolution of the spatial profile of the proton beam with a ns prepulse also on the Vulcan laser system at the Rutherford Appleton Laboratory [17]. In the present experiment, at the front side, the main pulse interacts with a large 1D-like density profile, but on the back, the typical proton source size is less than 20 µm [18], which is only slightly smaller than the FWHM of the prepulse, and influence on the divergence of the proton beam might still exist.

An increase of the electron temperature at the front side can contribute to the increase of the maximum proton energy, but it is unlikely to reduce the population of protons at low energy, shown in Fig. 4. The observed change in the shape of the spectrum might be a signature of the breaking of the ion wave (Landau damping) as shown in Fig. 13 in [10] or from transverse effects on the angular distribution of the proton beam (an increase of the divergence for protons with low energy would decrease the collection efficiency in this spectral range). A more detailed description would require extensive numerical studies which are beyond the scope of this study.

In conclusion, we report on an experimental parametric study which gives new results on the effect of a prepulse on proton acceleration. We used a short (100 fs), intense and independent prepulse with variable intensity and delay with respect to the main pulse. Under moderate irradiation ($\sim 10^{14}$ W/cm$^2$), we observe an increase of the maximum proton energy and a variation in the shape of the proton spectrum, measured along the target normal. Various mechanisms such as an increased absorption, the breaking of the ion wave, and transverse effects are discussed as possible contributions to the observed features.
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Abstract. A coated hollow core microsphere is introduced as a novel target in ultra-intense laser–matter interaction experiments. In particular, it facilitates staged laser-driven proton acceleration by combining conventional target normal sheath acceleration (TNSA), power recycling of hot laterally spreading electrons and staging in a very simple and cheap target geometry. During TNSA of protons from one area of the sphere surface, laterally spreading hot electrons form a charge wave. Due to the spherical geometry, this wave refocuses on the opposite side of the sphere, where an opening has been laser micromachined. This leads to a strong transient charge separation field being set up there, which can post-accelerate those TNSA protons passing through the hole at the right time. Experimentally, the feasibility of using such targets is demonstrated. A redistribution is encountered in the experimental proton energy spectra, as predicted by particle-in-cell simulations and attributed to transient fields set up by oscillating currents on the sphere surface.
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1. Introduction

Laser-driven ion acceleration is an area of research that currently attracts significant scientific interest. The ion beams produced in these experiments have several attractive characteristics, such as very low transverse emittance and small virtual source size [1] together with a short pulse duration (at the source). Proposed applications of this possibly compact ion beam source include ion radiotherapy for cancer treatment [2, 3], isotope production for medical imaging techniques [4], proton radiography of inertial fusion plasmas [5] and implementation as injectors for future ion accelerators.

In a typical experiment, a high-power laser pulse of short duration, \(\leq \text{ps}\), is focused on the surface of a thin foil to an intensity exceeding \(10^{19} \text{ W cm}^{-2}\). The laser interacts with target electrons and a population of hot electrons with a Maxwellian temperature of typically a few MeV is generated. A large fraction of these electrons traverse the target and build up exceptionally high electrostatic fields, \(\sim \text{TV m}^{-1}\), at the rear surface of the foil, in a direction normal to the target surface. Atoms on the target surface are rapidly field ionized and accelerated. This is referred to as target normal sheath acceleration (TNSA) [6]. Because of the presence of hydrocarbon and water vapour on the surfaces of the foils (in typical vacuum conditions \(\sim 10^{-5} \text{ mbar}\)), protons are the dominating ion species. Due to their high charge-to-mass ratio, protons are more efficiently accelerated than heavier ions.

The acceleration of protons behind the target foil is very rapid, due to the high field strength. However, this field is present during a short time only, limiting the maximum energy reached by the protons. The energy spectra of these proton beams exhibit a longitudinal emittance comparable to that of conventional accelerators, with a quasi-exponential shape and a distinct cut-off energy [6]. The divergence of the proton beam is typically \(\sim 30^\circ\) half-angle. Significant theoretical and experimental efforts have been devoted to the exploration of a means of boosting the maximum proton energy without the use of increasingly larger laser systems [7, 8].

Practical limitations in laser size and costs, laser materials and repetition rate are necessitating alternative or modified laser acceleration schemes and targets in order to further increase the peak proton energy. It has been found that the maximum proton energy and laser-to-ion energy conversion is enhanced by the use of ultra-thin targets in combination with laser pulses of high temporal contrast [9]. Staging, i.e. combining two or more accelerator stages in series,
may be one way to post-accelerate a selected portion of the protons accelerated in a preceding TNSA stage and thus raise the maximum proton energy and reduce the energy spread [10]. In parallel, extensive studies on controlling beam parameters such as collimation and means to produce quasi-monoenergetic energy distributions have been carried out [11, 12]. In particular, mass-limited targets can be used to reduce the energy spread of the protons [13]–[15]. Curved target foils [16], electrostatic charging of specially shaped targets [17] and separate focusing cylinders [18] enable spatial shaping of the proton beam.

In addition, experiments and numerical modelling have shown that while part of the hot electron distribution is passing through the target foil, a significant part is also spreading laterally along the target. McKenna et al [19] found that, when these electrons reach the target edges, after a time determined by the geometrical size of the target and the lateral electron transport velocity, they establish quasi-static electric fields, similar to the one produced behind the target during TNSA, resulting in ion acceleration from the edges. Normally, this mechanism just represents a loss of absorbed laser energy, which is converted to hot electrons but not contributing to the quasi-static sheath built up at the target rear side. In a recent study [15], however, using very small diameter targets, the refluxing of transversely spreading electrons was found to enhance and smooth the sheath field for TNSA from the rear surface.

In this paper, we discuss the use of hollow microspheres, as novel targets for laser acceleration of protons. With this target, several of the above features are combined, which may facilitate improved laser-to-proton efficiency, eventually leading to increased proton energy and reduced divergence. Lateral electron transport is here utilized to set up a post-acceleration field for staged acceleration.

The basic idea behind our approach is to use hollow microspheres with diameters of about 10–50 µm and sub-micrometer wall thickness. In each sphere a small circular opening is made. We refer to the position of this opening as the ‘north pole’ (see figure 1). A short pulse laser irradiates the sphere at the ‘south pole’, where TNSA takes place. The primary proton direction will be along the z-axis, defined as the axis from the south pole passing through the north pole of the sphere. The spherical surface, with TNSA taking place from the concave side, results in a collimated or even converging proton beam. Therefore, all the protons can be made to pass through the opening at the north pole. In addition—and this is the key point—electrons leaving the laser focus laterally in any direction along the sphere surface will be guided on different longitudes over the sphere and eventually reach the edge of the opening at the north pole simultaneously after some given time. A very strong quasi-static electric field is then formed in the opening, along the z-axis. This quasi-static field will post-accelerate protons passing through the opening at the correct time.

In our approach to test this idea, theoretical and experimental studies go hand in hand:

To test the experimental feasibility, we perform experiments, at the Lund High Power Laser Facility, with commercially available hollow microspheres of 50 µm diameter.5 The walls of these spheres are made of glass with a thickness of 0.5–1 µm and coated with a ∼50 nm silver layer (see the inset of figure 1), which facilitates the optical alignment and guiding of electrons along the sphere surface. Openings of different sizes are laser micromachined. We present these experiments in section 2, including target preparation, fixation and alignment in the experimental setup together with first results.

5 Such spheres are very low weight and low cost objects. They weigh only some tens of ng each and cost ∼1 USD for 10^5 Ag-coated spheres. The manufacturing of the hole at the north pole, however, is part of the local target preparation and not included in the price.
Figure 1. A glass hollow microsphere, with an ∼50 nm silver coating on its ≤ 1 µm thick wall, is struck by a laser pulse at the ‘south pole’. TNSA protons are emitted through a circular opening at the ‘north pole’ and post-accelerated.

In parallel, we perform particle-in-cell (PIC) simulations of hollow conducting spheres with openings, irradiated by short laser pulses. These simulations, presented in section 3, qualitatively describe the dynamics involved.

We discuss the outlook and prospects for further experiments in section 4 and present the conclusions in section 5.

2. Experiment

2.1. Target preparation

Isolated spheres are suspended into a nylon mesh grid, where both the front and back sides of each sphere are accessible for further processing. Openings in the spheres are made with a confocal microscope-based laser micromachining setup. In a two-step process the silver coating is ablated in a well-defined region on the sphere surface, followed by ablation of the glass substrate. This is done with a lateral resolution of about 2 µm utilizing a femtosecond laser system running at 10 Hz repetition rate. Real-time target observation and a high numerical aperture in the setup facilitate both high drilling accuracy and control in the transverse direction, while at the same time preventing the TNSA surface inside the sphere from being damaged in the process.

Afterwards, the target, which is still fixed in the nylon mesh, is mounted in a holder. This also accommodates a gold mesh, placed close to the sphere’s north pole, to extract information about proton trajectories, as will be discussed later.

2.2. Experimental setup

The Lund multi-terawatt laser, which is a Ti:sapphire system based on chirped pulse amplification (CPA), is used for this experiment. In this experiment, it is tuned to 850 mJ pulse energy at 805 nm centre wavelength with a typical pulse duration of 42 fs FWHM. Due to the sub-micron thickness of the sphere walls and the thin silver coating on them, an amplified spontaneous emission (ASE) contrast better than 10⁸ some tens of picoseconds prior to the pulse peak is desirable.
Figure 2. The laser pulse (red) is impinging on the PM at Brewster’s angle, which reflects the pulse onto the target at normal incidence. After some centimetres of free passage the resulting particle beam (blue) reaches a CR-39 detector plate, which has the function of providing a lateral image of the beam profile and at the same time enabling a fraction of the beam to enter the slit of a subsequent permanent magnet spectrometer. After traversing the field, a vertically dispersed spectrum is recorded on a second CR-39 plate.

To optimize contrast on a very fast timescale, the convergent, horizontally polarized laser pulse hits a dielectric plasma mirror (PM) at Brewster’s angle \((3.0 \pm 0.2 \text{ mm})\) prior to the primary focus. At this location, the PM is operating at \((8.5 \pm 1.1) \times 10^{15} \text{ W cm}^{-2}\) spatially averaged peak intensity over the beam diameter \((I_{\text{centre}}/e^2)\). When activated, it deflects the laser beam onto the target, at normal incidence (see figure 2).

Plasma mirror characteristics have been investigated by many groups (see e.g. [20]–[22]). A PM assembly, similar to the one applied in the present experiment, was utilized by Neely et al [9], using the Lund laser system. In that experiment, proton beams from Al foil targets as thin as 20 nm were observed. Our experiment relates to that one as the very thin silver coating on our target surface is of comparable thickness. Ray tracing, taking a 22 nm FWHM broad Gaussian spectrum and a p-polarized converging beam into account, predicts a contrast increase by a factor of 100 in our experiment (assuming a maximum reflectivity \(\sim 50\%\) from the PM [22]).

Together with a third-order autocorrelation contrast measurement, 2 ps prior to the main pulse, a contrast better than \(10^6\) on the target can be guaranteed for an intact rear TNSA surface during the first phase of acceleration. This contrast is due to non-perfect compression in the CPA chain and should not be mistaken for the ASE contrast, encountered on a longer picosecond timescale prior to the main pulse, which is of the order \(10^{11}\) on the target.

The infrared (IR) pulse is focused by an \(f/3\) off-axis parabolic mirror (OAP) down to a 4.4 \(\mu\)m spot diameter (intensity FWHM), containing 39% of the total energy and reaching a peak intensity of \(\sim 3 \times 10^{19} \text{ W cm}^{-2}\). Target positioning is accomplished by a confocal imaging system: an expanded HeNe laser beam is superimposed with the IR and a confocal reflection from the silver-coated target surface is imaged, utilizing the OAP as an objective.

The detector system for protons, designed to simultaneously provide a spatial beam profile and a spectrum, is depicted in figure 2. It consists of a primary CR-39 plate at some centimetres distance from the target, which is utilized to characterize the transverse spatial beam profile. This plate is covered by a 6 \(\mu\)m Al foil, which stops protons below 0.5 MeV [23]. At its centre,
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2.3. Experimental measurements and results

After optimization of the PM working distance with the help of proton beams originating from flat 400 nm thick Al foil targets, shots were taken on machined and unmachined microspheres as well as on 0.9 µm thick Mylar foil targets.

Several shots were taken on machined microspheres with holes of typically 18 µm diameter. An example of a proton beam imprint originating from such a sphere on the spatial CR-39 plate, covered by 6 µm Al and located at (24.0 ± 0.5) mm distance from the target, can be seen in figure 3.

One can see a slightly oval beam profile. This slight asymmetry can be attributed either to a non-uniform Ag coating on the sphere’s south pole or to grazing incidence of the laser energy around the z-axis due to the curved sphere surface: at a given latitude, the linear polarization of the laser pulse will be incident as p- or s-polarization on the spherical surface, depending on the azimuthal angle. Polarization effects will also facilitate different strengths of the surface currents, depending on the longitude where electrons propagate around the sphere [24].

One can further see the imprint of the earlier mentioned Au mesh on the spatial proton beam image, which is introduced into the proton beam path close to the target. This rectangularly shaped 4 µm thick mesh features squared holes with a nominal aperture of 11 × 11 µm² and a lateral wire width of 5 µm. It is fixed at (165 ± 2) µm distance from the rim of the opening of the microsphere. The motivation to introduce this mesh is twofold: firstly, it verifies that protons contributing to the signal on the spatial CR-39 plate are not due to edge emission at the north pole, which would have resulted in a distinctively different shadow image. Secondly, thanks to this mesh the protons can be shown to come from a virtual source located (54 ± 12) µm from the inner sphere TNSA surface, i.e. very close to the opening. This estimate is valid for the majority of the protons.
Figure 4. Normalized proton spectra from a microsphere target (a) and a Mylar plane foil (b). The red arrow in (a) indicates a region of constant yield in contrast to the strictly decreasing number density from plane foil TNSA experiments, such as the one depicted in (b); black lines are a dual-temperature guide to the eye.

of particles traversing the opening at late times, where we expect the surface oscillations to have vanished. In order to visualize the effects of a transient field emanating from the rim of the microsphere opening, one would have to filter this image to the appropriate energy. However, as will be discussed later, with our present experimental parameters, we expect only the fastest particles to be affected by these fields, so a filtered signal would become very weak.

By neglecting Coulomb repulsion between protons in the beam, and tracing proton trajectories further back, one can make a rough estimate about the proton emission surface. We find that proton emission seems to occur from a solid angle covering $\approx 140\pi$ msr of the inner shell, measured from the centre of the sphere. This compares to a focal spot, covering $\approx 8\pi$ msr (intensity FWHM), and is consistent with previous observations of the TNSA surface source area being considerably larger than the laser focus [25, 26]. The virtual proton source in a flat foil TNSA experiment [27] was pinpointed to several hundreds of microns distance before the target front side, i.e. the laser-irradiated side. A spherical target, such as the one used for isochoric heating [28, 29], combines ballistic proton propagation with target curvature and an altered electron distribution. A particle focus near the north pole is consistent with these findings.

To further verify that the protons are indeed emitted from the sphere interior, we irradiate closed hollow microspheres that have not gone through the laser micromachining stage. Lacking hydrogenic contaminations, such as water vapour, on the interior surface of the sphere, TNSA of protons is not expected to occur there. Indeed no protons with energies sufficient to be recorded by our diagnostics ($E_{\text{proton}} > 0.8$ MeV) are observed. In addition, lacking the opening and retaining the silver coating, return currents will prevent the formation of a strong edge field at the north pole. This will be further discussed in section 3.1.

Spectra from sphere targets with openings between 18 and 20 $\mu$m were taken and a typical spectrum can be seen in figure 4(a). A clear high-energy ‘cut off’ is not visible in the data, and values above 8 MeV are ignored to ensure that the data presented here are at least one order of magnitude above the noise level. Reference shots are taken on flat 0.9 $\mu$m thick Mylar foil targets. A typical proton spectrum can be seen in figure 4(b). Even though the laser absorption
and particle yield are expected to be different as compared to the silver-coated glass surface of the microspheres (∼30 times higher particle number), those shots provide reference spectra, enabling the identification of special features in the microsphere spectra.

All microsphere spectra from the experimental study look very similar, but with an integrated particle yield varying by a factor of 4, which is twice as much as for the Mylar targets. There are indeed features present that could possibly be attributed to a secondary field interaction and a post-acceleration by a secondary field at the sphere opening, which is still prevailing during arrival of the fastest protons. In all microsphere spectra, there is a slight modification of particle yield between 5.5 and 6.5 MeV, where the counts per energy bin remain nearly constant (figure 4(a), red arrow) as compared to the strictly decreasing dual exponential decay observed from the flat foil targets, shot under the same experimental conditions (figure 4(b)). (Likewise, previous experiments carried out with various planar targets using the Lund laser system [30] have resulted in spectra very similar to the ones presented here for Mylar foils.) The plateau in the microsphere spectra can be understood in terms of a spectral redistribution of the order of 1 MeV of proton energies as a result of a secondary field interaction near the opening. Looking at the experiment the other way around, we can regard the protons as a probe for intracavity fields as well. A two-temperature curve fit provides comparable temperatures for low energies for both the targets ((0.6 ± 0.1) MeV and (0.5 ± 0.3) MeV for spheres and Mylar, respectively) but larger values for the high-energy component from the microsphere spectra ((2.0 ± 0.1) MeV) as compared to the foil spectra ((1.6 ± 0.3) MeV).

In the following section, we will discuss the modelling of the present experiment, giving insights into the dynamic processes of hot electron transport on the sphere surface and motivate the observed spectral features. Beyond that, we will consider a means to enhance the post-acceleration mechanism.

3. Simulations

To improve our understanding of the underlying dynamic processes, we have carried out a number of numerical experiments with the parallel PIC code Extreme Laser–Matter Interaction Simulator (ELMIS), developed by the SimLight group [31]. ELMIS is a relativistic code, which uses a parallel fast Fourier transform (FFT) technique to solve Maxwell’s equations.

The processes involved in the setup are essentially of two-dimensional (2D) nature. Thus, we perform 2D simulations in order to retain the appropriate space and time scales while still not compromising the physical outcome. However, the 2D nature restricts the interpretation of these results to a qualitative level as scaling laws behave differently in 2D as compared to 3D space.

In the simulations a linearly polarized TEM00 laser pulse (where electric field lies in the plane of simulation) with τL = 50 fs duration (Gaussian profile, FWHM) and a total energy of 1 J is focused to a 10 µm spot on the target surface. The laser field reaches a maximum field strength equal to ~3.5 arel, where arel = 2πmc2/(eλ) ≈ 3.2 × 1012 V m−1, e and m are the electron charge and mass, respectively, c is the speed of light and λ = 1 µm is the laser wavelength. This corresponds to a maximum intensity of 2 × 1019 W cm−2. The target consists of a hollow metal sphere with D = 32 µm diameter and a 10 µm opening. It has a 0.5 µm thick wall, which in our 2D PIC simulation was considered as a (cylindrical) overdense plasma with the electron density of 50 n6+ and an Au6+ ion density of 50 n6+/6, where n6+ = πmc2/(λ2e2) ≈ 1.1 × 1021 cm−3 is the critical density for λ = 1 µm.
To simulate TNSA, we consider a 100 nm contaminant layer of protons and electrons with a density $10 \, \text{n}_\text{crit}$, covering the internal surface of the target. The simulation is done for a box size of $64 \, \mu\text{m} \times 64 \, \mu\text{m}$ ($4096 \times 4096$ cells) with absorbing boundaries for the fields and accumulating boundaries for the particles. The initial plasma temperature is set to 16 keV, and the cell size is 15.625 nm, which is approximately 4 times the Debye length for the considered plasma. In the simulation, 100 virtual particles per cell are used for the electrons and Au$^{8+}$ ions and 20 particles per cell are used for the protons; the total number of virtual particles is $4 \times 10^7$. The time steps are set to $(2\pi/\omega_p)/16 \approx 3 \times 10^{-17}$ s, where $\omega_p = (4\pi e^2 50 \, \text{n}_\text{crit}/m)^{1/2}$ is the plasma frequency. The duration limit of the simulation is set to when the leading protons in the accelerating bunch reach the simulation box boundary.

3.1. Simulation results

As the laser pulse reaches the target at the south pole it is reflected from the outer overdense plasma surface, initiating electron heating. This time is set to $t = 0$ in the simulation. Subsequently, protons undergo TNSA from the internal surface and move towards the north pole. A part of the heated electrons leave the plasma, thereby producing an electric field retaining part of the electrons to the target surface. Those trapped hot electrons move along the plasma layer, recirculating near the wall and conserving their momentum in the direction along the surface. Eventually they will arrive at the edge of the sphere opening, where they will leave and return to the plasma layer, thus setting up a charge separation field. This process, albeit for a flat target, was discussed and experimentally observed by McKenna et al [19]. Due to the relativistic intensity of the laser pulse, the electrons move with a speed close to $c$, thus forming a bunch size comparable to the longitudinal extension of the laser pulse ($c t_1 = 15 \, \mu\text{m}$). This bunch does not effectively carry any charges due to cold return currents within the plasma. However, due to the absence of a return current at the edges, the bunch produces a charge separation field. The simulation shows that this wave is then reflected from the opening at the north pole and heads back to the south pole, where it refocuses, passes through (collisionlessly) and continues moving towards the opening at the north pole again.

The dynamics are illustrated in figure 5(a), where the radial electric field at $3 \, \mu\text{m}$ distance from the sphere surface is plotted over time and latitude angle (180° corresponds to the south pole, while 0° represents the north pole). Figure 5(b) depicts the electric field component $E_z$ along the $z$-axis, using red and blue colours. The evolution of the proton density along the $z$-axis is visualized by the grey distributions, in equidistant frames. In both pictures, one can identify large charge separation fields, set up at the rim due to the absence of a return current.

One can identify certain frames where the field becomes large, alternatingly at the north and the south pole. The periodicity can be estimated as $T_d \approx \pi D_e/v_e$, where $v_e$ is the velocity of the surface dipole wave. From our simulations we obtain $T_d \approx 380$ fs, corresponding to a frequency of 2.64 THz and an electron wave velocity of $v_e \approx 0.9 \, c$.

When the surface dipole wave reaches the opening it produces electric field maxima at the north pole at times $t_1$, $t_2$, $t_3$ (see labels in figure 5(b)), which can be utilized for proton post-acceleration, i.e. staging. Those maxima exist only during relatively short periods. Thus, the timing of the proton bunch and the electron dipole wave is important. In order to have an effective post-acceleration, one would like protons to be pre-accelerated by the TNSA mechanism in such a way that they traverse the vicinity of the north pole when a maximum in accelerating field is present, resulting in a redistribution of the proton energy spectrum.
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It should be noted that the surface dipole wave oscillation amplitude decays, which implies that fewer oscillations prior to the proton passage provide a stronger post-acceleration. Additionally to the maxima, a weaker quasi-constant accelerating background field occurs at the opening from $t_1$ onwards, showing no significant decay on this timescale. Post-acceleration by this background field, which occurs due to a charge up of the sphere during laser irradiation, does not require an accurate timing for the proton passage. However, it provides smaller field strengths as compared to the surface dipole wave oscillations. The effect from both contributions can be seen in figure 6 in the upper marked region, labelled the ‘post-acceleration stage’, where the evolution of the proton energy distribution is displayed as a function of time. (Note that, due to the limited number of particles, modulations in these spatially integrated spectral distributions manifest themselves as lines that could easily be misinterpreted as trajectories.)

The final state of this simulation is summarized in figure 7 together with the emission angle–energy distribution in the inset, taking all protons into account. From this figure it can be seen that the considered geometry provides additional energy of several MeV for a part of the protons that form a bunch with a small divergence of about 8° half-angle.

4. Discussion and outlook

In the present simulation, a fraction of the protons, with kinetic energies around 9 MeV, reach the opening at time $t_3$ and pass through a spike in the accelerating field of the post-acceleration stage. However, the acceleration exerted on the protons by this field is relatively small. In 2D simulations, the charge increase due to refocusing of electron trajectories at the north pole is not fully reproduced. Even though qualitatively correct, the simulations are therefore expected to underestimate the field effects.

However, a larger fraction of the particles could be post-accelerated if the relative timing between the surface dipole wave and the proton arrival could be controlled. This could be done...
Figure 6. Spatially integrated proton energy distribution along the $z$-axis with colour-coded number density and its evolution in time.

Figure 7. The final instant of the simulation and the corresponding angle–energy distribution of the protons.

either by making use of smaller spheres or oblate spheroidal targets to compensate for their different propagation velocities or by simply increasing the proton temperature in the TNSA stage as they are still moving non-relativistically. In the latter case, an energy of 9 MeV is sufficient for protons to reach the north pole at time $t_3$, while 37 MeV would be required for a passage at $t_2$ and GeV energies for $t_1$. TNSA acceleration to the GeV regime is not feasible, but 37 MeV should be within reach of short-pulse laser systems at intensities below $I_{\text{laser}} = 10^{21}$ W cm$^{-2}$ [32, 33]. In addition, one might be able to reduce the velocity of the surface electron wave by surrounding the sphere with an appropriate dielectric.
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With spheroids the advantages of spheres are conserved, but the relative distance for protons and electrons to propagate can be varied. Simulations with oblate spheroidal surfaces, performed as for the spherical targets above, show both stronger acceleration and a narrower collimation of the protons. Experimentally, however, such targets are not as easily available as spheres.

In the experiment, we irradiated the target at normal incidence to obtain maximum symmetry and facilitate direct comparison with our simulations. However, it is well known that by irradiating the target with p-polarized light at an angle, the efficiency of coupling laser energy to the plasma increases. This should, in our case, enhance both TNSA at the south pole and drive a significantly stronger transverse electron current along the target surface [24]. An extension of both simulation and experimental geometry to allow for non-normal incidence irradiation will be a topic for further study.

Finally, we would like to point out that our target has additional interesting features. One of them is an intermediate particle focus slightly outside the spatial boundaries of the target. This could be used for experiments in fundamental physics that require high proton flux, inherently synchronized with a high-power laser beam line. Additionally, as the microsphere acts as a cavity for electron surface dipole waves, it could provide an efficient means to produce THz radiation with high-intensity lasers. In such an experiment almost all the incident laser energy can be absorbed by irradiating the sphere through the opening at the north pole, launching an electron surface wave from the inside.

5. Conclusions

We have introduced a new scheme for staged laser-driven proton acceleration, using hollow microspheres as targets. On the one side of a microsphere, protons are accelerated by TNSA from the concave inner surface of the sphere. Laser-heated electrons that are spreading transversely in the target, as a charge wave, are refocused on the opposite side of the sphere, where they produce a strong but transient charge separation field in an opening located there. Protons passing through the opening at the correct time can thus be post-accelerated. We have done 2D PIC simulations that confirm that this process indeed occurs and that the electrons spread over the sphere as a charge wave. This wave was found to oscillate back and forth over the sphere while decaying in amplitude, forming charge separation fields in the opening at regular intervals. These simulations also show that protons arriving at the correct time, i.e. those protons that have the right kinetic energy, are post-accelerated. Experimentally we have demonstrated the technical feasibility of preparing and irradiating this type of target. In addition, the preliminary results show some signatures of post-acceleration, although the timing between the electron charge wave and the TNSA protons was far from optimal in this first experiment. Further work with improved relative timing is needed for fully exploring the potential of this new scheme and target geometry.
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