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Abstract

The main aim of the present thesis is to demonstrate the efficient
quantum memories for light employing coherent processes in rare-
earth-ion-doped crystals.

Rare-earth (RE) ions between lanthanum, with atomic num-
ber 57, and lutetium, with atomic number 71, have a partly filled
4f shell, which is spatially inside the full shells 5s, 5p, and 6s.
Therefore, 4f-4f transitions are shielded from environmental noise.
Less noise means longer lifetime and coherence times and, when
the crystals are cooled down to ∼4 K, these can be ∼ 8 orders
of magnitude longer than what is typical for electronic transitions
in solids. In quantum information processing, we are looking for
physical systems which are isolated from the environment and con-
sequently have good coherence properties. The long coherence
time of both optical and spin transitions, is the main attraction of
rare-earth ions for quantum information processing.

In the present thesis, we map a quantum state of light em-
ploying a 4f-4f transition of praseodymium doped in yttrium sili-
cate. We mainly employed the ensemble approach and the atomic
frequency comb (AFC) protocol for quantum memory demonstra-
tions. Among several parameters that define quantum memory
performance, we mostly focused on quantum memory efficiency.
The overall memory efficiency is simply defined as the energy of
the pulse recalled from the memory divided by the energy of the
pulse sent in for storage in the memory.

To maximize quantum memory efficiency, most protocols re-
quire high optical depth, αL. This is a limitation for materials
with rather good coherence properties but low optical depth. In
the research described in the present thesis, we combined the use
of a low finesse cavity and the ensemble approach and designed
an impedance-match cavity to obtain the advantages of both ap-
proaches and thereby to implement an efficient quantum interface
in a weakly absorbing solid-state medium. Based on the cavity
configuration, we obtained 56% storage and retrieval efficiency,
which is the highest storage and retrieval efficiency based on the
AFC protocol reported in the research so far.
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Abstract

In the present thesis, we demonstrated a narrow-band
(∼2 MHz) spectral filter with a >30 dB intensity absorp-
tion/transmission ratio, which is based on the large (6 orders of
magnitude) ratio between the inhomogeneous and homogeneous
broadening of Pr3+ : Y2SiO5. Slow-light effects due to the strong
dispersion created by the spectral filter improved the suppression
of the filter by also utilizing the time domain. As an application,
we detected weak diffuse light shifted by ultrasound from the car-
rier ∼2 MHz, after a 9 cm thick biological tissue.

The coupling between light and matter is directly related to the
relative direction of the light polarization and transition dipole mo-
ment of atoms. I developed a simulation program that was able
to investigate the polarization direction and ellipticity of polar-
ization of optical radiation propagating through the crystal. This
might open up new opportunities for the investigation of interest-
ing physics regarding propagation effects and for the improvement
of spectral engineering of RE ions in the future.

In order to deal with the sharp homogeneous transitions of the
RE ions, the frequency of our dye laser was stabilized against a
highly stabilized Fabry-Pérot cavity using the Pound-Drever-Hall
locking scheme.
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Popular science description

Have you ever looked at a flame dancing in the air and asked
yourself what a flame really is? For instance, what happens when
we burn firewood (matter) and thus change it to light and heat
(energy). Simply speaking, when you ask such questions you are
wondering about two physical quantities, light and matter. Clearly
many over the history of time have thought about the interaction
between light and matter, and some have thought more in depth
in order to understand the basic phenomenon related to this in-
teraction. One approach is to analyze the building blocks of light
and matter. In physics, a quantum is regarded as the minimum
amount of any physical entity involved in an interaction. For in-
stance, the photon is introduced as a single quantum of light, and
is referred to as a “light quantum”. The photon is one of the key
quantities that we are dealing with in the present thesis.

The speed of light c (≈ 300, 000 km/s), in the famous equa-
tion of mass-energy equivalence E = mc2, is considered as the
maximum speed at which all energy, matter, and information in
the universe can travel. In the research described in the present
thesis, we are trying to control and store the fastest quantity in
the physical world, the photon, in matter and release an identical
photon after some on-demand time. A device with this capability
is called a quantum memory for light and this thesis describes an
investigation towards developing such quantum memories. There
are several applications for a component with the possibility to
store a light quantum and retrieve it on-demand. One application
which has attracted a great deal of attention recently is quantum
cryptography.

Cryptography is a technique that enables secure communica-
tion in the presence of third parties. In simple words, cryptography
can be described as the conversion of information from a readable
state to apparent nonsense. Afterwards, the encrypted message is
sent to the intended recipient and the decoding technique needed
to recover the original information is shared only with the intended
recipients. Therefore, the sender precludes unwanted persons from
understanding the secret message. In ancient cryptography, many
different practical methods already existed for encoding secret mes-
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sages. Modern cryptography employs mathematics, computer sci-
ence, and electrical engineering to encrypt messages and is applied,
for example, with ATM cards, computer passwords, and electronic
commerce. The more complicated cryptographic algorithms of to-
day are more difficult to break down but fundamentally it is not
impossible to do so.

Lately, it has been realized that nature offers a property within
the quantum world for data encryption which is fundamentally im-
possible to break by a third party. This impossibility to break in-
formation coded by quantum cryptography comes from a property
of nature, not from the computational ability or intelligence. The
special property, ensuring fully secure information encryption, is
called entanglement and it could be an important resource for the
21st century.

To somewhat understand entanglement, let us consider a source
which emits a pair of particles such that one particle goes to the
right and the other one leaves the source to the left. This means
that these particles have opposite momenta. Therefore, if one finds
the first particle in the upper right corner, it can be predicted that
the second particle is in the lower left corner. This illustrates
that there is a correlation between the behavior of the two parti-
cles and the results of the measurements performed on such pairs.
In a similar way, we can prepare two entangled photons and, for
instance, transfer one to the moon and keep one at earth. Sur-
prisingly, however, experiments have shown that the photon on
the moon will be instantaneously affected by changes carried out
on the earth photon. (Note that the effect occurs instantaneously
although the earth-moon distance is on average about 380,000 km.
Therefore light, as the fastest quantity in the world, can travel this
distance in about a second.) This instantaneous effect, which Ein-
stein called “spooky action at a distance”, can be used to enable a
sender and receiver to share secret information because whenever
a third party tries to extract information from such a connection,
the sender and receiver will be able to detect the presence of an
eavesdropper.

Quantum cryptography has been demonstrated for distances
below ∼170 km using commercial equipment. The losses in opti-
cal fibers prevent the distance from being extended significantly
beyond this limit. In the classical world, the problem of losses in
communication channels is solved by adding amplification stages,
but this approach does not work in the quantum world because
of the inherent noise sensitivity of quantum states. To overcome
this difficulty, a protocol is proposed to employ quantum memo-
ries to extend the communication channels. A large part of the
present thesis has been devoted for developing memories that can
store and recall entangled photon and thus enable long distance
quantum cryptography.
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Phys. Rev. B 84, 104417 (2011).

IV Slow light for deep tissue imaging with ultrasound
modulation
H. Zhang, M. Sabooni, L. Rippe, C. Kim, S. Kröll,
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L. Rippe.
New Journal of Physics 15, 035025 (2013).

vii



List of publications

VI Efficient Quantum Memory Using a Weakly
Absorbing Sample
M. Sabooni, Qian Li, S. Kröll, and L. Rippe.
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Chapter 1

Introduction

The laws that govern the behavior of the smallest components of
our universe, such as fundamental particles, atoms and molecules,
are described by “quantum physics”. In the quantum world, in
contrast to the world of classical physics, things can be in two
places at once or can even be two things at once and have many
other (from our classical world point of view) strange properties.
In the late 20th century, scientists in the area of information sci-
ence began thinking about how to take advantage of the strange
properties described by quantum mechanics. They proposed that
understanding the rules of the quantum world could aid us with
tasks which are not possible to perform in the world as described
by classical physics. One such task was the unconditionally se-
cure transmission of information. In addition, in 1994 Peter Shor
proposed an algorithm with possibility to perform prime number
factorization in exponentially fewer steps than classical algorithms
[1]. Further, Lov K. Grover suggested a search algorithm that
would offer a quadratic improvement over the best classical algo-
rithm [2].

In addition to the unique opportunities of quantum information
mentioned above, there are many other reasons to push towards
increasing our understanding of quantum information. As a first
reason, we know that the reduction of the size of transistors is key
for improvement of classical computer performance [3]. If transis-
tors become much smaller, however, the strange effects of quantum
mechanics will begin to strongly affect their performance. It would
therefore seem that these effects could present a fundamental limit
to our classical computer technology and we need to be prepared
to move towards quantum computers. A second reason is that,
according to Landauer’s principle [4], erasing a single bit of in-
formation is equivalent to energy dissipation, and this dissipated
energy will be converted to heat. We know quantum computer
operations are reversible while some classical operations are not.
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1.1 Quantum memories

Reversibility of an operation means we are not erasing any infor-
mation during the operation. No loss in information processing
means no energy dissipation. Therefore, moving towards quantum
information could be an important issue from the energy consump-
tion point of view.

In quantum information processing, a qubit as a unit of quan-
tum information, the quantum analogue of the classical bit, repre-
sents a two-state quantum system. A qubit should have the ability
to represent a quantum state which is either at 0, 1 or at a super-
position between 0 and 1. In classical computers, parallel comput-
ing is performed by having several processors linked together. As
an analogy, in a quantum computer, a single quantum processor
is able to perform multiple computations on its own by utilizing
the fact that the qubit exists in a superposition state. There-
fore, superposition could be considered as an important resource
for quantum computing. Let us move on from a single qubit to a
multi-qubit regime and suppose that these qubits are correlated.
By employing multi-correlated-qubits, we can take advantage of
another resource granted by nature, called entanglement.

Quantum information could be encoded on a stationary qubit
such as an atom or a flying qubit such as a photon or even some-
times in superposition between both. Therefore, it appears that
we need a quantum interface between light and matter with a pos-
sibility of dealing with superposition and entanglement properties.

The ability to map, store, and later retrieve quantum states of
light from matter is an inherently very interesting topic from the
point of view of basic science. The main objective of the present
thesis is development of efficient storage media for light (at the
quantum level). Such a device is called a quantum memory for light
and it will be an important building block in quantum information
processing (QIP) [5].

1.1 Quantum memories

Quantum memories are expected to become vital elements for fu-
ture quantum communication [6] in quantum repeaters for long
distance quantum key distribution [7, 8], although there have also
been some proposals for quantum communication without the ne-
cessity of quantum memories [9]. Quantum computing (QC) is an-
other target application for quantum memories, where they may
improve gate operation time [10]. As a specific example, quantum
memories are one of the most important components of quantum
computing based on the linear optics QC scheme [11]. Other ap-
plications of quantum memories include Signal synchronization in
optical quantum processing [12, 13], the implementation of a de-
terministic single-photon source [14], and precision measurements
based on mapping of the quantum properties of an optical state
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Introduction

onto atomic ensembles [15]. For most of the applications just men-
tioned, high performance will be required in terms of high efficiency
[16, 17], on-demand long storage time [18, 19], multi-mode storage
capacity [20, 21] and broad bandwidth [22].

So far several protocols in a variety of physical systems are
proposed for quantum memory demonstration. Detailed quantum
memory properties are discussed in Chapter 6.

1.2 Spectral engineering

The physical system used in the present thesis is based on rare-
earth (RE) ions doped in a number of specific host crystals, al-
though, in most experiments described, praseodymium doped in
yttrium silicate (Y2SiO5) is used. The relatively long coherence
time of RE ions, which is discussed in Chapter 2, is the main at-
traction of these materials. In addition, different RE ions inside
the host crystal experience different fields from the environment,
therefore the ensemble of ions will be inhomogeneously broadened.
The combination of narrow homogeneous line-width (∼1 kHz for
Pr3+ : Y2SiO5 ) and broad inhomogeneous broadening (∼5 GHz
for Pr3+ : Y2SiO5 ) provide a possibility to spectrally engineer the
absorption profile for specific applications. For such applications,
a stable laser is required with a frequency line-width of the same
order as the homogenous line-width (∼1 kHz for Pr3+ : Y2SiO5 ).
Details about the coherent light source that we developed for this
purpose are discussed in Chapter 4. In the present thesis, the inho-
mogeneous broadening of Pr3+ : Y2SiO5 is tailored for quantum
memory application. In addition, a narrow-band spectral-temporal
filter is demonstrated for application in biological tissue imaging
in Paper IV.

1.3 Aims and outline of the thesis

Three general aims of the present research are stated below, along
with reference to the papers describing the research:

(i) Improvement of the storage and retrieval efficiency of quan-
tum memories. Investigation of improving the efficiency of
quantum memories is the main aim of the research described
in Paper I, Paper II, Paper V, and Paper VI.

(ii) Development of means to increase the storage time of quan-
tum memories. The intention to create quantum memories
with longer storage time is the reason for investigation in
Paper III.

(iii) Exploring of new applications for spectral engineering in
rare-earth-ion-doped crystals. A spectral-temporal filter is
constructed for biological tissue imaging in Paper IV.
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1.3 Aims and outline of the thesis

Detailed discussion of the scientific contributions are found in the
peer-reviewed scientific articles fund at the end of the thesis. The
purpose of the thesis chapters is to provide a more thorough un-
derstanding of the methods used.

The thesis chapters, and their connections to the papers are
outlined below

Chapter 2 The main physical resource for all experiments in the
present thesis is based on employing rare-earth-ion-doped
crystals. The properties of rare-earth-ion-doped crystal are
discussed in this chapter.

Chapter 3 Coherent manipulation of the interaction between
light and matter is the main target of this chapter. Light
is treated classically based on Maxwell’s equations, while
matter is discussed quantum mechanically based on Bloch
equations.

Chapter 4 An overview of the experimental setup including the
cavity assisted laser frequency stabilization setup is discussed
in this chapter.

Chapter 5 Understanding the properties of light polarization
during propagating through a medium is the main topic in
this chapter.

Chapter 6 In this chapter, we discuss different aspects of quan-
tum memory and also different proposals related to quantum
memory demonstration.

Chapter 7 We discuss the feasibility of engineering a narrow-
band (∼ 2 MHz) spectral-temporal filter with sharp edges
based on the properties of rare-earth ions. Improving the
filtering process in the time domain is discussed based on
taking advantage of the slow light effect. We employed the
demonstrated spectral-temporal filter for biological tissue
imaging based on the ultrasound optical tomography (UOT)
technique.

4
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Figure 2.1. Electron
configuration of the lanthanides.
The order of filling of the electron
shells is shown by the red arrows,
and starts with the 1st energy
level and ends at the 6th energy
level. For the lanthanides, the 4f
shell is shielded by the 5s, 5p, and
6s electrons.

Chapter 2

Rare-earth ions trapped in
crystals

The discovery of rare-earth (RE) elements dates back to 1794 when
Gadolin found a black metal mineral called Yttria in Ytterby (a
village in the Swedish archipelago close to Stockholm), which was
a mixture of several elements. In the early twentieth century, spec-
troscopic investigations of rare-earth (RE) compounds showed very
sharp spectral lines, comparable to the spectra of single atoms or
molecules. This meant that, compared to the other elements in
the periodic table, the interaction between RE ions and their envi-
ronment is fairly weak. Much later, investigations on RE elements
led to the narrowest spectral lines ever observed in solids [23]. The
sharp spectral lines originated from the shielding of the 4f electrons
by the 5s, 5p and 6s electrons, (see Fig. 2.1). The order of filling
of the electron shells is illustrated by the red arrows, and starts
with the 1s2 orbital and ends at 5dj , where i and j denote the
number of electrons in sub-shells 4f and 5d, respectively, for the
lanthanides. From this schematic figure, it can clearly be seen that
the 4f orbital is shielded by higher energy levels and the spatially
outer-lying 5s, 5p and 6s shells.

The radial charge density, P 2(r), as a function of the radius, r,
for 4f, 5s, 5p, and 6s orbitals of Gd+ is shown more clearly in Fig.
2.2 [24]. Actually, we should bear in mind that the lowest-energy
electrons are the 4f electrons, which are not the outermost elec-
trons in this case. On the other hand, elements with 5d electrons
should be less shielded and have broader spectral lines. In fact,
the shielding effect decouples the 4f level from environmental noise,
making the 4f level a good candidates for quantum manipulation.

The procedure of adding tiny amounts of RE ions to transpar-
ent crystals, ceramics, or glasses is called doping, and is used to
produce the active medium for solid-state lasers. The same idea
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Figure 2.2. Radial charge density, P 2(r), as a function of radius, r, for
the 4f, 5s, 5p, and 6s orbitals of Gd+ [24]

can be used employing different crystalline materials as hosts for
RE ions to achieve a physical system for quantum computing and
quantum information processing. Actually, RE ions trapped in
crystals offer some advantages as a quantum computing material
[25, 26] compared to other quantum computing schemes. The aim
of this chapter is to introduce the different aspects of RE ions
trapped in dielectric solids, particularly praseodymium doped in
yttrium silicate (Pr3+ : Y2SiO5).

The electron configuration in the ground state of an atom will
minimize the energy of the whole atom. Following the Pauli ex-
clusion principle (two identical electrons can not occupy the same
quantum state simultaneously) and Hund’s rule of maximum mul-
tiplicity (multiplicity is equal to the number of unpaired electrons
plus one), electrons will fill up higher shells as the atomic number,
Z, increases. To understand the spectra of any atomic structure,
start with one-electron systems such as hydrogen and hydrogen-
like atoms, where a single electron is circulating around a central
field, and the eigenvalues are inversely proportional to the square
of n (principal quantum number). To go further in the periodic ta-
ble, the second step will be to include angular momentum, L, and
the magnetic moment, µL, of the orbital electron. Additionally,
because of the spin properties of the electron, one should consider
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Rare-earth ions trapped in crystals

the spin angular momentum, s, and the associated magnetic mo-
ment, µs, and, finally, the spin-orbit interaction. There are two
main approximations for the spin-orbit interaction: LS coupling
(Russell-Sunders approximation) and jj coupling. LS coupling is
more valid for the outer shells of light elements, whereas jj coupling
typically dominates for inner shells of heavy atoms [27]. However,
a large number of atoms (some RE elements) follow an intermedi-
ate coupling scheme.

The work presented in this thesis is related to the interaction
of light with RE ions, and it is therefore relevant to describe their
energy level structure. The energy level structure of the 4fn con-
figuration of a typical RE ion (R3+) doped in LaF3 based on the
free-ion and the crystal-field splitting approximation (see Eq. 2.2)
has been calculated by Carnall et al. as shown in Fig. 2.3 [28].
Principal transitions for spectral hole burning and quantum infor-
mation processing are shown in Fig. 2.3 by the solid green arrows,
while the dashed red arrows show the commercially available solid
state lasers based on RE materials.

2.1 Rare-earth ion interactions

Different host crystals such as Y3Al5O12 (yttrium aluminum gar-
net, YAG), Y2SiO5 (yttrium silicate), and La2(WO4)3 (tungstate)
could slightly affect the properties of the RE ions but in most cases
the effect of the free ion Hamiltonian (ĤFI) is more dominant than
the crystal field Hamiltonian (ĤCF ). The total Hamiltonian for
the RE ions trapped in a crystal can be decomposed in the follow-
ing way:

Ĥ = Ĥ0 + Ĥ1(t) + ĤP (2.1)

where Ĥ0 and Ĥ1(t) are the time-invariant and time-dependent
parts of the atomic Hamiltonian, respectively. The ĤP term is
related to the phonon interaction which can be eliminated by em-
ploying cryogenic temperatures for the crystal (< 4K). The time-
invariant part of the atomic Hamiltonian can be written as follows
[29, 30]:

Ĥ0 = [ĤFI + ĤCF ] + [ĤHF + ĤQ + Ĥz] (2.2)

where ĤFI is the free-ion Hamiltonian, and ĤCF is related to the
crystal field. The remaining terms, which make smaller contribu-
tions, are ĤHF , which represents hyperfine coupling, (ĤQ denotes

the nuclear electric quadrupole interaction), and finally Ĥz is for
both nuclear and electronic Zeeman interactions.
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Figure 2.3. Energy level structure of R3+ : LaF3 based on calculated
free-ion and crystal-field splitting [28]. The solid green arrows show
principal transitions for spectral hole burning and quantum information
processing, while the dashed red arrows show the commercially available
solid state lasers.
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The ĤFI Hamiltonian, which is the dominating term in Eq.
2.2, corresponds to ĤC and ĤSO for the Coulomb interaction and
the spin-orbit interaction of the 4f electrons. Based on the selected
rare-earth, the Russell-Sanders approximation (ĤC � ĤSO), the
jj coupling regime (ĤC � ĤSO), or an intermediate condition
(ĤC ≈ ĤSO) can be used [29].

Actually, the scale of crystal field splitting (≈ 1012Hz) is
smaller than that of the free-ion splitting (≈ 1015Hz), while the
hyperfine energy splitting (≈ 106− 109Hz) is even smaller, thus it
would be a good approximation to employ perturbation theory to
calculate crystal field splitting and hyperfine structures. The Zee-
man term will be considered when applying a static magnetic field
[29]. Following Eq. 2.1, the dynamic interactions can be listed as
follows:

Ĥ1(t) = [ĤSI(t) + ĤTLS(t)] + [ĤNQP (t) + ĤEFS(t)] (2.3)

where the energy shift of these interactions is in the range of kHz.
Therefore, one can apply perturbation theory to estimate the ef-
fects of all these Hamiltonians. The terms in the first bracket
are related to the intrinsic properties of the crystal, while those
in the second are related to extrinsic properties such as the inci-
dent light. ĤSI(t) represents the interaction of the RE ion with
the host nuclear spin, while ĤTLS(t) describes the interaction of
the RE ion with the ensemble of the two-level system around
the target ion. In the extrinsic part, ĤNQP (t) represents non-
equilibrium phonons, which are related to the non-thermally acti-
vated phonons. ĤEFS(t), which can range from a few kHz to sev-
eral GHz [26], arises from the excitation induced frequency shift
from ion-ion interactions.

2.2 Hyperfine structure

Since the experiments presented in this thesis deal with hyperfine
structure, it is worth while to describe the physics behind hyperfine
structure. For a more detailed discussion the reader is referred to
Refs. [27, 31]. Hyperfine structure is explained by the presence of
nuclear magnetic and electric moments, interacting with the elec-
tronic shell. In the magnetic hyperfine structure, the interaction
between nuclear spin angular momentum, I, and electronic angu-
lar momentum, J, will create a new angular momentum F and
this gives the following eigenvalues for the Hamiltonian, which is
Hhfs = aI.J:

Ehfs =
a

2
[F (F + 1)− I(I + 1)− J(J + 1)] (2.4)

∆Ehfs(F,F−1) = aF (2.5)
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Figure 2.4. Two different host
materials doped with Pr have two
different hyperfine structures for
the 3H4 − 1D2 transition

where a is the magnetic dipole interaction constant, and |I +J | ≥
F ≥ |I − J | [27]. The electric hyperfine structure is related to
the deformation of the nucleus. This deformation is described by
the electronic quadrupole moment, Q (prolate:Q > 0; oblate Q <
0)[27]. In the case of no nuclear spin (I=0) there is no magnetic
or electronic hyperfine structure. The magnetic interaction will be
present for I ≥ 1/2, whereas for the electronic hyperfine structure
I ≥ 1 and J ≥ 1 must be satisfied. Any external magnetic field
source could affect the hyperfine splitting. Actually, this “external
knob” is very helpful in controlling the properties of predefined
states as shown in Paper III. In that experiment, mostly weak
external magnetic fields (leading to a Zeeman effect) were applied.
The last and normally smallest splitting in the hyperfine levels is
the result of isotopic effects, which depend on the variation in mass
and volume of the nuclei in different isotopes.

The hyperfine structure of praseodymium (Pr), the main
dopant studied in this thesis, must be investigated in more de-
tail. The element Pr has only one naturally abundant isotope (A
= 141). 141Pr has nuclear spin I = 5/2, and electric quadrupole
moment Q = −8 × 10−26cm2 [32]. In the absence of an exter-
nal magnetic field, the second-order hyperfine and nuclear electric
quadrupole interactions in a crystal-field singlet will split the low-
est crystal field state of the 3H4 ground state into three levels
with mI = ±5/2,±3/2, and ±1/2. Since the crystal field is an
important term as can be seen in the Hamiltonian in Eq. 2.2,
the splitting of Pr hyperfine levels in Eq. 2.5 will be different in
different host materials. For instance, two different host materi-
als doped with Pr, have two different hyperfine structures for the
3H4 − 1D2 transition, as shown in Fig. 2.4. Typically, RE mate-
rials are used to be doped in the solid state crystal as a trivalent
ions such as Pr3+, but divalent Pr2+ ions are also used [29].

2.3 Dipole moment orientation

Yttrium silicate (Y2SiO5) was extensively employed as a host ma-
terial for Pr ions in this work, belongs to the monoclinic crystal sys-
tem, and the C6

2h(C2/c, number15) class based on the Schönflies
classification [33]. The monoclinic cell of (Y2SiO5) has the di-
mensions a=10.410 Å, b=6.721 Å, c=12.490 Å, and β = 102.39◦,
where β is the angle between a and c, giving a unit-cell volume
of V =853.51 Å3. The unit cell contains 16 Y 3+ ions, and the
total Y 3+ density is 1.83 × 1022cm−3 [34, 35]. A RE ion, such
as Pr3+ (with a 1.82Å atomic radius) can be used as a dopant
instead of Y 3+ ions (with a 1.8Å atomic radius) to achieve a nat-
urally trapped ion quantum information system. Yttrium silicate
is a biaxial, and has three principal axes of polarization, D1 ,D2,
and b which are defined in Fig. 2.5 [36]. X-ray measurements have

10



Rare-earth ions trapped in crystals
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Figure 2.5. Orientations of the
crystal and principal directions of
the optical indicator in
(Y2SiO5)[36].
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Figure 2.6. Symmetry
considerations regarding light
propagation and light polarization
for coherent interactions with ions
in the Y2SiO5crystal. 1.(θ, φ),
2.(θ, φ+ π),3.(π − θ, φ+ π),4.(π −
θ, φ).

enabled the exact determination of their directions with respect to
the crystallographic axes (a, b, c) as shown in Fig. 2.5.

Based on the dipole moment approximation, which is valid
when the wavelength of the field is greater than the distance be-
tween the electrons and nuclei, the interaction Hamiltonian of any
two-level system can be written as follows:

Ĥ = p.E (2.6)

where p is the electrical dipole moment with components
pij = 〈i|p|j〉, and E is the optical electric field vector [37]. The di-
agonal elements of the dipole moment matrix represent the static
dipole moment, while the off-diagonal terms represent transition
dipole moments. Eq. 2.6 can be written using the Rabi frequency
notation (Ω = p.E/~), which shows that the Rabi frequency is
determined by the magnitude of the transition dipole moment and
the optical field, and also by the projection of one onto the other.
To reduce the complexity and make use of the advantages of hav-
ing a single-Rabi frequency response, it is important to align the
light polarization along one of the principal axes of the crystal.

The optical transition of any two-level system can be described
by the energy difference between the two levels and a transition
dipole moment. This is very simple for an individual ion, but
to achieve the same simplicity in a crystalline environment, one
needs to find a symmetrical direction in the crystal along which
to align the incident E vector such that all excited dipoles project
identically onto it. An extensive study of all possible combinations
of 32 point groups and the 230 space groups has been performed
by Sun et al. [38]. This paper shows that there is at least one
solution for all physically allowed combinations providing single
Rabi frequency temporal behavior.

As we wish to maximize the interaction between the laser light
and matter, and also want single-Rabi frequency behavior, it is
important to know the symmetrical orientation of the doped ion
transition dipole moment in relation to the three principal axes of
polarization. The general symmetry consideration for a four tran-
sition dipole moment versus three principal axes of polarization
for Y2SiO5 is shown in Fig. 2.6. For site I in Pr3+ : Y2SiO5, four
transition dipole moments can be reduced to two as θ = π/2 and
φ = π/2−15.5◦ according to the absorption measurement in table
7.6 of Ref. [29]. The actual transition dipole moment direction is
shown in Fig. 2.7.

2.4 Homogeneous and Inhomogeneous
line-widths

Generally, a spectral line-width originates from two main contri-
butions: homogeneous and inhomogeneous line-width broadening.
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Figure 2.7. Transition dipole
moment direction in site I of
Pr3+ : Y2SiO5.

Line-width broadening can take place in an optical transition or
a transition between hyperfine states. The intrinsic properties of
ions usually lead to homogeneous broadening while inhomogeneous
broadening is caused by the extrinsic properties.

In order to obtain a pure homogeneous line-width, we should
consider an isolated, non-interacting atom or ion. The homoge-
neous transition is the result of the broadening of the transition
due to the finite lifetime of the excited state. The natural spectral
width of an emission, ∆νN , due to the finite lifetime ,τ , of any
excited dipole moment, is limited to 1

2πτ , due to the uncertainty
principle between energy and time. From the classical point of
view, a Fourier transform of an exponential decay (atomic dipole
moment) with a finite lifetime τ will be a Lorentzian function with
full width at half-maximum of ∆ν = 1

2πτ .

This ion transition lifetime can be affected by the ion-phonon
interaction (single- or two-phonon interaction), the ion-ion inter-
action, or the ion spin-nuclear spin interaction [29]. Dynamic pro-
cesses, such as those involving lattice phonons, and fluctuating
nuclear or electron spins, are the phenomena mainly responsible
for homogeneous line-width broadening. To suppress thermally
induced phonons, the experiments described in this thesis were
performed at cryogenic temperatures (∼ 2K). Spontaneous phonon
emission dominates over thermally induced phonons in interactions
at cryogenic temperatures [32].

Phenomenologically, there are two different decay times de-
scribing the decay (T1) and decoherence (T2) processes in atomic
physics. The decay time T1 (also called the longitudinal homoge-
neous lifetime) is mainly related to the population decay of the
excited state, whereas the coherence time T2 (the transverse ho-
mogeneous lifetime) is also related to the dephasing of the state.
The distinction between population decay and dephasing will be
discussed in Chapter 3 where the Bloch sphere concept is intro-
duced. The homogeneous line-width, Γh, is associated to the phase
memory or coherence time, T2, through a time-frequency Fourier
transform:

Γh = 1/πT2 (2.7)

Dephasing processes can originate from two different sources.
As shown in Eq. 2.8, T ′2 represents pure homogeneous dephas-
ing, where T ∗2 is the ensemble-averaged transverse dephasing time,
which is related to the inhomogeneous effect [37].

1/T2 = 1/T ′2 + 1/T ∗2 (2.8)

The decoherence time T2, is limited by both spin-flip and de-
phasing processes, and can be much smaller than T1, although its
upper bound is T2 = 2T1.
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Rare-earth ions trapped in crystals

Based on the calculation of the Y 3+ density in Section 2.3,
if Y2SiO5 is doped with 0.05% Pr3+, this will give about a mil-
lion Pr3+ ions in a µm3 laser beam spot. The atoms in a group of
identical atoms or ions, all with a defined homogeneous line-width,
inside a solid-state crystal, will experience different environments (
strain, local electric and magnetic fields). Therefore, the resonance
frequency of these identical ions will show a slight Stark shift. De-
fects or disorder, which are unavoidable in crystal growth, will
affect the environments of the ions differently. The atomic radius
mismatch for instance between Y(180 pm), Pr(182 pm), Ce(181.5
pm), and Er(176 pm) is unavoidable, and increases the inhomo-
geneous line-width [39]. Inhomogeneous broadening can also arise
due to the statistical distribution of isotopes of the host ions. The
overall transition frequency distribution of all these ions, which
experience different electric fields resulting from their crystalline
environment, is called the inhomogeneous line-width. This effect
has been employed in a quantum computing proposal [25, 26] to
address millions of qubits within a µm3 laser beam spot by se-
lecting a specific (but arbitrary) frequency window. In the present
work, inhomogeneous broadening was manipulated coherently, and
collective emission from an atomic or ionic ensemble was employed
to construct a quantum memory unit.

Let us now compare the size of homogeneous and inhomoge-
neous line-widths of different RE materials. One of the sharpest
homogeneous line-widths is 50 Hz, found in Er3+ : Y2SiO5, [40]
which is limited by the excited state lifetime (about 10 ms). One
of the sharpest inhomogeneous line-widths is found in low doping
concentration of Nd3+ : Y LiF4 with ∼ 10 MHz inhomogeneous
broadening in presence of an external magnetic field [41]. This
sample contained about 1-10 ppm Nd3+ ions. At the other end of
the scale, 0.15%Pr3+ : Sr0.6Ba0.4Nb2O6 has a sub-GHz homoge-
neous line-width and 2.7 THz inhomogeneous line-width [42]. A
very good survey of the key properties of selected RE activated
optical materials has been presented by Thiel et al. [42].

Nonlinear spectroscopy [43, 44] has been employed using two
main modes of operation (time and frequency) to distinguish be-
tween homogeneous and inhomogeneous contributions. The opti-
cal properties of some selected ions have been studied using fre-
quency domain techniques. Such techniques include fluorescence
line narrowing (FLN) [45], and spectral hole burning (SHB) [46].
In the other mode, pulses of light in the time domain were em-
ployed to investigate the coherence properties of the ion ensemble.
Examples of time domain techniques include the photon echo tech-
nique [47], and optical free induction decay (FID) [48], which we
will discuss it in Section 3.4.
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2.5 Dephasing and Spectral Diffusion

Two main process responsible for optical dephasing are phonon-
ion interactions and spin-flips. Phonon-ion interactions can take
place via direct (resonant) or indirect (Raman) processes. The con-
tribution of direct processes to the homogeneous line-width (Γh),

follows (e
∆g
kT − 1)−1 where ∆g is the energy gap of the two level

system and T is the temperature. For energy level separations
much larger than the phonon energy, the contribution of Raman
processes is characterized by Γh ∼ T 7 [29].

The RE ions will be affected via spin-spin interactions with
the host ions. Any spin changes (spin-flips) of the surrounding
ions will affect the optical dephasing time of the target RE ions
through spin-spin interactions [29]. The dephasing behavior of the
target RE ions will change with time, mainly due to the so called
“frozen core” effect. According to this, the spin-flip perturbation
of surrounding ions is different when the RE ion is in the ground
state or an excited state [32].

The equivalent of the optical dephasing concept in the time do-
main is line-width broadening in the frequency domain. Therefore,
the same mechanism that causes dephasing will create dynamic ab-
sorption line-width broadening, which is called spectral diffusion.
Actually, electric and magnetic dipole interactions between the
RE ions and its surroundings could be affected by the excitation
pulse itself. Spectral broadening that depends on the laser pulse
intensity is called instantaneous spectral diffusion (ISD). Spectral
diffusion can be reduced by decreasing the doping density (i.e.
increasing the ion-ion interaction distance), and by reducing the
intensity of the excitation pulse. Further details are discussed in
Ref. [29] and references therein.
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Chapter 3

Light-Matter Interaction

In quantum information processing, quantum states are encoded
in quantum bits, called qubits. Essentially, the qubit is a classical
binary bit with an additional property called superposition, allow-
ing information to be encoded in Hilbert space. Actually, quantum
superposition is one of the fundamental principles of quantum me-
chanics. It means that a physical system (say, an atom) exists
partly in all configurations of its properties (states) simultane-
ously; but, when measured, the result corresponds to only one of
the possible configurations (states). From a mathematical point
of view, any linear combination of solutions will also be a solu-
tion, since the Schrödinger equation is linear. Such solutions are
often constrained to be orthogonal, such as the energy eigenstates
of an electron in an atom. This property can be used to extract
phase information from the atom. Another fundamental quantum
resource is quantum entanglement. Quantum entanglement is ac-
tually a form of quantum superposition. Let us consider a source
that emits a pair of particles in such a way that one particle goes
to the right and the other goes to the left. These particles then
have opposite momenta. Therefore, if one particle is found in the
upper right corner, the other particle will probably be found in
the lower left corner. This illustrates the correlation between the
results of measurements performed on the two particles in such
pairs. In quantum mechanics an entangled pair is defined in the
following way:

(|0〉1|1〉2 + |1〉1|0〉2)/
√

2 (3.1)

A two-level atomic state could be a very good candidate for a
stationary qubit, while a photon acting as a flying qubit is a good
candidate for transferring a quantum state between two station-
ary qubits (atoms). Coherent quantum state mapping between
stationary and flying qubits requires investigation of the coher-
ent interaction between photons and atoms. Without loosing the
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3.1 Maxwell’s equations

generality of the problem, it is sufficient to treat light as a classi-
cal electromagnetic wave based on Maxwell’s equations, while the
two-level atomic state is treated quantum mechanically based on
the Bloch equations. In this chapter, Maxwell’s equations are first
briefly discussed, followed by a discussion of some of the coherent
transient phenomena based on the Bloch equations.

3.1 Maxwell’s equations

Maxwell’s equations as a classical approach can be considered
for investigating the propagation of electromagnetic waves in an
atomic medium. Maxwell’s equations expressed in SI units are:

∇×H = j +
dD

dt
(3.2)

∇×E = −dB
dt

(3.3)

∇ ·D = ρf (3.4)

∇ ·B = 0 (3.5)

where E and H are electric and magnetic fields, respectively [49].
D and B are electric displacement and magnetic induction, respec-
tively, ρf is the free charge and j is current density. The consti-
tutive relations connect material properties to the field properties
as follows:

D = εE + P (3.6)

P = χεE (3.7)

B = µH + η (3.8)

where P the is macroscopic electric dipole moment, χ is the elec-
tric susceptibility, η is the magnetization, and ε and µ are the di-
electric permittivity and magnetic permeability, respectively. For
simplicity, we can assume that there is no magnetization (η = 0)
and no free charge (ρf = 0). Another reasonable assumption in
this case is that there is no electric conductivity, σ, due to ohmic
losses. Therefore, the current density (j = σE) will be eliminated.
Based on Maxwell’s equations (3.2-3.5) and constitutive relations
(3.6-3.8) together with the assumptions mentioned above, gives the
second-order differential equation, called Maxwell’s wave equation
in a medium:

∇2E− n2

c2
d2E

dt2
= µ

d2P

dt2
(3.9)

where n =
√

1 + χ is the refractive index and c is the speed of light
in vacuum (c = 1/

√
εµ).
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Figure 3.1. Bloch sphere
representation for on- or
near-resonance two-level atoms.
ω0 = ω2 − ω1 is the atomic
resonance frequency and
δ = ω0 − ω is the detuning
frequency between the applied
electromagnetic field and the
atomic transition. When the
decay of the atomic levels is
neglected, the Bloch vector is
limited to the surface of the Bloch
sphere. Including, decay as in Eq.
3.28 causes the Bloch vector will
to shrink inside the sphere.

3.2 The Bloch equations

In the interaction between light and an atom, it may be appropri-
ate to consider any atom as a two-level atom if a monochromatic
wave is on or near resonance with two specific levels, and far off
resonance with the rest of the atomic levels. In this case, the
Hamiltonian of the system can be written as follows:

H = H0 +HI(t) (3.10)

where H0 is the stationary part, and the time-dependent part,
expressed as a perturbation term, is called the interaction Hamil-
tonian (HI). The wave function of an unperturbed atomic state
is:

|Ψ(r, t)〉 = c1(t)|1〉e−iω1t + c2(t)|2〉e−iω2t (3.11)

where ω0 = ω2 − ω1 corresponds to the energy level of the atomic
state, as shown in Fig. 3.1. The related density matrix for this
wave function is:

|ψ〉〈ψ| =
(
|c1|2 c1c

∗
2

c2c
∗
1 |c2|2

)
(3.12)

where the diagonal and off-diagonal elements represent populations
and coherences, respectively.

We now apply an electromagnetic field to the atoms, based on
dipole moment approximation:

HI(t) = er ·E0 cos(ωt) (3.13)

where er represents the dipole moment of the electron with respect
to the atom’s center of mass. Assuming that the atomic dipole
moment and electric field are along êx, and employing the time-
dependent Schrödinger equation gives:

i~
∂Ψ

∂t
= HΨ (3.14)

In conjunction with Eqs. 3.11, the time evolution of the density
matrix components can be expressed as follows:

iċ1 = Ω cos(ωt)e−iω0tc2

iċ2 = Ω∗ cos(ωt)e−iω0tc1

(3.15)

where Ω = eX12·E0

~ is called the Rabi frequency, and
X12 = 〈1|x|2〉. Applying the rotating-wave approximation (RWA)
[31] to Eq. 3.15 leads to the more compact form:
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3.2 The Bloch equations


iċ1 = Ω

2 c2e
iδt

iċ2 = Ω∗

2 c1e
−iδt

(3.16)

where δ = ω − ω0, as illustrated in Fig. 3.1.

Let us now define a new set of variables that is useful in the
case of detuning, δ. 

c̃1 = c1e
−iδt/2

c̃2 = c2e
iδt/2

(3.17)

and then we can define the time differentiation of Eq. 3.17 as
follows: 

˙̃c1 = ċ1e
−iδt/2 − i δ2c1e−iδt/2

˙̃c2 = ċ2e
iδt/2 + i δ2c2e

iδt/2

(3.18)

We can now use Eqs. 3.16, 3.17, and 3.18 to give the time evolution
equation for the probability coefficients:

i ˙̃c1 = δ
2 c̃1 + Ω

2 c̃2

i ˙̃c2 = Ω
2 c̃1 − δ

2 c̃2

(3.19)

We can write the real and imaginary parts of the off-diagonal
elements of the density matrix as follows:

u = c̃1c̃
∗
2 + c̃2c̃

∗
1

v = −i(c̃1c̃∗2 − c̃2c̃∗1)

w = c̃1c̃
∗
1 − c̃2c̃∗2

(3.20)

Actually, by introducing u, v, w we have translated the density
matrix (Eq. 3.12) to the rotating frame, which is called the Bloch
frame. Here we introduce the Bloch vector:

R = uêu + vêv + wêw (3.21)

where u, v are the phase quadrature components of the dipole in
the Bloch sphere, as shown in Fig. 3.1, and w represent the differ-
ence in population between the two atomic states. The Bloch
sphere (Fig. 3.1) is a suitable representation of on- or near-
resonance two-level atoms. (Feynman diagrams [50, 51] are more
appropriate for multi-level systems including off-resonance transi-
tions. This, however, is beyond scope of this thesis.) Differenti-
ating Eq. 3.20 and applying Eqs. 3.16 and 3.19 to it, leads to a
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compact form of the optical Bloch equations:
u̇ = δv

v̇ = −δu+ Ωw

ẇ = −Ωv

(3.22)

By introducing a vector called a pseudo vector, W = Ωêu+δêw,
it is possible to write the Bloch equations in the vector notation:

u̇

v̇

ẇ

 =


î ĵ k̂

u v w

Ω 0 δ

 (3.23)

Ṙ = R×W (3.24)

So far, we have not considered any decay constant in the equa-
tions, therefore, the Bloch vector, R, will survey only the surface
of the Bloch sphere. From the constraint of Eq. 3.24 it is clear
that the Bloch vector will precess about the pseudo vector, W.

A more realistic set of equations could be obtained by consid-
ering spontaneous decay of the atomic state. Here we consider the
exponential decay of the c2 coefficient as follows:

c2(t) = e−Γt/2c2(0) (3.25)

and no decay for the c1 coefficient. Considering excited state spon-
taneous decay (Eq. 3.25) in Eqs. 3.20 leads to the final version of
the optical Bloch equations including the decay term:

u̇ = δv − Γ
2u

v̇ = −δu+ Ωw − Γ
2 v

ẇ = −Ωv − Γ(w + 1)

(3.26)

In practice, it may be necessary to know the Bloch equations
when applying a complex form of the Rabi frequency,

Ω = ΩRe + iΩIm (3.27)

Considering the complex form of the Rabi frequency in all the
calculations above will give the Bloch equations as follows:

u̇ = δv − Γ
2u+ ΩImw

v̇ = −δu+ ΩRew − Γ
2 v

ẇ = −ΩRev − Γ(w + 1)− ΩImu

(3.28)

When considering a complex Rabi frequency, the pseudo vector
must be rewritten:

W = −ΩReêu + ΩImêv + δêw (3.29)

Eq. 3.28 is a useful equation that can be used to predict many
interesting phenomena by inserting different optical or radio fre-
quency (RF) pulses with different Rabi frequencies.
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3.3 The definition of pulse area

The excitation pulse interacting with a resonant two-level atom
may have different shapes in the time domain. The excitation
pulse area (Θ) is used as a dimensionless quantity, and is defined
as the integration of the Rabi frequency of this pulse over time:

Θ =

∫
Ω(t)dt (3.30)

For instance, any pulse with the ability to excite atoms from the
w = −1 to the w = 1 state has a pulse area Θ = π, and is simply
called a π pulse (see Fig. 3.1).

The simplest case is zero detuning (δ = 0) and a real Rabi fre-
quency, for instance, a square pulse with a fixed frequency matched
to the energy separation of a two-level atom. In this case, accord-
ing to Eq. 3.29, the pseudo vector will be along −êu. Thus, a
pulse that excites atoms from the w = −1 to the w = 1 state is
called a square π pulse. A π/2 pulse is a pulse with the ability to
excite atoms from the ground state to a superposition state which
is shown as the (êu, êv) plane in Fig. 3.1.

3.4 Free polarization decay

One of the first phenomena that was interpreted via the Bloch
equations was free polarization decay (FPD), which is the optical
analogy to free induction decay (FID) in the NMR (nuclear mag-
netic resonance) technique. FPD experiments belong to the time
domain implementations of non-linear spectroscopy experiments
(see Section 2.4) and an FPD signal indicates that the system is
coherent. Applying an excitation pulse with duration T, which
is shorter than T2, can excite atoms from the w = −1 state to
the (êu, êv) phase plane as shown in Fig. 3.2a. A π/2 pulse gives
the maximum FPD signal. Leaving atoms in the (êu, êv) plane,
allows atoms to start to oscillate with the same phase which leads
to coherent emission in the propagation direction of the excita-
tion pulse. After a while, the atoms start to dephase because they
are oscillating at different frequencies. Therefore, the FPD signal
will decrease in a manner proportional to the transverse relaxation
time (T2) of the target atoms. A more thorough model for the de-
cay rate of FPD at low Rabi frequency (Ω) is given by Macfarlane
et al. [32]:

τFPD =
T2

1 +
√

Ω2T1T2 + 1
(3.31)

where T2 and T1 are the transverse (coherence) time and longitu-
dinal relaxation time, respectively.
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3.5 Photon echo effect
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êu

êv
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Figure 3.2. The photon echo effect introduced by the Bloch sphere
representation. (a) The first pulse is applied at t = 0 and excites the
Bloch vector, R, from the ground state to the (êu, êv) plane, creating
a superposition. Here we assume there is no detuning, δ, therefore the
pseudo vector, W = −Ωêu. (b) The waiting time, t = t21 < T ∗

2 , leads
to dephasing of ions with different frequencies. At this stage, W = δêw.
(c) A π pulse with W = Ωêu is applied to add a π phase to the evolved
superposition state. (d) A waiting time of t = t21 leads to rephasing of
the superposition state. (e) The superposition state is refocused along
R = −vêv at time t = 2t21.

A short excitation pulse in the FPD experiment enables mea-
surement of the coherence time, T2. In the case of individual
atoms, a much longer coherence time, T2, can be measured. This
raises the question of whether it would be possible to coherently
re-phase all the oscillating dipoles and detect a coherent burst of
constructive interference. The photon echo experiment was aimed
to achieving this goal. Actually, most of the optical coherent tran-
sient phenomena were first discovered in the radio frequency re-
gion. A photon echo is the optical analogy of the spin echo in
NMR [52]. A photon echo was first reported by Kurnit et al [47]
in ruby crystal.

Following the first pulse at t = 0 in FPD experiment and ap-
plying a π pulse, after a time T ∗2 < t = t21 < T2 to an inhomoge-
neously broadened medium, one could rephase the coherent dipole
emissions. In the Bloch vector picture, this corresponds to employ-
ing a π/2 pulse to excite ions from R = (0, 0,−1) to R = (0, 1, 0)
(see Fig. 3.2a). By waiting

T ∗2 < t = t21 < T2
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Figure 3.3. Phase diagram
representation of two pulse
photon echo. Pulse sequences are
denoted by k1, k2, and kecho at
times t = 0, t = t21, and t = 2t21.
For further discussion see text.

different ions will precess differently and spread over the (êu, êv)
plane. Applying a π pulse to rotate the Bloch vector, R, about êu
corresponds to adding a π phase to the ions spread in the (êu, êv)
plane. The Bloch vectors of all the ions become aligned with the
−êv axis at time t = 2t21 and the echo signal is emitted, as shown
in Fig. 3.2e.

Coherent transient phenomena can be presented using phase
diagrams [53, 54]. In the phase diagram representation shown in
Fig. 3.3 time is plotted on the horizontal axis, while the phase of
the atoms in the field interaction representation is plotted on the
vertical axis (see Section 2.5 of Ref. [54]). Following Eq. 3.17, the
phase associated with state |1〉 is − δt2 while state |2〉 is δt

2 , where
δ is a general term corresponding to all phases associated with
the atom. This could come from frequency detuning of the atoms
in inhomogeneously broadened solids, or Doppler shift caused by
movement in gases. The red dashed lines in Fig. 3.3 represent ions
with different dephasing rates.

In the phase diagram representation, the duration of the
applied laser pulse is considered to be sufficiently short that it
appears to be instantaneous. The photon echo starts at t=0 by
applying a pulse with a wave-vector k1 that creates a coherent
superposition of two states. The phase evolution of the two states
over time, which is shown by solid black lines in Fig. 3.3, will be
δt
2 and − δt2 within time t = 0 and t = t21. Different dephasing
rates in inhomogeneously broadened media are shown by the
red dashed lines with different slopes in Fig. 3.3. It is possible
to calculate the relative phase of any state relative to the zero
phase in any time slice of Fig. 3.3. The π pulse applied at time
t = t21 will turn the phase symmetry of the dephased states by
the amount π. This pulse is a π pulse in the Bloch representation
rotating the Bloch vector about êu. At t = 2t21 the phases of the
atomic states will interfere constructively, and individual phase
differences will refocus to zero, and the echo signal will appear.

Phase matching

A nonlinear dielectric medium is characterized by the nonlinear
relation between polarization density, PNL, and electric field E:

PNL = a1E + a2E
2 + a3E

3 (3.32)

where a1 is the linear coefficient, and a2, a3 denote the second-
and third-order nonlinearities, respectively. The polarization den-
sity of the photon echo signal can be considered to be a plane wave,
P2PE ∝ ei(kecho·r)−ωt + c.c., while for two input pulses the electric
field is:

Ej = E0e
i(kj ·r)−ωt + c.c, j = 1, 2 (3.33)
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To fulfill the phase matching condition for a two-pulse photon
echo, E1 + E2 from Eq. 3.33 can be inserted into the right-hand
side of Eq. 3.32. It is necessary to find the equivalent term when
the left-hand side of Eq. 3.32 is P2PE (the echo signal). Satisfying
these conditions requires going beyond the second-order nonlinear
effect, and third-order terms must be considered. This is the reason
why the photon echo is a third-order nonlinear effect. Following
the calculation above will give the phase matching condition for
the two pulse photon echo [55]:

kecho = −k1 + 2k2 (3.34)

Therefore, k1 and k2 in Fig. 3.3 should satisfy the phase matching
condition described above.

3.6 Conventional photon echo limitations for
quantum state storage

Two pulse photon echo has been used extensively as a sensitive
spectroscopic tool [47]. Because of the inherent properties of the
photon echo, it has been considered for classical light storage. One
of the most important parameters governing light storage is the
efficiency of storage, which is defined as the ratio between the
echo signal and the input pulse energy. High efficiencies have been
predicted and observed experimentally, in some cases greater than
the unity [56–58]. In addition, the photon echo approach has good
potential for storing several photonic states with different spectral,
spatial, or temporal characteristics. These properties make it very
promising for quantum state storage. Early in the 21st century,
attention was turned to employ this coherent transient effect in the
quantum domain. However, the simple two photon echo has some
limitations on the quantum level. In this section, the obstacles
preventing the use of two pulse photon echo for quantum state
storage will be briefly discussed.

Quantum state storage for light, requires either a single pho-
ton Fock state [59], or a coherent state [59] attenuated to single
photon level. For instance, Paper II describes a coherent state
with an average photon number < 1 stored in the memory. There
has been some interest in determining why the conventional two-
photon echo cannot be used for quantum state storage [60]. In
a two pulse photon echo, the second pulse is aiming for rephas-
ing through population inversion. Therefore, a bright (π) pulse is
required, which creates spontaneous emission. The amplitude of
this spontaneous emission is comparable to or even higher than
the amplitude of the retrieved echo. A single photon as a storage
pulse was compared with no photon (vacuum state) in the two
pulse photon echo scheme by Ruggiero et al. [60]. They calculated
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that the probability of photon emission at the echo time for a sin-
gle photon input was twice as high as in the case with no input.
This corresponds to a signal-to-noise ratio of one. This could be
characterized as the first limitation of the two pulse photon echo.

The second limitation concerns propagation effects inside the
medium. Propagation of the rephasing pulse inside the medium
could stretch the pulse and produce a tail between the rephasing
and the echo pulses. The amplitude of this tail is not negligible
compared to the echo amplitude. This is a coherent propagation
effect [61], and it is a fundamental limitation. This should not be
confused with the noise induced by fluorescence.

The third limitation can also be connected to the propagation
effect, but from a different viewpoint. It is related to the popula-
tion inversion induced by the optical rephasing pulse, leading to
medium amplification. This could explain the greater than unity
predicted and observed efficiency [56–58]. The amplification it-
self is a clear sign of quantum state fidelity reduction because of
the no-cloning theorem [4]. Based on these limitations, one could
draw the conclusion that conventional photon echo is not suitable
for quantum state storage. However, coherent rephasing processes
in general are a promising basis for several quantum state storage
protocols, as will be described in Chapter 6.

Let us now consider two pulses (π/2,π) in a two photon echo
with separation τ . The second pulse (π pulse) is then divided into
two π/2 pulses separated by an arbitrary time, T . This will lead
to three π/2 pulses at t = 0, t = τ , and t = τ + T . The echo will
be emitted at time t = 2τ + T , which is called the stimulated, or
three-pulse photon echo effect. An explicit calculation of the three
pulse photon echo in both two- and three-level systems, shows that
the conventional three pulse photon echo cannot be successfully
employed for quantum state storage either [62]. The reason is that
the rephasing pulses used in this scheme will induce spontaneous
emission, which produces noise comparable to the retrieved signal.
In the same way as for the two photon echo, it has been shown that
the pulse propagation inside the medium will limit the possibility
of employing conventional three-pulse photon echoes for quantum
state storage [60].
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Chapter 4

Experimental setup

To perform an experimental light-matter manipulation in the
quantum regime, we need adequate and sometimes rather sophisti-
cated equipment. In the present chapter, I discuss the equipments
required for the experiments performed under the course of this
thesis. In this discussion, I focus mainly on the light source needed
to interact with material with long coherence properties (RE ions).
The properties of the RE ion are discussed in Chapters 2 and 5.

4.1 Light source

The main scope of this thesis is the investigation and utiliza-
tion of the coherent properties of the praseodymium ion 3H4 −
1D2 transition (see Fig. 2.4), which is about 606 nm. To have ac-
cess to a proper coherent light source at this wavelength, We paid
attention to the frequency stability of the selected laser. Since the
narrow line-width of Pr is the main noteworthy property of inter-
ested, the frequency line-width of this laser had to be at least in
the same level as the homogenous broadening of praseodymium (∼
1 kHz). Lacking a proper solid state laser within the target wave-
length led us to employ a dye laser. The frequency stability of a
typical commercial dye laser (∼ 1 MHz) is about three orders of
magnitude higher than the stability needs for our praseodymium
sample. Thereby, an extra frequency stabilization setup is needed
to reduce the dye laser line-width to the phase stability level of
the atom.

A 6 Watt Nd : Y V O4 coherent Verdi-V6 laser at 532 nm was
used which pumps a Coherent 699-21 dye laser and generates about
600 mW laser radiation at 606 nm. The Verdi-V6 laser is con-
structed based on pumping the Nd : Y V O4 crystal using arrays
of diode lasers that emit light at 808 nm with 20 W power. The
advantage of a dye laser is its broad frequency tuning range (from
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400-700 nm). On the other hand, it is constructed by having a liq-
uid dye flow as an active medium and the mechanical oscillation in
this liquid makes it unstable compared to solid state lasers. In ad-
dition, to cover the entire frequency span, one needs to change the
dye material. We are running our dye laser on the Rhodamin 6G
dye, which has a maximum output power of about 590 nm and can
be tuned from 570 nm to 640 nm [27]. Rhodamin 6G was dissolved
in Ethylene-glycol with at the concentration of 1 gr/liter.

To prepare a stable dye flow at the nozzle, one needs a stable
dye flow pressure and temperature. The dye pressure is kept at
about 4.2 bar (Micropump GJN25-JF1SJ) while the temperature
is controlled by a feedback loop heat exchanger about at about
8◦C. The dye flow setup is shown in Fig. 4.1. The interaction
between the pump laser and the dye solution inside the dye laser
ring cavity takes place just after the nozzle exit. A filter with a
0.1µm hole size (Cole Parmer:EW-06479-48) was used to elimi-
nate small air bubbles at the nozzle. A pressure transducer (PCB
piezotronics:113B28) was utilized to monitor pressure variation.
The dye nozzle from the original dye laser was replaced by a new
one (RDSN02) from Radiant Dye Laser.

Pressure 
meter 

One way valve 

Filter 

Cooling  
water 

Heat exchanger 
+ 

Active control Pump 

Nozzle 

Pressure 
transducer 

Figure 4.1. Dye circulation setup to maintain stream stability. Addi-
tional details are given in the text.

4.2 Frequency stabilization

The main advantages of the RE ions that we are dealing with is
their very long coherence time or very well defined transition fre-
quency, as discussed in Chapter 2. Interaction with these sharp
atomic transitions requires a laser source narrow in frequency.
However, if there is no inherent narrow bandwidth laser at the
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Figure 4.2. Free spectral range of
a Fabry-Pérot cavity. The black
dashed and red solid lines are the
transmitted and reflected light
from the cavity, respectively. A
near resonance spot is indicated
by a circle and discussed in Fig.
4.3.

transition frequency of interest, one could consider employing a
feedback loop and trying to lock the laser frequency to a stable
reference. This is the concept, which is discussed in this section.

As a frequency locking reference for the dye laser, two differ-
ent techniques are employed in the experiments carried out in this
thesis. Firstly, a persistent spectral hole in Pr3+ : Y2SiO5 was em-
ployed for the experiments described in Paper I to Paper V. For
details about this technique the reader is referred to [63, 64]. Sec-
ondly, the periodic spacing of highly stabilized Fabry-Pérot cavity
resonances was utilized [65–69] in the experiments described in Pa-
per V and Paper VI. Both techniques employ the Pound-Drever-
Hall locking scheme [70–72] which we will discuss briefly in this
section.

4.2.1 Theoretical overview

In many applications, laser frequency jittering is the experimental
limitation and a great deal of effort has been devoted to remove
this boundary. As a general conceptual model, we need to consider
two factors to be able to achieve a more stable laser frequency.
Firstly, we must have a measurement tool as a reference to measure
the laser frequency with sufficient accuracy. Secondly, we need
to have the ability to adjust the laser frequency. The frequency
adjustment is possible in most laser setups by feeding an electric
signal controlling the appropriate actuators.

A Fabry-Pérot cavity would be a good candidate for measuring
the laser frequency. The standing wave condition between the two
mirrors in the Fabry-Pérot cavity puts constraints on the trans-
mitted light frequency. Actually, in the Fabry-Pérot cavity, only
light of wavelengths that are integer multiples of 2L (L is the cav-
ity length) can pass through undisturbed. This property means
that by scanning the frequency across the cavity we will have a
transmission frequency with a free spectral range of ∆νFSR = c

2L
as shown in Fig. 4.2. If one considers the operation frequency
on the side of one of the transmission peaks in Fig. 4.2, then any
frequency variation will result in amplitude variations in the trans-
mitted field. As a consequence, any compensation for amplitude
variation could end up at the frequency compensation. The weak
point in this scheme is thus the difficulty of distinguishing between
frequency fluctuation and the laser intensity variation.

Employing a reflected beam from the cavity, instead of the
transmitted one, will decouple the intensity and frequency noise.
Actually, One could consider the Fabry-Pérot cavity in any op-
tical setup as a frequency filtering device. From an energy con-
servation point of view, the full transmission of the light beam
occurs when there is no reflected power. This condition is called
the impedance-matched condition and can be considered as the
heart of the Pound-Drever-Hall locking method [70–72]. Based on
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Figure 4.3. The reflection from a
Fabry-Pérot cavity near
resonance. A laser frequency
modulation will creates an
intensity modulation. The phase
of the modulated intensity below
and above resonance gives us the
sign of the error signal.

this method, one can measure the reflected intensity and hold it
at zero. By this method we gain two properties. First, the laser
intensity noise is decoupled from the frequency fluctuation. Sec-
ond, we can fix faster frequency fluctuation since we do not need
to wait for the field build-up in the cavity, a period of time which
is considerably longer than that of the optical and electronic delay
in the feedback setup.

Let us consider one of the reflected peaks in Fig. 4.3, and com-
pare the reflected intensity for the lower and higher frequency sides.
Because of their symmetry, the two sides are not immediately dis-
tinguishable. If one, on purpose, modulate the laser frequency
over a small frequency range, then it is possible to determine the
direction of the frequency detuning from the resonance. As shown
in Fig. 4.3, the slope (the frequency derivative of the intensity)
of the reflected field will be negative, zero, or positive, depend-
ing on whether the frequency is below, at, or above the resonance
point, respectively. In other words, any input local oscillation with
well-defined phase will be reflected from the right (left) side of the
resonance peak with zero (π) phase change. This can thus be a
good signal to use to push the actual laser frequency to the center
of the resonance (Zero reflected intensity). This is the main idea
behind the Pound-Drever-Hall frequency locking scheme.

The basic set up of Pound-Drever-Hall frequency locking is
shown in Fig. 4.4. An electro-optical modulator (EOM) driven
by a direct digital synthesizer (DDS) creates the modulation fre-
quency ωm and sends it to the cavity. A polarizing beam splitter
followed by a λ/4-plate will separate the input light to the cavity
and the reflected light from the cavity. The error signal is created
by multiplying the second channel of the DDS and the light signal
reflected after the photodiode at the mixer. The output of the
two channels of the DDS should be identical except for the phase,
which can be tuned to compensate for the phase shift in the two
paths. Then the laser actuators need a proper amplification and
filtering to tune the laser frequency with appropriate speed. There
is an element in Fig. 4.4 which is called a Faraday rotator and it is
not necessary for understanding the Pound-Drever-Hall frequency
locking but it needs to be there in practice. The Faraday rota-
tor will block reflected light back from the cavity. In fact, the
small amount of reflected light, which passes through the Faraday
rotator, could be enough to unlock the laser [72].

The frequency stability that can be obtained by locking the
laser is directly limited by the steepness of the prepared refer-
ence peak. As a consequence, in practice a high finesse cavity is
needed. Using the Fabry-Pérot cavity is not the only way to pre-
pare a reference peak. The narrow spectral transition of atoms is
also employed for laser frequency stabilization in semi-conductor
lasers [73–75], Ti:Sapphire [76], and dye lasers [77]. For this pur-
pose narrow line-width materials, for instance RE ions, are promis-
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Figure 4.4. The basic setup of the Pound-Drever-Hall frequency locking
technique. The cavity reflection is employed as a reference signal. A
combination of a polarizing beam splitter (PBS) and a λ/4-plate is
employed to separate the input beam from the reflected beam. The
reflected beam impinges on the photodiode (PD) and is then multiplied
by the second channel of the direct digital synthesizer (DDS) signal at
the mixer. A low pass filter and a servo amplifier act as a regulating
system. The Faraday rotator will block the reflected back light from the
cavity to the laser. In the present setup, the DDS channels are identical
except that the relative phase (φ2 − φ1) between the two outputs can
be adjusted. Tuning the φ2 − φ1 acts as a phase shift compensation for
the two arms.

ing candidates. Frequency-locking based on spectral hole burning
employs transmitted light. One of the main differences between
these techniques is the use of transmitted light in the spectral hole
burning compared to the Fabry-Pérot cavity. Two-stage laser sta-
bilization based on a combination of Fabry-Pérot and spectral-hole
burning techniques to reach to sub-Hertz frequency stability has
also been suggested [68].

4.2.2 Feedback loop setup

The main discussion in this section is about the actual frequency
stabilization setup based on the Fabry-Pérot cavity technique em-
ployed in the present thesis. The schematic drawing of the entire
laser frequency stabilization setup is shown in Fig. 4.5 and the
specific components are listed in Section 4.5. Fig. 4.5 is a mod-
ification of Fig. 8.2 in Ref. [64], which shows the setup used for
frequency stabilization based on spectral hole burning. Here, we
describe the parts which are replaced from spectral hole burning
to the Fabry-Pérot cavity stabilization scheme. There are several
noise sources that need to be eliminated for the frequency stabi-
lization setup to work as it should.
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Figure 4.5. Layout of the stabilization setup for the frequency sta-
bilization platform. The specific components are listed in the section
4.5.30



Experimental setup

Figure 4.6. Layout of the frequency stabilization platform. The specific
components are listed in the section 4.5.

To eliminate vibrational noise from the environment, part
of the setup is placed on an active vibration isolated platform
(HWL:TS-150), which is referred to as a stabilization plat-
form in Fig. 4.5 and shown separately in Fig. 4.6. The light
is coupled to the stabilization platform via a short (50 cm)
polarization-maintaining fiber. The components list is starts
with SPxx in Section 4.5 belongs to the stabilization platform.
A Fabry-Pérot cavity with a length of 4.87 cm length and a
finesse of ∼150000 in the wavelength range of 580-606 nm is
embedded in the vacuum chamber (∼ 6 × 10−9mbar) which is
shown in Fig. 4.6. This Fabry-Pérot cavity is employed as a
frequency reference and it is the heart of the frequency stabi-
lization feedback loop. Figs. 4.7 and 4.8 shows a photograph of
the laser stabilization setup and the frequency stabilization plat-
form, respectively. A more detailed discussion is given in Ref. [78].

The electro-optic modulator (EOM)

As stated in the theoretical discussion in section 4.2.1, an
electro-optic modulator (EOM) is needed for light modulation in
the PDH locking technique. An electro-optic modulator (EOM)

31



4.2.2 Feedback loop setup

Figure 4.7. Photograph of the laser stabilization setup.

consists of an electro-optical crystal with the ability to change the
optical path length by changing an applied external electric field.
The refractive index change is linear in the applied electric field
(called Pockels effect). The linear relation between applied electric
field E and the induced refractive index changes, ∆n, has the form:

∆n =
1

2
n3
er33E (4.1)

where ne is the unperturbed index of refraction and r33 is the
appropriate element in the electro-optic tensor. For the phase
modulators, one could consider the phase of the light field ∆φ =
k∆nl, where k is the wave number and l is the crystal length.
The light E-field will be modulated by ∆φ (modulation index) at
modulation frequency ωm:

E = E0e
i[ω0t+∆φ sin(ωmt)] (4.2)
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Figure 4.8. Photograph of the frequency stabilization platform.

If one consider a crystal of length, l, with electrodes separated by
the crystal thickness, d, and applies an electric field along a crystal
axis transversal to the direction of the optical propagation, then
the phase modulation will be:

∆φ =
2π

λ
[
1

2
n3
er33]

l

d
Vpp (4.3)

This means that by exposing this crystal to an electric field,
the speed of light will change in the crystal. The output light
phase depends on the phase velocity in the crystal. Thereby, we
can modulate the output phase of the light by applying an external
voltage.

The phase modulation EOM (Qioptiq : PM25) is employed in
the frequency stabilization setup in Fig. 4.6. The required peak
to peak voltage for π phase shift is called a half-wave voltage (Vπ).
The Vπ of the present EOM at 606 nm is 956 V, which is quite large
and thus needs a huge radio frequency (RF) amplification. From
an electronic point of view, the present EOM could be realized as
a 30 pF capacitor. Therefore, for running at a single modulation
frequency, it is possible to design a resonant circuit for the specific
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Figure 4.9. Resonate circuit for
the EOM (Qioptiq : PM25). To
achieve a resonance frequency at
20 MHz a 1.5 mm wire diameter
was selected. The diameter of
both coils is 13.5 mm and the
number of turns are n1= 20, n2=
9. The lengths of the coils are
l1=10 cm and l2=4 cm.
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Figure 4.10. The E-field
distribution between carrier and
sidebands follows four different
Bessel functions. The lines
represent theoretical Bessel
functions and the circles are
modulation index measurements.

frequency corresponding to a 30 pF capacitor. The circuit designed
for a 20 MHz modulation frequency (ωm) is shown in Fig. 4.9.
Considering the effect of the resonance circuit, the applied average
RF power (P) across the EOM will be enhanced as follows:

∆φ =
2π

λ
[
1

2
n3
er33]

l

d

√
2PQ

√
L

C
(4.4)

where L is the coil inductance and C is the crystal capacitance.
This resonance circuit will have a quality factor (Q) which is the
ratio of stored energy over the input energy.

In PDH locking technique the error signal, depends on the cav-
ity finesse, the laser wavelength, and the power in the carrier and
sidebands, to the first order [72]. The ratio between the power in
the sidebands and the carrier is equivalent to the modulation in-
dex (∆φ). In practice, one needs to measure the modulation index
versus the input RF power to obtain the scale factor in Eq. 4.5
such that the error signal can be optimized. To this end, an exper-
imental setup was designed. The EOM with the resonance circuit
is placed in the zero order arm of an AOM. Then, the beating
between the EOM output and the first order of the AOM signal
were overlapped on a fast photo-detector. A Fourier transform of
the beating pattern gives us the carrier and sideband voltage am-
plitudes which are directly proportional to the respective E-fields.

For a specific input power across the EOM, one specific modu-
lation index was measured. Measuring the modulation index was
accompolished by fitting the area below the carriers and sidebands
and then considering it to be a coefficient of the corresponding
Bessel functions. The measured modulation indices fitted to Bessel
functions are shown in Fig. 4.10. A transfer coefficient between
the RF power (in watts) applied across the EOM and the achieved
modulation index (in radians) for the designed resonance circuit
(Fig. 4.9) is:

∆φ =
3.2e−7

λ

√
P (4.5)

where λ is the light wavelength (in meters). The optimum modu-
lation index in Ref. [72] is calculated to be at 1.08 which requires
an RF power of about 4.2 W. The properties of the designed
coil in the resonant circuit will be affected by the temperature
instability which is produced by the high RF power. For the
present resonance circuit, the temperature stability (< 1◦C) was
measured at 2W input power.

Coupling to the cavity

One of the vital steps towards designing the PDH locking setup
construction is to couple the Gaussian TEM00 mode resonance
frequency into the cavity. The beam is supposed to be collimated
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See: 

Figure 4.11. Three typical high
order Hermite-Gaussian cavity
mode transmission patterns.
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Figure 4.12. Scanning the
frequency across the Fabry-Pérot
locking cavity gives two
longitudinal modes with a
separation of about 3 GHz in
addition to several transverse
modes with separations of about
300 MHz.

after the fiber (SP1 in Fig. 4.6). The lens SP14 in Fig. 4.6
is responsible for the divergence of the beam while the sets of
mirrors (especially SP12, and SP15) are employed to correct the
beam direction to the cavity mirrors. In addition to the spatial
alignment, we need to consider alignment in the frequency domain
by scanning the laser over at least one free spectral range (the
mode-spacing of the present cavity is ∼3 GHz) to find the TEM00
of the Gaussian beam at the transmission camera (SP19). The
beam divergence have to be designed such that we have the same
curvature for the beam and the cavity mirrors at the location of
the mirrors. Any mismatch could end up producing high order
Hermite-Gaussian spatial modes. The typical high order Hermite-
Gaussian modes are shown in Fig. 4.11. To estimate our cavity
mode structure, one can employ equation (See page 761 Ref. [79]):

νqnm = [q + (n+m+ 1)
arccos(±√g1g2)

π
]× c

2L
(4.6)

where q represents the longitudinal modes and n and m stand for
the transverse modes. The present Fabry-Pérot cavity is designed
using parameters g1 = 1+ L

R1
= 0.9026, g2 = 1+ L

R2
= 1, where the

cavity length L = 4.87 cm and R1 and R2 stand for the first and
second mirror radii, respectively. Eq. 4.6 together with the values
for the cavity above give a transverse mode frequency separation of
about 300 MHz, which is shown in Fig. 4.12 for two longitudinal
modes separated by about 3 GHz. The purpose of the spatial
cavity alignment is to suppress the transverse modes (by at least a
factor of 10 in the detected intensity) compared to the longitudinal
modes in the transmitted signal.

Two channels of the direct digital synthesizer (DDS) in Fig.
4.4 were used to construct the PDH error signal. The first chan-
nel was employed to provide the RF signal to the EOM in Fig.
4.4 in order to create a sideband signal at the desired modulation
frequency. The reflected signal from the Fabry-Pérot cavity is de-
tected at the photodiode and then multiplied by the second output
channel of the DDS that provides the same frequency as modula-
tion frequency, ωm, as a reference. Based on frequency modulation
spectroscopy approach [80], by controlling the phase of the second
channel of the DDS, we can decide to have our system in either
“dispersion” or “absorption” mode. The response signal versus
detuning, in both the dispersion and absorption modes, achieved
by controlling the phase differences between two channels of the
DDS are shown in Fig. 4.13, and 4.14, respectively. In practice,
the phase differences between the two output channels of the DDS
should be set to have the dispersion mode in the error signal as
shown in Fig. 4.13. Further information and more details about
these steady response signals are provided in Ref. [71, 72].

The error signal obtained, after passing through electronic fil-
tering and amplification, is applied to different actuators inside the
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Figure 4.13. A typical response
signal versus the detuning in the
dispersion mode.
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Figure 4.14. A typical response
signal versus the detuning in the
absorption mode.

dye laser ring cavity as shown in Fig. 4.15. Different actuators will
change the dye laser ring cavity length on different time scales, as
shown in Fig. 4.15.

4.3 Pulse Preparation

For all experiments related to the present thesis, we needed to
design different complicated optical pulses. These light pulses
were engineered by employing two acousto-optic modulators
(AOM) in the setup. In this section, we discuss in more detail the
principles on which the AOM is based on.

The acousto-optic modulator

Applying sound as a mechanical wave to an optical medium
can affect the refractive index of the medium. The dynamic Bragg
grating created by the sound wave can be employed to create
diffraction of the light impinging on this grating. This is the
main physics behind acousto-optic modulation. The acousto-optic
modulator as a general piece of optical equipment consists of a
radio-frequency (RF) source driving a piezo-electric transducer,
attached to a crystal. The dynamical grating mentioned above
is created inside the crystal. Any incident laser beam will be
diffracted by this grating. The intensity of the diffracted light is
proportional to the sound intensity. Additionally, the light fre-
quency undergoes a frequency shift equal to the sound frequency.
Therefore, any modulation on the input RF signal to the AOM
will be mapped onto the light.

The double pass AOM

Since the beam diffraction angle is a function of the modu-
lation frequency, changing the RF frequency shifts the propaga-
tion direction of the first-order diffracted beam. To eliminate this
unwanted spatial movement, a double-pass AOM configuration is
employed. To this end, one can consider using a retro-reflected
mirror configuration for the first-order diffracted beam and send-
ing it back through the AOM. The output beam after the second
pass through the AOM will be shifted in frequency twice with re-
spect to the input beam. In this arrangement, scanning the RF
frequency, and consequently the output light frequency, does not
cause any steering of the first order output of the second pass. In
fact, the output of the second pass counter-propagates with the
original input beam. Whilst this is desirable, as it allows the fre-
quency to be changed without any steering of the output beam, it
poses the problem of how to separate the path of the output beam
from that of the input beam. To solve this issue, one could employ
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Figure 4.15. Four different
actuators inside a dye laser ring
cavity correct the cavity length
and consequently the laser
frequency.

a polarizing beam splitter (PCB) and a λ/4 plate. As a second
alternative, which is the one applied in our setup, one can design a
butterfly configuration for the first and second beams through the
AOM. Looking at the AOM from the side, it becomes apparent
that one can send the input beam at a small angle with respect
to the horizon. Then the retro-reflected mirror configuration can
change the beam height and overlap the second beam with the first
beam at the AOM. The butterfly configuration will separate the
incoming and outgoing beams spatially (due to the difference in
their heights).

An acousto-optic modulator (AA. opto-electronics
St.200/B100/A0.5-VIS, AOM) with a 200 MHz center fre-
quency is employed in the double pass configuration to achieve
a 200 MHz bandwidth after the second pass. A second AOM
(AA. opto-electronics St.360/B200/A0.5-VIS) is used in the
setup in a single pass configuration with a center frequency at
360 MHz and a bandwidth of 200 MHz. After the AOM’s the
laser mode is cleaned by passing through a single-mode fiber
(PMC-630-3.8-NA012-3-APC-2500-P;Schäfter-Kirchhoff). An
extensive MATLAB code, via a two channel 1-GS/s arbitrary
waveform generator (Tektronix AWG520), generates the driving
RF signal needed for the AOMs.

4.4 Cryostat

A cryostat (from cryo meaning cold and stat meaning stable) is
an equipment that can prepare a cryogenic environment. There
are several types of cryostat based on the various refrigeration
methods employed to keep the sample cold enough. Within the
framework of the present thesis, we mainly used an Oxford Spec-
tromag. This cryostat has a 20-liters built-in liquid helium reser-
voir. As the helium boils within the sample chamber, it is continu-
ously replenished by a steady flow from the liquid helium reservoir.
Temperature control of the sample within the cryostat is typically
performed by controlling the flow rate of liquid helium into the
sample chamber, controlling the pressure inside the sample cham-
ber by a vacuum pump together with a heating wire attached to
a PID temperature control loop. In addition, due to the scarcity
of liquid helium, the out going helium gas was recovered in a cen-
tral system belonging to Lund University. The Oxford Spectromag
allows optical measurements to be performed in the temperature
range of 1.5 - 300 K with magnetic fields up to 7 teslas (at a tem-
perature of 4.2 K) or 8 teslas (at a temperature of 2.2 K).

In the experiments related to Paper IV, a Janis cryostat
(Model: STVP-400) was used mainly because of its larger beam
acceptance angle to the sample compared to the Oxford Spectro-
mag cryostat. This is related to the property called etendue which
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4.5 Table components

is discussed in detail in Section 7.3.1.

4.5 Table components

1. High-power mirror, CVI

2. Periscope, from 135 mm coming from the laser to 75.4 mm
which is the beam height for the rest of the set-up.

3. Alignment camera, Thorlabs, DCC1545

4. Mirror, polished backside, Thorlabs

5. λ/2 plate, Thorlabs

6. Z-Axis Translation Mount, Thorlabs, SM1Z and CP02T

7. Fiber, Thorlabs, PM460-HP-FC/APC both ends

8. Z-Axis Translation Mount, Thorlabs, SM1Z and CP02T

9. Beam splitter, ≈ 5% reflection

10. Telescope(φ=2 mm → φ=1 mm)

11. Beam splitter, ≈ 5% reflection

12. Flip Mirror, Newport, 9891-M

13. Lens, Thorlabs, LA1145-A

14. AOM, frequency shifter, Brimrose, GPF-1500-10

15. Lens, Thorlabs, AL50100-A

16. Retro-reflector mirror, Altechna, custom order

17. λ/2 plate, Thorlabs

18. Polarizer, FocTek, GPB7008

19. Faraday rotator, Leysop, FOI 5/57

20. AOM, fiber noise cancelation, Isomet, 1205C-x

21. Polarizer, FocTek, GLP6310

22. Flip Mirror, Newport, 9891-M

23. λ/2 plate, Thorlabs

24. Polarizer, FocTek, GLP6310

25. Fiber coupler, Schäfter Kirchhoff, 60SMS-1-4-M5-33

26. Alignment camera, Thorlabs, DCC1545
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Stabilization platform components

SP1. Fiber, Thorlabs, PM460-HP-FC/APC both ends

SP2. Z-Axis Translation Mount, Thorlabs, SM1Z and CP02T

SP3. Mirror for fiber noise cancelation, Thorlabs, FL05635-10

SP4. Beam splitter, CVI, BS1-633-20-1012-45S

SP5. Detector, Thorlabs, PDA36A

SP6. λ/2 plate, Thorlabs

SP7. EOM, Qioptiq , PM25

SP8. Mirror Throlabs BB05-E02 mounted on Thorlabs MA45-
50/M to impinge the reflected beam from the cavity to the
detector SP11

SP9. Polarizer, FocTek, GPB7008

SP10. Lens, Thorlabs, f= 50 mm

SP11. Error photo-detector, Home built, photodiode: Hamamatsu
S5905, trans-impedance amplifier: MAX3658

SP12. Cavity coupling mirror, Thorlabs, BB1-E02

SP13. Cavity coupling mirror, Thorlabs, BB1-E02

SP14. Cavity coupling lens, Eksma, AR@430-960nm, f= 400 mm,
mounted on Eksma optics 840-0210

SP15. Cavity coupling mirror, Thorlabs, BB1-E02

SP16. λ/4 plate, Thorlabs

SP17. Fabry-Pérot cavity mirrors, Thin films,V6-488+V6-489

SP18. Beam splitter, CVI, ≈ 5% reflection

SP19. Camera, Point Grey, FFMV-03M2M-CS

SP20. Lens, Thorlabs, f= 50 mm

SP21. Transmission detector, Home built, photodiode: Hama-
matsu S5971, trans-impedance amplifier: Texas Instruments
THS4631

SP22. Ion pump, Titan
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Chapter 5

Light propagation in an
anisotropic medium

Understanding the properties of light propagating through a
medium is one of the interesting challenges of studying electromag-
netic wave theory. Explaining experimentally observed phenomena
related to light propagation in terms of electromagnetic theory is
quite complex due to the interaction of light with matter taking
place during the propagation. One could reduce this complexity
without loosing the generality of the solution by considering a sim-
plification based on the properties of the medium. We start the
simplification by considering a plane-stratified medium, which is a
valid assumption for the materials investigated in our case. The
assumption of plane-stratified media is a proper approximation
for materials that show variation in the propagation direction (z -
axis) and no variation in the lateral (x-y plane) direction. In other
words, we have homogeneity in the x-y plane and inhomogeneity
along the z -axis. The main theoretical concept of the calculations
in this chapter is discussed with more details in Ref. [81].

5.1 Basic equations

For macroscopic media, Maxwell equations describe the dynamics
of the fields as follows:{

5×E(r, ω) = ik0(c0B(r, ω))

5× η0H(r, ω) = −ik0(c0η0D(r, ω))
(5.1)

where c0 and k0 are the speed and wave-number of light in a vac-
uum, respectively. In addition, E, B, H, and D are the electric
field, magnetic induction, magnetic field, and the displacement
electric field, respectively. In order to apply Maxwell’s macro-
scopic equations, it is necessary to specify the relations between
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5.1 Basic equations

D, E, H, and B. These equations are called constitutive relations.{
D(r) = ε0[ε(z, ω) ·E(r, ω) + η0ξ(z, ω) ·H(r, ω)]

B(r) = 1
c0

[ζ(z, ω) ·E(r, ω) + η0µ(z, ω) ·H(r, ω)]
(5.2)

where r = xx̂ + yŷ + zẑ and ω is the angular frequency. ε and µ
are the permittivity and permeability of the medium, respectively,
while ξ and ζ are called crossed magneto-electric dyadics.

In a single crystal, the physical and mechanical properties can
often be orientation dependent. When the properties of a material
vary with orientation, the material is said to be anisotropic. Al-
ternatively, when the properties of a material are the same in all
directions, the material is said to be isotropic. Bi-anisotropic me-
dia may be characterized as a general class of linear media which
exhibit so-called magnetoelectric coupling between the electric and
magnetic fields [81].

Based on the plane-stratified assumption, it is natural to de-
compose the electromagnetic field into tangential (x-y plane) and
normal components. Considering this lateral homogeneity and
substituting the constitutive relations (Eq. 5.2) into the Maxwell
equations (Eq. 5.1) gives a system of ordinary differential equa-
tions (ODEs) with the variable z.

d

dz

(
Exy(z)

η0J ·Hxy(z)

)
= ik0M(z) ·

(
Exy(z)

η0J ·Hxy(z)

)
(5.3)

where J is a two-dimensional rotation dyadic (rotation of π/2 in
the x-y plane) as follows:

J =

(
0 −1

1 0

)
(5.4)

and

J · J = −I2 =

(
−1 0

0 −1

)
(5.5)

in addition

M =

(
M11 M12

M21 M22

)
(5.6)

For a more detailed discussion of how to obtain Eq. 5.3, which is
beyond the scope of this thesis, the reader is referred to Ref. [81].
We will discuss the matrix elements of M(z) for Pr3+ : Y2SiO5 in
Section 5.2.2.
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Figure 5.1. Transition dipole
moment direction versus principal
axis for Pr3+ : Y2SiO5.

5.2 Light propagation in the
Pr3+ : Y2SiO5 crystal

In this section the light propagation inside a 0.05% Pr3+ :
Y2SiO5 crystal is discussed. We start by calculating the permit-
tivity tensor and employing the theoretical approach discussed in
Section 5.1 to achieve the light polarization direction while prop-
agating through this specific medium.

5.2.1 Defining the permittivity tensor in the
principal axis coordinate system

To define the permittivity tensor for Pr3+ : Y2SiO5 , one could
start by deriving the relation between permittivity and susceptibil-
ity for the host material (Y2SiO5) and the absorber (Pr) separately
as follows:

ε = n2ε0 = (1 + χ)ε0 = (1 + χhost + iχabs)ε0 (5.7)

The imaginary part of the susceptibility is proportional to the ab-
sorption, while the real part of the susceptibility is proportional to
the real refractive index. χabs is directly connected to the absorp-
tion coefficient (α), in the medium as follows [82]:

χabs =
nbc0
ω

α (5.8)

where nb ≈ 1.8 as a background refractive index and ω ≈ 2π.494
THz. The anisotropic absorption coefficients for the two sites of a
nominally 0.05% Pr3+ : Y2SiO5 crystal at the 3H4− 1D2 transition
is measured as shown in the Table 7.6 in the Ref. [29]. Based on
this measurement the absorption for site I (605.977 nm) is about
3.6± 0.5 along the D1, 47± 5 along the D2, and < 0.1 along the b
axis, all in the unit cm−1 (See Fig. 5.1, where b, D1, and D2 are
crystal principal axes.) Therefore, following Eq. 5.8 we obtain:

χabs = 8.2× 10−4 (5.9)

in the direction of the transition dipole moment shown in Fig. 5.1.
χabs is a unitless quantity which represents the imaginary part of
the susceptibility.

To be able to perform the summation in Eq. 5.7 for different
susceptibilities, we have rotated the χabs coordinate about the b
axis to the principal axis coordinate. According to Fig. 5.1 the
rotation angle in the case of Pr3+ : Y2SiO5 is θ = 15.5− 90.

χabs = Rz · χabs.Rz
−1 = χabs


cos2 θ sin θ cos θ 0

sin θ cos θ sin2 θ 0

0 0 0


(5.10)

43



5.2.2 Defining the M tensor based on the permittivity tensor

The next step is to calculate χhost based on the Sellmeier dis-
persion and the measured coefficients from Table 7.1 and Eq. 7.2
in Ref. [29].

χhost =


2.1989 0 0

0 2.2744 0

0 0 2.1883

 (5.11)

Adding up all calculations, the final results for the permittivity
tensor in the principal axis coordinate will be:

¯̄ε =


εxx εxy εxz

εyx εyy εyz

εzx εzy εzz

 (5.12)

=


1 + χxx + iχabs cos2 θ iχabs sin θ cos θ 0

iχabs sin θ cos θ 1 + χyy + iχabs sin2 θ 0

0 0 1 + χzz

 ε0

(5.13)

=


3.1989 + 5.85e−5i −2.11e−4i 0

−2.11e−4i 3.2744 + 7.6e−4i 0

0 0 3.1883

 ε0 (5.14)

5.2.2 Defining the M tensor based on the
permittivity tensor

According to the main assumption of this chapter (the plane-
stratified media assumption), the four dyadics ε(z), ξ(z), ζ(z), and
µ(z) in Eq. 5.2 depend only on the spatial variable, z, which de-
scribes the propagation direction. The second assumption in our
case is to consider all four dyadics to be independent of angular
frequency (ω).

The Pr3+ : Y2SiO5 crystal, which is our medium, is modeled
as a non magnetic anisotropic medium with zero crossed magneto-
electric dyadics. Therefore, as a third assumption, we consider
there to be no crossed magneto-electric dyadics (ξ = ζ = 0) in Eq.
5.2. There exists a general sets of equations for the connection
between the fundamental matrix M(z) and the four main dyadics
in Ref. [81], but based on the three assumptions described above,
a normal incident, non-magnetic, and anisotropic medium, we can
simplify the M(z) for our case as:

M =

(
¯̄0 −¯̄I2

−¯̄ε⊥⊥ + 1
εzz
ε̄⊥ε̄z

¯̄0

)
(5.15)
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where

¯̄ε⊥⊥ =

(
εxx εxy

εyx εyy

)
, ε̄⊥ =

(
εxz

εyz

)
, ε̄z =

(
εzx εzy

)
, ¯̄I2 =

(
1 0

0 1

)
(5.16)

5.2.3 M tensor eigenvalues

Following Eq. 5.3, we need to investigate the eigenvalues and eigen-
vectors of the M tensor (Eq. 5.15) in order to calculate the tangen-
tial components of the electric and magnetic field. The eigenvec-
tors ūi and v̄i correspond to the eigenvalues +λi and −λi (i = 1, 2)
for the forward and backward waves, respectively:

ūi = {Exi, Eyi,−η0Hyi, η0Hxi}
for i=1,2

v̄i = {−Exi,−Eyi,−η0Hyi, η0Hxi}
(5.17)

5.2.4 E-field evolution in the propagation direction

To understand the E-field and H-field properties while the wave
is propagating in the z direction, we can employ the fundamental
equation for one-dimensional wave propagation (Eq. 5.3). By
considering the eigenvectors and eigenvalues of the M matrix (Eq.
5.17), the wave properties along the propagation (z ) direction is
calculated for the forward wave:

d

dz
ūi = ik0λiūi =⇒ ūi(z) = ūi(0)eik0λiz (5.18)

it is possible to calculate the backward wave (v̄i(z)) in the same
way.

By convention, the polarization of light is described by speci-
fying the orientation of the wave’s electric field at a point in space
over one period of the oscillation. Therefore, to understand the
polarization direction inside the medium it is enough to drive only
the E-field. The initial light polarization before interaction with
the medium could be driven by the E-field direction:

E0 = E0xx̂+ E0y ŷ (5.19)

In addition, the electric field inside the medium could be written
as a superposition of the E-field of two eigenvectors:

Einside = αĒ1(z) + βĒ2(z)

= α(Ex1x̂+ Ey1ŷ) + β(Ex2x̂+ Ey2ŷ)

(5.20)
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Figure 5.2. Different

representation for ˆ̄E(t) as a
complex amplitude vector which
is rotating in the polarization
plane which is perpendicular to
the propagation direction. More
discussion is in the text.

based on the boundary condition for the tangential E-fields at the
interface: {

x̂ : E0x = αEx1 + βEx2

ŷ : E0y = αEy1 + βEy2

(5.21)

Therefore {
α =

E0xEy2−E0yEx2

Ex1Ey2−Ey1Ex2

β = 1
Ex2

[E0x − αEx1]
(5.22)

Now, based on the knowledge from input E-field E0 (Eq. 5.19),
we can calculate the E-field inside the medium (Einside) from Eq.
5.20. Later, we can extend our knowledge to different slabs in the
propagation direction using Eqs. 5.18 and 5.20 as follows:

ū(z) = αū1e
ik0λ1z + βū2e

ik0λ2z (5.23)

5.2.5 Major and minor elliptical polarization
calculation

So far, we have calculated ū(z), which is connected to the E-field
according to Eq. 5.17. The next step, could be to map ū(z) to the
world of polarization. In this section, we introduce the polarization
definition from two different perspectives and then connect it to
ū(z).

One of the solutions for the wave equation will be E(r, t) =
ˆ̄Ee−i(ωt−k·r) with a complex amplitude vector ˆ̄E. This complex
vector, which is in the plane perpendicular to the propagation
direction, could be written in two different notation which are
equivalent: {

ˆ̄E = EPP + ESS
ˆ̄E = Ēr + iĒi

(5.24)

In the first notation, EP and ES are two complex scalers while
P and S are two orthogonal unit vectors, as shown in Fig. 5.2. Ac-
tually, the letters P and S have a German origin, where S stands
for “Senkrecht”, which means perpendicular, and P stands for
parallel. This is equivalent to the convention for p-polarized and
s-polarized light. The p-polarized light is understood to have an
electric field direction parallel to the plane of incidence on a sur-
face, and the s-polarized light has the electric field oriented perpen-
dicular to that plane. The phase differences (φ = φP−φS) between
EP = |EP |eiφP and ES = |ES |eiφS define the linear (φ = 0, nπ;
n is an integer number), circular(φ = ±(2n + 1)π2 ), or elliptical
polarization (see Eq. 5.26).

In the second notation, the real vectors, Ēr and Ēi, span the

same plane as ˆ̄E(t), but they would generally not be orthogonal.
The calculations for ūi and v̄i in Eq. 5.17, follows the second
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Figure 5.3. Wave retardation for
a pure Y2SiO5 crystal. The input
polarization α = 45◦ relative to
D2 while the propagation
direction is along the b-axis. The
ellipticity a

b
= 1 at m=12 shows

the circular polarization.

convention. However, in many practical contexts it is preferable to
work with orthogonal vectors. We therefore propose using vectors
Ēr and Ēi as a basis for constructing two new real vectors ā and
b̄, which are perpendicular to and existing in the same plane as
vectors Ēr and Ēi. To express the optical field as components along
the major and minor polarization axes, a linear transformation is
written as follows:{

ā = Ēr cosψ + Ēi sinψ

b̄ = −Ēr sinψ + Ēi cosψ
(5.25)

where ψ, is shown in Fig. 5.2, is defined by:

tan(2ψ) =
2|Ēr||Ēi|
|Ēr|2 + |Ēi|2

cos ̂(Ēr, Ēi) (5.26)

5.3 Simulation results

The main purpose of the simulation in this chapter is to determine
the precision required in our setup to minimize the polarization
rotation of the field while the wave is propagating through the
medium. For this purpose, one needs to monitor the magnitude
and the direction of vectors ā and b̄ inside the medium. To this
end, the sample is divided into several slabs along the propagation
direction (z ) and then Eqs. 5.25 and 5.26 are employed to calculate
vectors ā(z) and b̄(z) and polarization angle ψ(z). The length of
each slab in our simulation is m = 606

1.8 nm.

5.3.1 Understanding retardation in a
Y2SiO5 crystal

Different refractive indices (nb = 1.7856, nD1 = 1.7886, nD2 =
1.8095) along the principal axes in the Y2SiO5 crystal causes the
crystal to be a birefringent [83]. The propagation phase, φ, can be
written as φ = ωLc radians per meter, so that a wave of frequency ω
will experience a phase shift of φ radians in traveling a distance L
through the crystal. The difference between two phase shifts along
D1 and D2 is termed the retardation ∆φ = 2π∆nL

λ . The final
equation for retardation considering the crystal length L = mλ
will be:

∆φ = 2π∆n.m m ∈ N (5.27)

Let’s calculate the crystal length needed to obtain a quarter
wave plate. Quarter wave plates are used to turn plane-polarized
light into circularly polarized light and vice versa. To do this in
our case, we must orient the input polarization at α = 45◦ relative
to D2. In the case of a pure Y2SiO5 crystal without any absorber
and propagation direction along the b axis, the m is calculated to
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Figure 5.4. The H, B are normal
to the plane which contain the
vectors D, E, S, and k. D ⊥ k
and E ⊥ S.
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Figure 5.5. Einput is a
theoretically perfect linear input
light polarization with an angle α
relative to the D2 axis.

be about 12 based on Eq. 5.27 for ∆φ = π
2 . This is about 4µm

for a wavelength of about 606
1.8 nm, which fits very well with the

simulation results shown in Fig. 5.3

5.3.2 Polarization rotation in a
Pr3+ : Y2SiO5 crystal

The characterization of an electromagnetic wave is based on un-
derstanding the wave-vector, k, the field vectors, E, D, H, B, and
the complex Poynting vector, S = 1

2E × H (direction of power
flow). These vectors should obey Eq. 5.1. Therefore, considering
5 = ik we can show the D vector should be normal to k and
H. In the same way the two parallel vectors B and H are per-
pendicular to k and E. In fact, the relation between D and E
depends on the presence of the polarization in the medium, which
is D = ε0E + P. Based on this criteria, the differences between
Poynting vector S and wave-vector k are shown in Fig. 5.4. In
other words, in a medium where polarization direction P is not
normal to wave-vector k, the direction of the poynting vector and
wave-vector will be different, as shown in Fig. 5.4. In our case the
transition dipole moment direction of the absorption site is equiv-
alent to polarization direction P. The transition dipole moment

direction of Pr ions doped in Y2SiO5 is in the ̂(D1, D2) plane, as
shown in Fig. 5.1. Thereby, in the case of Pr3+ : Y2SiO5 , the
logical choice seems to be to keep the propagation direction along
the b-axis.

In the simulations discussed below the permittivity tensor in
Eq. 5.14 is employed with the input E-field polarization direction
along D2 (α = 0 in Fig. 5.5) and the input wave propagation
direction, k, is along the b axis according to Fig. 5.1. As we
discussed earlier, the medium is divided into several slabs (m)
along the propagation direction. In Fig. 5.6a, polarization angle
ψ and ellipticity a

b are shown for 100 slabs. The magnitude of ā
and b̄ for 100 slabs is shown in Fig. 5.6b.

Case I

In the same way, as described above, it is possible to ex-
tend the propagation length to m = 3000 (≈ 1 mm 0.05%
Pr3+ : Y2SiO5 crystal), which is shown in Fig. 5.7. Fig. 5.7a
shows the angle of the light polarization relative to the D1 axis
as a function of propagation length m. As seen in Fig. 5.7b, the
polarization ellipticity varies between a minimum and maximum
value while propagating through the medium. The variation of
the major (ā) and minor (b̄) axes of the polarization is shown in
Fig. 5.7c,d. The main oscillation is related to the minor (b̄) axis
of the polarization as shown in Figs. 5.6b and 5.7d.

48



Light propagation in an anisotropic medium

0 20 40 60 80 100
89,80

89,85

89,90

89,95

90,00

10
2

10
3

10
4

10
5

10
6

10
7

10
8

10
9

10
10

(a)

 

 




D
eg

re
e



m

a/
b

 

0 20 40 60 80 100

0,86

0,88

0,90

0,92

0,94

0,96

0,98

1,00

1,02

0,000

0,001

0,002

0,003

0,004

0,005

0,006

 
b


(b)

 

 

 
a


m
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Figure 5.7. Polarization properties versus m (number of slabs) for the
initial polarization angle, α = 0, and a 0.05% Pr3+ : Y2SiO5 crystal.
(a) polarization direction defined by angle ψ. (b) polarization extinction
in logarithmic scale, (c,d) magnitude of polarization along a, and b,
respectively.

Case II

Let’s go further and investigate an even longer crystal. A po-
larization direction ψ and ellipticity a

b for the initial polarization
angle α = 0 and an extinction ratio higher than 106 is simulated
for m = 20000 (≈ 7 mm 0.05% Pr3+ : Y2SiO5 crystal) in Fig.
5.8. This simulation shows that, even when we start with a very
pure linear polarization along D2, there is a turning point for the
polarization direction at m ≈ 4800. Further simulation shows that
by mis-aligning input polarization angle α, the turning point will
occur after a shorter propagation length. Therefore, because of
the polarization rotation inside the crystal, ions in different slabs
of the crystal will not experience the same Rabi frequency. In ad-
dition, if we take a long enough crystal (> 4mm) and set the input
polarization along D2, the output polarization should be almost
along D1 and this occur regardless of the input polarization. A
preliminary experiment has confirmed this effect, but further in-
vestigations needs to be performed to ascertain that this indeed is
the case.
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Figure 5.8. Polarization properties versus m (number of slabs) for
the initial polarization angle, α = 0 (see Fig. 5.5) and a 0.05%
Pr3+ : Y2SiO5 crystal. (a) polarization direction defined by angle ψ.
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larization along a, and b, respectively. There is a turning point for
polarization direction at m ≈ 4800

Case III

To understand how precisely we need to align the input linear
polarization, one could run the simulation with mis-aligned input
polarization. The mis-aligned input polarization from the D2 axis

and inside the ̂(D1, D2) plane is called α as shown in Fig. 5.5.
After propagation of the light through a medium of about 3000
slabs we calculate the polarization angle (ψ). The output polar-
ization versus input polarization is shown in Fig. 5.9. The green
trace in Fig. 5.9 shows the case when we do not have any crystal
while the blue shows the experimental measurement in a 1 mm
long 0.05%Pr3+ : Y2SiO5 crystal. Two sets of simulations with
different χabs are shown in Fig. 5.9. In the first simulation, which
is shown by the red trace, χabs = 8.2 × 10−4 according to Eq.
5.9. In the second simulation, which is shown by the black trace,
χabs = 1 × 10−4. The mismatch between the simulation and the
experiment is originated from χabs coefficient in Eq. 5.9. Actu-
ally, by employing the present theoretical model it is possible to
reverse the process and measure the absorption of the material by
measuring the polarization angle after the crystal.
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In conclusion, in this chapter, we developed a simulation pro-
gram able to investigate the polarization direction ψ and ellipticity
a
b (see Fig. 5.5) while propagating through the crystal. This will
open up a new opportunity to investigate more interesting physics
regarding to the propagation effects in RE ions in the future.
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Chapter 6

Quantum Memories

Quantum information is a general term that describes the physi-
cal information contained in the state of a quantum system. The
qubit, used as a unit of quantum information, is a two-level quan-
tum system that can actually be a superposition of the two states
at any given time. In the quantum world, the phase angles between
the components of a system in a quantum superposition needs to
be well defined, otherwise the quantum state will collapse. Keep-
ing track of phase information is required to maintain “quantum-
ness”, and is what makes quantum systems different from systems
in the classical world. Phase preservation is related to “coher-
ence”, which is at the heart of all the discussions in this thesis.
The longer the coherence time, the longer the phase preservation,
and consequently the quantum state will live longer. In the case of
a single photon, the qubit can be represented in several different
ways, using different physical quantities, such as the polarization of
a single photon, the photon number [84], the photon path [12], or
a separation in time (time-bin) [85] to encode information. But in
all cases, the photon plays the role of a flying qubit. Therefore, the
requirement of having a stationary qubit (like matter) and map on
the encoded quantum state from flying qubit to stationary qubit
is perceived. Such a quantum interface between light and matter,
with an ability to map onto, store in, and later retrieve the quan-
tum state of light from matter, is vital in quantum information
processing [5]. A device capable of this can be called a quantum
memory for light, and will be discussed in detail in this chapter.

6.1 Why is there a need for a quantum
memory?

In the most proposed quantum computation schemes, decoherence
destroys the information in a superposition of states, thus making
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Purification 

S S S S 

Swapping Swapping 

Swapping 

Figure 6.1. The basic idea of
quantum repeaters. 1)
entanglement is generated via the
source (S) shown by the dashed
line. 2) Improved entangled states
are generated by purification
procedure. 3) Entanglement is
distributed across the longer
distance via swapping procedure.

long computations impossible. It is possible to reduce the effects of
decoherence by storing information in a quantum memory, assum-
ing that the decoherence process acts independently on each of the
bits stored in the memory [10]. For example, the quantum memory
is one of the most important components in quantum computing
based on linear optics. In this scheme, when the probability of a
successfully teleported gate or addition to a cluster state becomes
small, photons that are part of the circuit must be stored for a con-
siderable time while the off-line preparation of entangled photons
is taking place [11].

Signal synchronization in optical quantum computation, is one
of the applications of a quantum memory. Several parallel qubits,
must be synchronized at each step in time, and a quantum memory
acting as an identity quantum gate with a delay that leaves any
state unchanged, could be useful in this way [12]. Another appli-
cation of a quantum memory is the implementation of a determin-
istic single-photon source. In this application it may be possible to
couple one of the entangled photons produced, for example, from
parametric down conversion, to a quantum memory, and use the
other as a heralded photon. Thus, the stored photon could be re-
leased on demand and act as a deterministic single photon source
[14]. It should be noted that such schemes require efficient coher-
ent exchange of the photon state to the stored state, and back,
as well as long-lived storage. For a comparison, the reader is re-
ferred to a review by Eisaman et al. [86], which describes several
other schemes which are competing in the implementation of a
deterministic single photon source.

The quantum memory plays a vital role in long-distance quan-
tum communication [87], although there are proposals for quantum
communication without the necessity of quantum memories [9].
Extension of the quantum communication channel length (beyond
170 km [88]) is limited by optical losses. For instance, the proba-
bility of both absorption and depolarization of a photon (i.e., the
qubit) in fiber optics increase exponentially with the length of the
fiber. Therefore, the optical transmission probability will decrease
exponentially with length. Actually, the number of transmitted
photons will be reduced by absorption, while the fidelity of the
transmitted photons will be reduced by depolarization or decoher-
ence [6]. To overcome these difficulties, the concept of quantum
repeaters can be used by combining quantum teleportation and
quantum state storage [6, 7].

The basic idea is to divide the transmission channel into many
segments as shown in Fig. 6.1. The length of each segment is
of the order of the channel attenuation length. In the first step,
entanglement is generated in each segment. Then, the entangled
state is purified. Entanglement purification is a way of extract-
ing a subset of states with higher entanglement from a large set
of less entangled states. In the third step, the beams from two
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adjacent segments are overlapped on a beam splitter to swap their
entanglement and extend the segment length [87]. To achieve al-
most perfect entanglement, further purification needs to be done
after swapping again. The principle of entanglement purification
using linear optics has been explained by Pan et al. [89]. Since
entanglement purification is a probabilistic operation, employing a
quantum memory in each arm of the entangled state will increase
the transfer rate [6].

Furthermore, quantum memories for light are also employed for
precision measurements based on mapping the quantum properties
of an optical state to the atomic ensembles. This will reduce the
level of quantum noise in the measured observable [15, 90].

6.2 Different aspects of quantum memory

A quantum memory for light is an interface that should receive
a photonic quantum state, characterized for instance, by an am-
plitude, phase, polarization, direction, and after a time, retrieve
an ideally identical quantum state. To be able to distinguish a
quantum memory from a classical memory, it is necessary to de-
fine concrete quantities by which it can be characterized. In this
section, these definitions will be discussed, in addition to the figure
of merit needed for different applications.

6.2.1 Fidelity

Several definitions have been proposed to obtain a quantitative
answer to the question regarding the similarity of two information
items in an information processing operation (classical or quan-
tum). Among these definitions, we will discuss the fidelity which
seems the most relevant to the work presented in this thesis. For
other definitions, the reader is referred to Ref. [4]. Let us assume
we have two probability distributions, {px} and {qx}, in the clas-
sical world. The fidelity of these two probability distributions is
defined as:

F (px, qx) =
∑
x

√
pxqx (6.1)

This definition is very similar to the inner product of two nor-
malized vectors

√
p and

√
q as shown in Fig. 6.2. When the prob-

ability distributions are identical, the fidelity will be unity, and in
the case of two orthogonal probability distributions it will be zero.
Therefore, in general we have the condition 0 ≤ F (px, qx) ≤ 1.

In the quantum world, the general definition of the fidelity for
two quantum states ρ and σ will be [4]:

F (ρ, σ) = Tr
√
ρ1/2σρ1/2 (6.2)

55



6.2.2 Efficiency

Let us be more specific by discussing some examples. First,
consider [ρ, σ] = 0, which means one could write the quantum
states in an orthogonal basis |i〉 as follows:

ρ =
∑
i

ri|i〉〈i| , σ =
∑
i

si|i〉〈i| (6.3)

The fidelity will then be given by:

F (ρ, σ) = Tr

√∑
i

risi|i〉〈i| =
∑
i

√
risi = F (ri, si) (6.4)

Therefore, when [ρ, σ] = 0 the quantum fidelity F (ρ, σ) will be
very similar to the classical fidelity F (ri, si).

In the second example, let us assume that one of the states is
pure, then it can be described by a single ket vector, ρ = |ψ〉〈ψ|.
In this case the fidelity will be:

F (ρ, σ) = Tr
√
|ψ〉〈ψ|σ|ψ〉〈ψ| =

√
〈ψ|σ|ψ〉 (6.5)

In the third example, we consider two pure states ρ = |ψ〉〈ψ| and
σ = |φ〉〈φ|, in which case the fidelity will be F (ρ, σ) = |〈ψ|φ〉|. The
fidelity is also limited to 0 ≤ F (ρ, σ) ≤ 1 in the quantum world.

For comparison, we will now consider the fidelity between an
input state, ρ, to the quantum memory and an output state, σ,
from the quantum memory. The fidelity is simply defined as the
overlap of the quantum state wave function of the recalled wave
packet with that of the one originally sent in for storage. In the
case of optimum fidelity, the wave functions of the input and out-
put photons are identical. An alternative definition is conditional
fidelity, i.e. the overlap is conditional on that the photon was
emitted by the memory [91].

In quantum information processing, for instance, we could eval-
uate the preservation of the information in the memory interface by
measuring the fidelity between the input and output states. How-
ever, in order to ensure that the interface is working in the quan-
tum regime, it is necessary to define a border between the classical
and quantum regimes, i.e., the highest classical fidelity possible. A
large number of studies have been carried out to define this border
for different input states and different measurement methods. For
instance, for a coherent state in the case of continuous variable
measurements (i.e. homodyne measurements), the critical fidelity
has been shown to be Fclass = 1/2 [92]. The boundary fidelity by
performing a discrete variable measurement (i.e. a photon count-
ing measurement) on a coherent state, lead to Fclass = 2/3 [93].

6.2.2 Efficiency

The overall memory efficiency is simply defined as the energy of
the pulse recalled from the memory divided by the energy of the
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pulse sent in for storage in the memory. At the quantum level
(weak coherent pulses), storage efficiency basically corresponds to
the probability that the stored information is retrieved. To be able
to discuss the efficiency in detail, the overall efficiency is divided
to several parts as follows:

ηoverall = PabsPemiPdepPre−absPloss (6.6)

where Pabs = 1−e−αL is the probability of the absorption of the
photon by the quantum memory, and αL is the optical depth of the
sample. Pemi is the opposite operation, and gives the probability
of photon emission by the memory.

There are several practical obstacles for realizing the quantum
memory for light as a basic quantum gate. Quantum memories
must be isolated from the environment as much as possible so that
the stored qubits are not destroyed by environmental influences.
On the other hand, quantum memories have to be able to exchange
information with the environment by writing qubits into the mem-
ory and reading them out again. Thus, finding the optimum will
restrict practical implementation to a limited number of physical
systems, which are discussed in this section. In reality, during
and between the absorption and re-emission procedures there is a
possibility of decoherence due to the interaction of the quantum
memory with the environment. Pdep represents a general dephas-
ing process which could arise from either an individual atom or
an atomic ensemble. We can write Pdep = e−γt, where γ is a gen-
eral dephasing rate coefficient. Pdep is the probability that must
be considered in order to extend the storage time of a quantum
memory. In three-level atoms, which are called Λ systems (see Fig.
6.3), this is achievable via storage in a shelving state, which has a
longer coherence time (T2). For certain systems, a longer storage
time can be achieved by applying external compensation during
storage, as will be discussed in Section 6.2.3.

In an ensemble approach when we have a thick sample, the
emitted photon from the early slices in the sample could be ab-
sorbed by the rest of the sample. This is represented by Pre−abs
in Eq. 6.6. Therefore, there is a trade off between the optical
depth needed for maximizing the absorption and minimizing the
re-absorption. This will limit the overall quantum memory effi-
ciency to 54% [94, 95]. Two ways of circumventing this problem
have been suggested. One is to force the output state to be emitted
from the opposite direction [96, 97], called the backward direction
scheme. The other is the forward direction scheme, performed by
spectrally removing the atoms in the rest of the sample by apply-
ing an electric or magnetic field [98]. This will be discussed in
more detail in Section 6.3.5. Ploss is related to the absorbers that
do no participate in the memory procedure, e.g. the background
absorption by the sample.
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Figure 6.3. An example of
decoherence sources for protocols
based on a Λ system in a RE
doped crystals. (a) Nuclear spin
fluctuation of the surrounding
ions (Y2SiO5) which is changing
with time. (b) Due to the
fluctuation in nuclear spin two
effects occur. First, hyperfine
inhomogeneous broadening δ and
second, fluctuation of the energy
separation |g〉 7→ |s〉.

It should be noted that high overall efficiency is not always
necessary, and that efficiency is very application dependent. In
some applications such as unknown state teleportation, a memory
with unconditional high fidelity is required. In other words, the
product of fidelity and efficiency must be higher than the classical
limit [91]. The efficiency requirements for the quantum repeater
application are discussed in Ref. [99].

6.2.3 Storage time

Based on the application, there will also be requirements on storage
time and on-demand retrieval of the stored input field [18, 19, 100–
103]. In some applications, for instance, in long-distance quantum
communication, when one of the entangled states is distributed
across the distance L, the second state must be stored in a mem-
ory with a storage time longer than L

c where c is the speed of light
in the transmission channel [99]. In addition, we should be able
to “push a button” to retrieve the stored state, which means the
scheme must be “on-demand”. In other applications, a long stor-
age time is not necessary, e.g. signal synchronization in optical
quantum processing [12, 13], the implementation of a determin-
istic single-photon source [14], and precision measurements based
on mapping of the quantum properties of an optical state onto an
atomic ensemble [15].

As discussed above (Eq. 6.6), the overall efficiency is exponen-
tially related to the dephasing rate. This means, that isolating the
memory from the environment (statically or dynamically) is key in
ensuring a high overall efficiency for long times. For example, in
the protocols based on the Λ system at cryogenic temperatures, the
coherence time of the shelving state (Thyp2 ) is usually longer than
the optical one (T opt2 ). In RE ions, excited state coherence times
(T opt2 ) range from tens of µs to 6 ms [40] and hyperfine coherence
times as long as 30 s [104] have been demonstrated. Therefore,
transferring the information from the optical excited state to the
shelving state will extend the storage time. This could be a first
step towards extending the memory storage time. The next step
may be to investigate the possibility of increasing the coherence
time of the shelving state (Thyp2 ).

To improve Thyp2 , it is necessary to find the source of decoher-
ence and try to suppress it. The hyperfine structure is, in prin-
ciple, explained by the presence of nuclear magnetic and electric
moments interacting with the electronic shell. Therefore, small
fluctuation in the surrounding nuclear spin, will cause hyperfine
level broadening. The surrounding nuclear spin fluctuation of
Pr3+ : Y2SiO5 is shown schematically in Fig. 6.3a. This broad-
ening is illustrated schematically in Fig. 6.3 by δ. Typically, the
hyperfine inhomogeneous broadening of RE ions is on the order of
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Figure 6.4. Applying a pair of
radio-frequency (RF) pulses
between two optical transfer
pulses (A,B) to compensate for
dephasing due to hyperfine
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tens of kHz, e.g. 30-80 kHz for Pr3+ : Y2SiO5 [105], 20-30 kHz for
Eu : Y AlO3 [106], and about 70 kHz for 153Eu3+ : Y2SiO5 [107].

Two sources of disturbance are included in Fig. 6.3b. The first
is the inhomogeneous broadening of the states |g〉 and |s〉, which
is shown by δ in Fig. 6.3b. The second is the fluctuation of the
frequency separation between the states |g〉 and |s〉 in time (see
Fig. 6.3b). These are two important dephasing mechanisms that

must be suppressed to achieve long Thyp2 . Let us first discuss the
hyperfine inhomogeneous broadening. Any quantum state mapped
on the ions experiencing the inhomogeneous broadening will start
dephasing at a rate that is inversely proportional to the broadening
δ. This can be externally rephased, for instance, via a pair of radio-
frequency (RF) π pulses which is on-resonance with ωgs, shown by
dashed vectors in Fig. 6.3b. These RF pulses should be able to
transfer the whole storage pulse bandwidth between two shelving
states. In the phase diagram in Fig. 6.4, the time sequence of the
procedure is shown as a type of refocusing scheme.

In the next step, a general and promising method of improv-
ing the coherence properties of any quantum state, known as the
dynamical decoupling (DD) method, can be employed [108]. This
method, initially developed for NMR spectroscopy, can be applied
to selectively counteract random perturbations induced by some of
the spin Hamiltonian terms [52]. However, it was later proposed
that the coherence property could be improved by reducing the
dephasing rate for an open system [108]. This method is based on
applying a periodic series of inversion pulses to the quantum state
stored in the matter. To obtain efficient DD pulses, the rate of the
DD pulses ( 1

t1
) should be higher than the dephasing rate ( 1

t2
) of

the quantum state as shown in Fig. 6.5.

Let us consider the phase diagram for one of the shelving states
as shown in Fig. 6.5. To be more specific, pulses a and b are
the pulses that can be used to transfer the quantum state from,
for instance, optical state |e〉 to the shelving state |s〉, and vice

versa, in Fig. 6.3b. To improve, Thyp2 one could apply a series
of π pulses with a bandwidth at least as large as δ, which is the
inhomogeneous broadening of the state |s〉. As an example, three
π pulses are shown between transfer pulses A and B in Fig. 6.5a.
The continuous phase diagram of the shelving state |s〉 without any
phase jump, and the method of correction with a single π pulse are
shown in Fig. 6.5b. In Fig. 6.5c, a single π pulse is applied in the
presence of the phase jump that arises from environmental noise.
Finally, phase correction using three DD pulses in the presence of
a single phase jump is shown in Fig. 6.5d. The number of DD
pulses can be increased to hundreds or thousands to maintain a
very narrow phase variation about the central phase. For more
details and a review, the reader is referred to Refs. [108–110].

The hyperfine levels in the presence of the nuclear spin (I > 1)
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Figure 6.6. Property of a ZEFOZ
point. Insensitivity of the energy
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surrounding nuclear spin
fluctuation by applying a
particular external
B = (Bx, By , Bz) to the sample.

will be degenerated (doubly) and they can be split by applying
an external static magnetic field through the Zeeman shift, as il-
lustrated in Fig. 6.6. A relevant practical problem is to find the
direction and magnitude of the static magnetic field required to
achieve the best isolation from environmental noise. Because of
the anti-crossing effect of the split hyperfine states at a particular
magnetic field, [27], we can find an energy separation (~ω) that is
less sensitive to the variation in the magnetic field. As shown in
Fig. 6.6, the first-order estimate is obtained when the transition
frequency between the two states is insensitive to the fluctuation
in the magnetic field ( ∂ω∂B = 0). This particular magnetic field
gives a zero first order Zeeman shift (ZEFOZ) [18, 19], which can

improve Thyp2 by about 4−5 orders of magnitude. The ZEFOZ ap-

proach was used in this work to extend Thyp2 in Pr3+ : La2(WO4)3

(Paper III).

DD pulses can be used to improve the coherence of an open
quantum system with an unknown disturbance. The ZEFOZ tech-
nique is being used in an attempt to isolate the quantum system
from the surrounding environment by applying static compensa-
tion. The ideal solution would be a combination of these two
techniques to improve the coherence, as demonstrated in Refs.
[18, 19, 104, 111].

6.2.4 Bandwidth and mode capacity

The memory bandwidth is the maximum spectral width of the
memory that can store an input quantum state efficiently. In other
words, the memory bandwidth will define how short the pulses are
that can be stored. In addition, for most applications, the storage
time of the memory must be several times longer than the storage
pulse duration. A more stringent figure of merit is thus the time-
bandwidth product (TBP) of the memory defined as the product
of the memory storage time and the storage pulse bandwidth.

We will now introduce another concept, called the memory
mode capacity, which is used in some of the literature to indicate
the performance of memories. The memory mode capacity, as a
consequence of the high TBP, indicates how many independent
pulses (modes) can be stored efficiently in the memory. These
pulses may be independent in time, frequency, or even the spatial
domain. Multimode storage is crucial in probabilistic applications
to boost the occurrence rate of events [20, 21, 112]. Among the en-
semble approaches for quantum memories, it has been shown that
the atomic frequency comb (AFC) is the best technique for multi-
mode applications, since it is not limited by the optical depth, αL
[113, 114]. Multimode memories in atomic ensembles are discussed
in detail by Nunn et al. by comparing the multimode properties
of different quantum memory protocols [114].
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6.2.5 Wavelength

The operational wavelength of a quantum memory could be a cru-
cial figure of merit in some applications, but it is normally not the
first priority for optimization. This could be an issue, for instance,
in fiber optics based, long-distance quantum communication since
the losses in the fiber are much lower in the telecommunication
wavelength [115, 116]. The demonstration of a deterministic sin-
gle photon source by combining the quantum memory and a her-
alded single photon source is another application. It is necessary
to choose a suitable quantum memory operation wavelength Based
on the specific application for the single photon source. An exten-
sive and practically useful review of different single photon sources,
including the quantum memory approach, is discussed by Eisaman
et al. [86].

6.2.6 Linearity

To demonstrate a memory for optical quantum state storage, it is
necessary to test it with low photon numbers to ensure that it op-
erating in the quantum regime. The simplest quantum state may
be the attenuation of coherent light to the single photon level. In
practice, testing and optimizing quantum memories in the quan-
tum regime will be more difficult. Therefore, one could show the-
oretically or experimentally that the protocol is linear with light
amplitude. It may then be possible to optimize the quantum mem-
ory parameters with classical light, making the extension of the
results to the quantum regime straightforward. This is the case
for the experiments preformed within the scope of this thesis. In
all quantum memory demonstrations presented in this thesis, the
AFC protocol was employed, which is discussed below in Section
6.3.5. The results presented in Paper II support the linearity of
the AFC technique, which was used in the rest of the experiments.
In the study described in Paper II, the storage pulse is attenuated
to the single photon level, or to a coherent pulse with an aver-
age of 0.1 photons/pulse. The 25% storage and retrieval efficiency
obtained (Paper II) is almost comparable with the classical pulse
described in Paper I. It should be borne in mind that a classical
pulse still means a regime where the average photon number is
much less than the number of absorbers involved.

6.3 Different implementations for quantum
memories

The interaction between an atom and a photon at the quantum
level is the central issue in demonstrating a quantum memory for
light. High storage and retrieval efficiency are the main targets
of quantum memories, and requires strong coupling between light
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and matter [5]. There are several ways of enhancing the coupling
between light and matter, which will be described in this section.

An early approach related to quantum information in the study
of atom-light interactions was within the framework of cavity quan-
tum electrodynamics (CQED). In the CQED approach, light can
be efficiently coupled via a high finesse cavity to a few atoms, or
even to a single atom [117]. Another approach, which is practically
less complex than CQED, is based on an optically thick, free-space
atomic ensemble [5]. A third option involves an ensemble in a low-
finesse cavity, and has been found to be very efficient for quantum
memories.

The main principles of each approach are presented below. A
more detailed description of the scheme employed in the experi-
ments described in this thesis is also given.

6.3.1 The high-finesse cavity and single atom
approach

Cavity quantum electrodynamics is based on the study of the in-
teraction between light confined in a high-finesse cavity and atoms,
where the quantum nature of light (photons) is significant. This
set-up provides the opportunity to enhance the quantum proper-
ties of light. CQED could, in principle, be used to construct a
quantum memory. Based on the dipole moment approximation
(Ĥ = d̂.Ê), it is possible to obtain a strong interaction in the
single-atom single-photon experiment by placing a high-quality-
factor (Q) cavity around the photon, or by using an atom with

a large atomic dipole moment (d̂). For example, Rydberg atoms
[118] can exhibit very large electric dipole moments due to their
large size.

An atom in an optical cavity is a good example of a two-level
system coupled to a quantized field. The interaction Hamiltonian
of this system, based on the dipole moment approximation and the
rotating wave approximation (RWA), is formulated in the Jaynes-
Cummings model as follows [59]:

Ĥ = (1/2)~ω0σ̂3 + ~ωâ†â+ ~λ(σ̂+â+ σ̂−â
†) (6.7)

where â and â† are the annihilation and creation operators, and
σ̂+ = |e〉 〈g|, σ̂− = |g〉 〈e|, and σ̂3 = |e〉 〈e|−|g〉 〈g| are the so-called
atomic transition operators, which obey Pauli spin algebra, and λ
is the coupling amplitude [59]. The first term in Eq. 6.7 is related
to the atoms, whereas the second term represents the quantized
field, and the third term describes the interaction between light
and matter.

One of the first attempts towards the quantum memory con-
struction was to made using optical delay lines, such as optical
fibers. This approach has been used for photon synchronization
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[119]. The storage time of an optical delay is limited by the losses
in the fiber, and it is determined by the delay length, which can be
a practical limitation. Alternatively, light can be injected into a
high-Q cavity and later recalled through an electro-optical switch
[120]. The same coupling can be made from a stored photon in a
high-Q cavity to a single atom passing through a cavity [121]. mak-
ing use of the tunability of the Q factor in high-Q photonic crystal
cavities is another alternative for this type of quantum memories
[122], although this is outside the scope of the present thesis. For
more information on this, the reader is referred to the review paper
by Raimond et al. [117]. Other work related to quantum memories
is presented in Refs. [121, 123–125].

6.3.2 The ensemble approach

A large collection of atoms, an atomic ensemble, can be efficiently
coupled to quantum states of light when a collective superposition
state of many atoms is utilized for coupling. The atomic ensemble
approach, in contrast to the cavity-enhanced interaction of light
with single atoms, is motivated by the fact that collective effects,
related to the large number of atoms in the ensemble, make it
much easier to achieve a strong and controllable coupling between
the atoms and the photons.

A quantum state of light, expressed as a general term, |ψL〉, can
be mapped onto a quantum state of atoms, |0A〉, in the Schrödinger
representation Û |ψL0A〉 7→ |0LψA〉. Equivalently, the operator
transformation Û†âAÛ = aL can be in the Heisenberg representa-
tion. In the case of an ensemble, |0A〉 and |ψA〉 can be written as
follows:

|0A〉 = |01 . . . 0N 〉 (6.8)

|ψA〉 =
1√
N

∑
j

|01 . . . ej . . . 0N 〉 (6.9)

where N is the number of the atoms in the ensemble, and equiv-
alently, in the Heisenberg representation:

a†A|01 . . . 0N 〉 =
1√
N

∑
j

|01 . . . ej . . . 0N 〉 (6.10)

Since most of the work described in this thesis is based on an
ensemble of atoms, ensemble-based light-matter interactions will
be discussed in more detail below.

6.3.3 Off-resonant storage

A wave packet can be defined by its amplitude and phase. When
the frequency of the wave packet is detuned from the resonance of a
two-level atomic transition by an amount greater than the atomic
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Figure 6.7. Typical Λ system.

line-width, the phase of the wave packet will be mapped onto the
atoms without photon absorption. In this way, the photonic quan-
tum state is not collapsed, but part of the photonic quantum state
information is mapped onto the atom. The phase of the quantum
state of the atoms could be transferred to the photon afterwards.
This provides a non-destructive photon-atom interaction that is
suitable for quantum memory applications. This is very similar to
the quantum non-demolition (QND) measurement technique.

In quantum mechanics, performing measurements on a system
to obtain information will disturb the quantum state of the sys-
tem, unless the system is in an eigenstate. A QND measurement
minimizes this disturbance by using a particular system-detector
interaction that preserves the eigenstates of a suitable operator
of the quantum system. This actually leads to an ideal projec-
tive measurement. Let us assume we have a system in state |ψ〉,
and measurement apparatus |M〉, and the dynamics of this state
measurement can be given in terms of the Hamiltonian:

H = Hself +Hint (6.11)

where Hself describes the Hamiltonian of the system and Hint

denotes the interaction between the measurement apparatus and
the system. This measurement is a QND measurement if
[Hself , Hint] = 0.

One of the first demonstration of a quantum memory for light
that beats a classical benchmark is done based on the off-resonance
Faraday interaction in a cesium vapor in a paraffin-coated glass
cell, by Julsgaard et al. [126].

6.3.4 The Raman and EIT approach

The Raman quantum memory protocol [127] and the electromag-
netic induced transparency (EIT) do not compete, but actually
complement one another. Each protocol has certain advantages
in its area of applicability. In the EIT scheme, it is preferable to
ensure that the storage pulses have a sharp frequency and are close
to the resonance frequency to give a longer storage time. In the
Raman scheme, the pulse spectrum should be concentrated close
to, but outside, the absorption peak. Thus, the Raman protocol
can be designed for larger bandwidth memory [128].

These types of schemes rely on a three-level system, for instance
a Λ system, as shown in Fig. 6.7, with some specific restrictions.
The |g〉 7→ |e〉 and |s〉 7→ |e〉 transitions must be “dipole allowed”,
while |g〉 7→ |s〉 is not allowed. The state |e〉 is simultaneously
connected to states |g〉 and |s〉 by the two optical fields ωs and
ωc, respectively. The dephasing rates of the individual states are
important, particularly the dephasing of state |s〉, which in the
ideal case should be a metastable state.
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The main objective of the electromagnetic induced trans-
parency (EIT) approach, as the name implies, is to eliminate the
effect of absorption in a medium during light propagation. In other
words, although the photon transition frequency is exactly on res-
onance with an atomic transition, excitation will not occur. In
atomic physics, a non-absorbing system of this type is referred to
as a dark state. This can occur in a Λ system, as illustrated in
Fig. 6.7. According to the classical explanation, electrons inside
the medium are responsible for light propagation resulting from
changes in the dielectric constant. If it were possible to stop the
movement of the electrons at the frequency of the incident light,
the effect of the medium would be eliminated. when the phase of
the two sinusoidal waves ωc and ωp in Fig. 6.7 is properly adjusted
this condition can be satisfied.

It is possible to interpret the EIT phenomenon, based on quan-
tum mechanics, by means of destructive quantum interference be-
tween two fields with frequencies ωc and ωs (see Fig. 6.7). The
form of the Hamiltonian for a Λ system will be H = H0 + Hint,
where H0 is the bare atom Hamiltonian and Hint is the Hamilto-
nian taking the interaction with the fields into consideration. Fol-
lowing the dipole approximation, the atom-light interaction can
be written Hint = µ.E, where µ is the transition dipole moment
between two atomic states, and E is the amplitude of the electric
field. In other words, this is equivalent to the definition of the
Rabi frequency, Ω = µ.E/~. Hint of the Λ system illustrated in
Fig. 6.7, which is interacting with two laser fields in the rotating
frame:

Hint = −~
2


0 0 Ωs

0 0 Ωc

Ωs Ωc −2∆

 (6.12)

where Ωs and Ωc are real Rabi frequencies related to the signal
and control field, respectively, and ∆ = ω31 − ωs = ω32 − ωc is
the detuning of the excited state |e〉 from the Λ transition. One of
the eigenstates of Hint can be written in terms of the bare atomic
state:

|ψ〉 = cos θ|g〉 − sin θ|s〉 (6.13)

where sin θ = Ωs√
Ω2

s+Ω2
c

and cos θ = Ωc√
Ω2

s+Ω2
c

.

The expectation value related to the eigenstate |ψ〉 and the
state |e〉 through the interaction Hamiltonian Hint will be:

〈e|Hint|ψ〉 = Ωs cos θ − Ωc sin θ (6.14)

The eigenstate |ψ〉 has no contribution from |e〉 and is called a
dark state.

After entering the sample, the signal field photons will start to
establish coherence between the states |g〉 and |e〉. The wave of
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flipped atomic spin state and the optical wave are now strongly
coupled, and propagate through the medium. This combination
of photons and spins can be described as a quasi-particle called
a dark-state polariton [129]. After a certain time, which can be
calculated using the photonic and atomic properties, the dark-state
polariton will be transformed into a photonic state. The velocity of
the light pulse that undergoes transformation to a polariton, and
vice versa, is smaller than the speed of a light pulse in vacuum,
and is proportional to the group velocity of the pulse. Actually,
the dark-state polariton concept is an ideal scenario for storing
a quantum state that is represented by the signal field, while a
classical field is employed as the control field to manipulate the
atomic ensemble.

The quantum state in terms of a signal field entering the atomic
ensemble will be spatially compressed and, in the ideal case, fully
transferred to the dark-state polariton. At this point in time, the
classical control field can be turned off to freeze the quantum state
as a spin-wave atomic ground state coherence between |g〉 and |s〉.
The reverse process is possible by turning on the control field, i.e.
the transfer of the spin-wave atomic ground state coherence to the
dark-state polariton, and finally to the photonic state. For a more
detailed review of EIT theory, see e.g. Refs. [5, 130–132].

6.3.5 The photon echo approach

The coherent rephasing first observed between spin levels and was
called “spin echo” [52]. It was later demonstrated in the optical
domain and was then called a “photon echo” [47]. However, in 2001
a highly efficient quantum memory scheme based on photon echo
was proposed [96]. Generally, the photon echo approach is based
on mapping an optical pulse on to a collective atomic excitation.
As shown in Fig. 6.7, a weak optical pulse can be absorbed by
an atomic ensemble in the ground state |ψg〉 = |g1 . . . gN 〉 at time
t = 0, after which the collective atomic excitation will be:

|ψe〉 =
∑
j

cje
−iδjteikzj |g1 . . . ej . . . gN 〉 (6.15)

where N is the number of atoms in the ensemble and k is the
wave vector of the optical field. In addition, δj and zj are
the detuning and the position of the jth atom, and cj is the
probability amplitude. In all photon echo based approaches, the
idea is to rephase the collective atomic coherence and enhance the
constructive interference between all constituents of the atomic
ensemble at some later time, t = te. Here, different proposals
based on photon echo for quantum memory application will be
discussed in detail.
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Figure 6.8. Steps required for
quantum memory demonstration
based on the original CRIB
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are in the backward direction. For
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CRIB

The way suggested to achieve the rephasing of the collec-
tive atomic coherence, in the controlled reversible inhomogeneous
broadening (CRIB) protocol [96, 97], is based on the reversing the
detuning of each atom at a given time τ after absorption. The col-
lective atomic state after reversing the atomic detuning will change
from Eq. 6.15 to:

|ψe〉 =
∑
j

cje
−iδjteiδjτeikzj |g1 . . . ej . . . gN 〉 (6.16)

All the atoms will then have the same phase, and collective
emission will take place at time t = τ , after reversing the atomic
detuning, or te = 2τ , after sending in the storage pulse. In addi-
tion, the direction of propagation of the collective atomic coherence
can be reversed from forward-traveling to a backward-propagating
emission by reversing the spatial phase shift from eikzj to e−ikzj

(see Section 3.5).
The steps suggested and demonstrated in solid-state materials

in Refs. [97, 133, 134] based on the CRIB approach are presented
below.

1. Consider an absorption line of an inhomogeneously broad-
ened ensemble of atoms and then prepare a transmission
window with the possibility to remove the atoms from states
|g〉 and |s〉 by optical pumping, as shown in Fig. 6.8. Then
prepare a narrow absorption peak with full width at half-
maximum (FWHM) δinitial in state |g〉 (s1 in Fig. 6.8).

2. Apply an external DC electric field that varies along the
direction of propagation through the sample with the aim of
broadening the line to a width, δfinal, (s2 in Fig. 6.8).

3. The medium is now ready to accept a weak storage pulse
with resonance frequency ωge, with a bandwidth smaller than
δfinal and greater than δinitial. Such a pulse, which is shown
as s3 in Fig. 6.8, is sent in at time t = 0, and collective
atomic coherence is created between states |g〉 and |e〉. At
time t = Te the external DC electric field is turned off.

4. Apply a bright classical π pulse, shown as s4 in Fig. 6.8, at
the resonance frequency ωes, with the same direction (for-
ward direction) as the storage pulse (kz). At this step an
atomic coherence between states |s〉 and |g〉 is created.

5. Apply a pair of π pulses, which is shown as s5 in Fig. 6.8,
at resonance frequency ωsg which is in the radio frequency
(RF) region. These pulses will compensate for related to
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Figure 6.9. Steps required for
quantum memory demonstration
based on an on-demand AFC
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the hyperfine inhomogeneous broadening discussed in Sec-
tion 6.2.3. The ZEFOZ technique and DD pulses, as also
discussed in Section 6.2.3, can be employed to improve Thyp2

significantly.

6. Apply a bright classical π pulse, shown as s6 in Fig. 6.8, at
the resonance frequency ωes, with the opposite direction to
the storage pulse (−kz) i.e. the backwards direction. This
causes the atomic coherence to be mapped back to the states
|g〉 and |e〉.

7. Turn on the same external DC electric field with the opposite
polarity, as shown by s7 in Fig. 6.8.

8. The recall pulse, shown as s8 in Fig. 6.8, will be emitted
at time Te in the backward direction after turning on the
external DC electric field.

AFC

As discussed above, the key point in photon-echo-based quan-
tum memories is to employ a suitable technique for rephasing the
collective atomic coherence. The AFC technique, which is pro-
posed by Afzelius et al. [113], employs a separately prepared pe-
riodic comb-like absorption structure with peak separation ∆ to
rephase the atomic dipole after a defined time t = 1/∆. This
periodic structure offers some advantages compared to line broad-
ening by a linear DC Stark shift in the CRIB approach, as will be
discussed below.

An AFC structure consists of a series of (artificially created)
absorbing peaks with equidistant frequency spacing ∆ and peak
width γ (see Fig. 6.9). An input (storage) field (at time t = 0)
which spectrally overlaps the AFC structure will be absorbed, leav-
ing the absorbers in a superposition state [113]. If the coherence
time is long compared to 1/∆, collective emission will occur at
time techo = 1/∆ due to constructive interference (similar as for
the modes in a mode-locked laser). On-demand retrieval of the
stored input field is possible by transferring the ground-excited
state superposition to a spin-level superposition, as demonstrated
in Ref. [100].

The steps required to demonstrate a quantum memory based
on the AFC approach, where the emitted field propagates in the
backward direction, are given below.

1. Consider an absorption line of an inhomogeneously broad-
ened ensemble of atoms and then prepare a transmission
window by removing the atoms from states |g〉 and |s〉 em-
ploying optical pumping, as shown in Fig. 6.9. Then prepare
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a set of N narrow absorption peaks with FWHM of γ sepa-
rated by ∆ in state |g〉 (s1 in Fig. 6.9). The peaks may have
different line shapes and, interestingly, comparisons between
square, Gaussian and Lorentzian AFC peaks show signifi-
cantly higher storage and retrieval efficiency for square-like
AFC peaks [135].

2. Send a quantum state storage pulse with resonance frequency
ωge and bandwidth smaller than (N − 1)∆ and greater than
∆ in to the material at time t = 0. A typical Gaussian
storage pulse is shown as the solid blue line in Fig. 6.9(s2).
The shape of the storage pulse can be optimized to give the
best absorption. The objective is to transfer all the energy
from the quantum state storage pulse to the distribution of
ions, |g1 . . . gN 〉, in the spectral grating with defined finesse
(F = ∆/γ). After the light-matter interaction, the initial
state of the N atoms will develop into the state [113]:

|α〉A = |g1 . . . gN 〉+

N∑
j=1

cje
i(δjt−kzj) |g1 . . . ej . . . gN 〉 (6.17)

where zj is the spatial position of the jth atom, k is the wave
number of the storage pulse and cj is the amplitude. The
AFC is a well-separated periodic structure with frequency
detuning, δj = 2πmj∆(mj is an integer). The periodicity, ∆,
of the AFC structure will give rise to constructive emission
exactly after a time t = 1/∆ (Eq. 6.17). Waiting longer than
t = 1/∆ will lead to echo detection in the forward direction.
However, to achieve an on-demand quantum memory it is
necessary to transfer the stored quantum state to another
emptied spin state before time t = 1/∆, as discussed in the
next steps.

3. Apply a π pulse, shown as s3 in Fig. 6.9, as a control field af-
ter a time t = 1/∆− t0 at the resonance frequency ωes, with
the same direction as the storage pulse (kz) called the for-
ward direction. This step creates atomic coherence between
states |s〉 and |g〉.

4. Apply a pair of π pulses, shown as s4 in Fig. 6.9, at the
resonance frequency ωsg, which is in the RF region. (See the
discussion in Section 6.2.3 on extending the hyperfine co-
herence time, Thyp2 .) The ZEFOZ technique and DD pulses
can be applied to enhance the coherence properties of the
material, instead of a pair of RF π pulses. This is a very
relevant and interesting research topic for the future, in at-
tempts to combine high efficiency and long storage times in
RE materials.
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5. Apply a π pulse, shown as s5 in Fig. 6.9, as a control field
at the resonance frequency ωes, with the opposite direction
to the storage pulse (−kz) i.e. the backward direction. This
causes the atomic coherence to be mapped back to the states
|g〉 and |e〉.

6. The recall pulse, shown as s6 in Fig. 6.9, is emitted in the
backward direction at time t = 1/∆ + t1.

The theoretical predictions of storage and retrieval efficiency,
based on the AFC technique in the backward direction, assuming
a comb structure with Gaussian peaks, is given by [113]:

ηAFCb = (1− e− d
F )2e−

7
F2 e−d0 (6.18)

where d (=αL, α is the absorption coefficient and L the sample
length) is the optical depth of the AFC peak, and F = ∆

γ is the
AFC finesse. From Eq. 6.6, it can be seen that the first term in
Eq. 6.18 is related to the coupling between light and atoms. The
second term is related to the dephasing factor, and the last term is
included to address an additional loss factor due to an absorbing
background, d0, which often occurs due to imperfect preparation
of the comb (see Fig. 6.9).

Based on the assumptions discussed above, and running all the
beams in the forward direction, the maximum storage and retrieval
efficiency will be limited to 54% [113]:

ηAFCf = (− d
F

)2e−
d
F e−

7
F2 e−d0 (6.19)

One of the main advantages of AFC compared to CRIB is
that the available optical depth of the material is used more
efficiently. The multimode capacity is another advantage of the
AFC over CRIB and EIT. For comparison, the number of modes
that can be stored is proportional to

√
d in EIT and off-resonant

Raman interactions, and to d in CRIB [113]. This means that the
optical depth must be increased when using the EIT and CRIB
techniques to be able to store many modes, while for AFC the
multimode capacity is not dependent on the optical depth.

GEM

One of the experimental challenges in the original CRIB ap-
proach is the necessity of backward demonstration to eliminate
re-absorption [96, 97]. It was later realized that when applying a
longitudinal electric field in the CRIB protocol, as originally sug-
gested by Nilsson et al. [97], the re-absorption of the forward di-
rection output pulse was eliminated [98, 136]. This is very similar
to the gradient-echo technique used in nuclear magnetic resonance
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Figure 6.10. (a) Absorption line
broadening (δfinal) according to
step s2 in Fig. 6.8 for different
ions along the direction of
propagation (z) according to the
transverse CRIB (TCRIB)
configuration. (b) Reversing the
polarity of the electric field in the
TCRIB protocol.
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Figure 6.11. Absorption line
broadening (δfinal) according to
step s2 in Fig. 6.8 for different
ions along the direction of
propagation (z) according to the
longitudinal CRIB (LCRIB)
configuration. (b) Reversing the
polarity of the electric field in the
LCRIB protocol.

(NMR) technique. Therefore, this type of CRIB is called longitu-
dinal CRIB (LCRIB) or simply a gradient-echo memory (GEM)
[16, 17, 98]. To clarify this important point, it is useful to divide
the sample into several slices in the propagation direction (z), and
consider all beams propagating in the forward direction (+kz).
In the transverse CRIB (TCRIB) configuration, the electric field
is applied transversally to the sample as shown in Fig. 6.10. In
transverse broadening CRIB, the atomic absorption line is equally
broaden for each position z. Therefore, the echo emitted from ear-
lier slices will be absorbed in the rest of the sample. The electric
field configuration can be changed from transverse to longitudinal,
as shown in Fig. 6.11, in which case, ions in different slices will
be shifted differently in frequency. Using this configuration the
echo emitted from the first slice of the sample will be absorbed by
the last few slices. Using a longitudinal electric field significantly
simplifies the experiments. In addition, GEM opens the way for
new features, such as changing the time order of the input pulse
sequence in the medium, as discussed in detail in Ref. [137].

Recently, other photon-echo-based protocols proposed for
quantum memory demonstration, such as revival of silenced echo
(ROSE) [138], hybrid photon echo rephasing (HYPER) [139], and
rephased amplified spontaneous emission (RASE) [140, 141]. No
need for spectral engineering preparation is one of the main ad-
vantages of these new protocols, in contrast to other protocols
mentioned above.

6.3.6 The low finesse cavity and the ensemble
approach

Optical cavity systems have a variety of applications, for example,
increasing atom-light coupling efficiency [142], as spectral filters
[143], as etalons to construct single-mode lasers [144], and in laser
frequency stabilization [69, 70]. In gravitational wave detection, a
Fabry-Pérot cavity is used to store photons for almost a millisecond
while they “bounce” up and down between the mirrors [145]. In
this section, cavity-assisted quantum memory is introduced, which
is the heart of the efficient quantum memory described in Paper V
and Paper VI.

In Sections 6.3.1 and 6.3.2, improving the light-matter cou-
pling based on the high-finesse cavity-enhanced interaction of
light with a single atom [117], and the use of an optically thick,
free-space atomic ensemble [5, 146] were discussed, respectively.
A third alternative is to combine the advantages of both these
approaches in an intermediate approach to implement an efficient
quantum interface in a weakly absorbing solid-state medium. In
this approach, an ensemble of atoms inside a low-finesse cavity
can be used to enhance the coupling efficiency between light
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Figure 6.12. The
impedance-matched condition in
the absence of any absorber in a
symmetric (R1 = R2) Fabry-Pérot
cavity will provide Itrans = Iin
and Iout = 0.
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Figure 6.13. The
impedance-matched condition in
the presence of an absorber αL in
an asymmetric (R1 = e−2αL and
R2 = 1) Fabry-Pérot cavity will
provide Eout = 0, while Ein is
fully coupled to the absorber
inside the cavity.

and matter. A general theoretical discussion on the ability of
this intermediate approach in the demonstration of an efficient
quantum memory is discussed in Refs. [147, 148].

The impedance-matching condition

In 2010, a specific criterion (the impedance-matching condi-
tion) for application in quantum memories was introduced at the
same time by two research groups [149, 150]. According to this cri-
terion, complete absorption of the input pulse can be obtained for
weakly absorbing materials if they are placed in a cavity [149, 150].
The absorption during one round trip of the cavity should be ex-
actly equal to the transmission of the input coupling mirror, and
there should be no other losses during the cavity round trip. Ob-
taining this condition, which is called impedance-matched con-
dition, is a vital step towards efficient quantum memories using
weakly absorbing media.

This criterion can be clarified by comparing two cases. Let
us first consider a Fabry-Pérot cavity with identical mirror re-
flectivities (R1 = R2), and no absorber or losses inside. At the
resonance frequency of the cavity, the input and output intensities
will be equal (Iin = Itrans), while the reflected intensity vanishes
(Iout = 0), as illustrated in Fig. 6.12. In the second case, an ab-
sorber with absorption coefficient α is inserted into a Fabry-Pérot
cavity with an output mirror reflectivity R2 = 1. This cavity will
satisfy the impedance-matched condition if R1 = e−2αL (where L
is the cavity length) there are no other losses during the cavity
round trip. This condition is shown schematically in Fig. 6.13.

The impedance-matching condition can be also described based
on the different fields inside the cavity. Consider part of the in-

coming field
−→
E in which is directly reflected (

−→
E refl) at the first

mirror surface (R1), (see Fig. 6.13). The field leaking out from

the cavity through R1 (
−→
E leak), is coherently added to

−→
E refl such

that
−→
E out =

−→
E refl +

−→
E leak. At the impedance-matched condition,−→

E refl and
−→
E leak differ in phase by π, but have the same amplitude

| −→E refl |=|
−→
E leak |. This means that

−→
E out should ideally vanish if

the impedance-matching condition is satisfied.

Using this configuration, the input light will be completely
absorbed by the absorber inside the cavity, in the ideal case. To
use this configuration as a quantum memory, the next step is to
keep track of the quantum state phase (coherence property) in
the atomic ensemble. This is possible by preparing the absorption
distribution based on one of the schemes discussed in Section
6.3.5. Regardless of the quantum memory scheme employed, the
background absorption should be minimized. In Paper V and Pa-
per VI, a cavity configuration was employed around the absorber
material, and more than one order of magnitude improvement
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Figure 6.14. The efficiency of an
AFC-cavity quantum memory.
Different traces belong to the
available AFC peak absorption
(d) inside the cavity. For further
details see text.

in memory efficiency, compared to that obtained without the
cavity, was demonstrated. The praseodymium absorption line in
Pr+3 : Y2SiO5 was tailored using the AFC protocol [113], and an
impedance-matched cavity configuration [149] was employed to
enhance the quantum memory efficiency.

A theoretical prediction of the storage and retrieval efficiency
based on the AFC technique inside an impedance-matched cavity
is given by [149]:

ηAFCcavity = [
2(1−R1)

√
R2

(1−√R1R2e−
d
F )2

]2(
d

F
)2e−

2d
F e−

7
F2 e−d0 (6.20)

where d, d0, and F are the AFC peak absorption, background
absorption, and the AFC finesse (∆

γ ), as shown in Fig. 6.9,
respectively. The reflectivity of the mirrors are R1 and R2,
as shown in Fig. 6.13. Based on Eq. 6.20, the efficiency of
an AFC-cavity quantum memory with AFC finesse F = 10
and background absorption d0 = 0 in an asymmetric cavity
(R2 = 0.997), as a function of the input mirror reflectivity R1, is
shown in Fig. 6.14. Different traces belong to the available AFC
peak absorption (d) inside the cavity. The best memory efficiency
(η ≈ 92%) was obtained at the impedance-matched condition

R1 = e−
2d
F = e−0.2 ≈ 0.82.

Strong dispersion and cavity free spectral range

The cavity transmission line-width and mode separation are
vital parameters in all cavity-based applications. The relation be-
tween these two cavity parameters and the medium dispersion is
presented here, and finally the medium absorption structure is dis-
cussed [151, 152]. To this end, we will start with the mode spac-
ing calculation in the absence of ion absorption inside the cavity.
A cavity without any absorber inside is henceforth called a “cold
cavity”. According to the round-trip phase condition, constructive
interference between all plane waves inside the cavity is required
for on-resonance transmission through the cavity needs:

φ(ν) =
2πνnr(ν)2L

c0
= 2πq (6.21)

where ν is the frequency, nr is the real refractive index, 2L is
the round-trip distance inside the cavity, c0 is the speed of light in
vacuum, and q is an integer. The frequency mode spacing is then
given by:

∆νmode = νq+1 − νq =
c0

2Lnr(ν)
(6.22)

Introducing an ion absorption frequency distribution α(ν) to
the cavity will affect the real refractive index nr(ν). Indeed, the
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relation between the absorption coefficient and the refractive index
is a result of the Kramers-Kronig relations, which relate the real
(kr) and imaginary (ki) parts of the susceptibility of a medium
(Eq. 5.5.13 in Ref. [49]):

kr(ν) =
2

π

∫ ∞
0

ν′
ki(ν

′)

ν′2 − ν2
dν′ (6.23)

ki(ν) =
2

π

∫ ∞
0

ν′
kr(ν

′)

ν′2 − ν2
dν′ (6.24)

.
Suitable approximations are needed to extract the frequency

mode spacing relation in presence of a dispersive medium. The
small fractional frequency spacing and the variation in refractive
index with frequency between the modes motivate the use of Taylor
expansion about the central mode νq. Taylor expansion to the first
order gives an approximate expression for the real refractive index:

nr(νq+1) ≈ nr(νq) +
dnr(νq)

dν
(νq+1 − νq) (6.25)

Recalculating the frequency mode spacing from Eq. 6.22 in a
dispersive medium according to Eq. 6.25 leads to:

∆νmode = νq+1 − νq

=
c0
2L

[
q + 1

nr(νq+1)
− q

nr(νq)
]

≈ c0
2L

1

nr(ν) + ν dnr(ν)
dν

(6.26)

The definition of the group velocity of light

ν−1
g =

1

2π

dk

dν
=

1

c0

d(νnr(ν))

dν
=

1

c0
[nr(ν) + ν

dnr(ν)

dν
] =

ng(ν)

c0
(6.27)

where k is the wave number, together with Eq. 6.26, gives a sim-
ple equation for the frequency mode spacing in the cavity in the
presence of dispersion.

∆νmode ≈
c0
2L

1

ng(ν)
=
νg(ν)

2L
(6.28)

The Eq. 6.28 shows the possibility of controlling the cavity
mode spacing by controlling the group refractive index (ng(ν)). On
the other hand, manipulation of the ion absorption frequency dis-
tribution, α(ν), will affect the dispersion via the Kramers-Kronig
relations. Therefore, the possibility of engineering the ion absorp-
tion frequency distribution allows the cavity mode spacing to be
engineered.

Based on Eq. 6.26 there are four different regimes for the group
velocity and, consequently, the frequency mode spacing.
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1. If nr(ν) � ν dnr(ν)
dν then Eq. 6.26 is almost the same as Eq.

6.22 when there is no dispersion relation.

2. If nr(ν) � ν dnr(ν)
dν the group velocity is decreased and, ac-

cording to Eq. 6.28, the frequency mode spacing in the cavity
will be closer. This regime is called the slow light regime.

3. If nr(ν) ≈ −ν dnr(ν)
dν the denominator in Eq. 6.26 will be

very small and the group velocity is much higher than phase
velocity, leading to the fast light regime.

4. If nr(ν) < −ν dnr(ν)
dν then the group velocity has the opposite

direction to the phase velocity.

75





Frequency 
A

b
so

rp
ti

o
n

 

𝚪 

𝛂𝐞𝐝𝐠𝐞𝒍 

𝛂𝒊𝒏𝒍 

𝝂𝟎 𝝂 

Figure 7.1. Schematic for a
typical spectral filter.

Chapter 7

Spectral-temporal filters

The combination of large inhomogeneous broadening and narrow
homogenous broadening of RE ions, which is discussed in Section
2.4, could be used with advantage to engineer a very narrow-band
spectral filter. In practice, this filter is made possible by employing
a laser with a frequency stable narrow line-width of the order of the
homogenous line-width. Then, through optical pumping, one can
remove a subset of ions in the inhomogeneous profile and create a
sharp spectral hole or spectral edge. Sharpness refers here to the
difference between the maximum and minimum absorption within
a certain frequency window ν − ν0 as shown in Fig. 7.1. One of
the inherent properties of spectral filtering with a sharp absorption
edge is a strong dispersion through the Kramers-Kronig relation.
Therefore the output signal after the filter will experience a delay
in the time domain. In this chapter, we will discuss the design of
a spectral filter in a particular crystal (0.05%Pr3+ : Y2SiO5), and
describe the slow light effects that are exhibited by such a spectral
filter and then try to optimize its performance by combining spec-
tral and temporal (slow light) filtering. At the end of this chapter,
some applications of such spectral-temporal filters are discussed.

7.1 Spectral filter design

In this section we discuss the use of the 3H4 − 1D2 transition of
a 0.05%Pr3+ : Y2SiO5 crystal as an example of a spectral fil-
ter design, but the main idea could be extended to other RE ion
doped crystals. In Pr3+ : Y2SiO5, the sharp edge spectral filters
are created by taking advantages of the large ratio between the
ion’s inhomogeneous broadening (∼5 GHz) and its homogeneous
broadening (∼1 kHz). To be able to use the advantage of narrow
line-width in practice, the frequency stabilized laser is used that
is discussed in Chapter 4.
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In this section, we take up the specific approaches to maximize
the edge absorption, αedge, minimize the transmission window ab-
sorption, αin, and possibly minimize Γ (see Fig. 7.1). Typically,
we are dealing with Γ on the order of 1-2 MHz. The spectral filter
is produced using spectral hole burning (SHB) technique. SHB can
be started by simply shining the laser beam onto the inhomoge-
neous profile, optically pumping and removing ions from one of the
hyperfine ground states (for instance ±1/2g of Pr3+ : Y2SiO5 in
Fig. 2.4) and putting them somewhere else (for instance in the
±5/2g, Fig. 2.4). To maximize αedge, obviously we have to place
the laser frequency at the center of the inhomogeneous profile. This
will be the frequency position of our spectral filter and it is consid-
ered as the center frequency ν0 afterwards. However, is it possible
to increase the absorption of the crystal even more than the ab-
sorption at the center of inhomogeneous profile? Here, I suggest a
pulse sequence which can give a positive answer to this question.
To accomplish this goal, we designed an erasing sequence which
must be applied before the actual hole burning sequence. The
erasing pulses pump the ions back into an absorbing state at the
frequency of interest, in our case ν0. In fact by pumping the ions
into a particular initial state we maximize the optical absorption
at that particular state.

In a typical experiment our purpose was to prepare a spectral
filter that would be transparent from -1 MHz to 1 MHz about
ν0 = 0 MHz. To do this, the erasing sequence was as follows:

1. Chirp the laser from 16 MHz to 20 MHz for tE1 (∼ 86µs)
and wait for tE2 (∼ 500µs, roughly 3 times the optical T opt1 ,
or long enough for excited state population relaxation)

2. Chirp from -20 MHz to -16 MHz, with erasing and waiting
time the same as in step (1)

3. Repeat (1) and (2) many times, but each time increase the
erasing frequency outward away from the central frequency
by a step of 4 MHz, so that the there is no spectral overlap
between consecutive pulses. For example, the second repeti-
tion would chirp from 20 MHz to 24 MHz and -24 MHz to
-20 MHz. This was repeated until finally the total frequency
range spanned by the erasing pulses was -40 MHz to -16 MHz
and 16 MHz to 40 MHz.

4. Repeat the previous sets of erasing pulses, as described in
(1), (2), (3), typically 150 times.

The sequence above provides an example of how to improve
the absorption at the frequency of interest. For a specific appli-
cation, we can use the same scheme but we need to optimize the
Rabi frequency and number of pulses. The numbers above are
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Figure 7.2. Pulse sequences for spectral-temporal filter demonstration
versus frequency. For more discussion see the text.

used to demonstrate a spectral filter while the beam diameter at
the crystal was ≈ 3 mm and we were therefore limited by the
available Rabi frequency. This is the reason that we used so many
pulses to achieve the best construction. For these pulses a spe-
cially designed frequency chirp is used. This chirp is a mixture of
a linear sweep and a complex hyperbolic secant, or Sechyp [153].
The linear sweep function is added at the center of the Sechyp
frequency chirp function ( Eq. 2 in Ref. [153]) while ensuring that
the first and second derivatives are continuous. This special type
of chirped pulse, which may be denoted Sechyp-scan, optimizes
population transfer efficiency and keeps unwanted excitations to a
minimum level [154, 155]. We did not use a continuous chirp from
16 MHz to 40 MHz, because in this range the ions need time to
relax from the excited state between excitations cycles in order to
achieve efficient ground state population redistribution.

After the erasing procedure, we start the hole burning se-
quences by means of a series of sechyp-scan pulses which scan
about the center frequency from -1 MHZ to 1 MHz. This spectral
hole was burned with 80 µs pulses (tB1 in Fig. 7.2), consecutive
pulse separations of 500 µs (tB2 in Fig. 7.2), and repeated 1000
times. To make a symmetric spectral hole, the scanning direction
was flipped for every other burning pulse, i.e. -1 MHz to +1 MHz
then +1 MHz to -1 MHz and so on.

I then felt that it would be interesting to compare the spectral
filter obtained with and without the suggested erasing procedure.
To this end, two sets of simulations were carried out. The results
are presented in Fig. 7.3. These simulations are based on the
assumption that the initial absorption profile, within the range
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Figure 7.4. Transmitted intensity
versus detuning. Top-hat shaped
spectral filter demonstrated in a
1.2 cm 0.05% Pr3+ : Y2SiO5 at
cryogenic temperature (∼3 K).
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Figure 7.3. Hole burnig simulation. (a) No eraser and then a 2 MHz
hole burning. (b) Suggested eraser procedure and then a 2 MHz hole
burning at frequency ν0 = 0.

considered, is independent of frequency. Then ions are repopulated
between the Pr3+ : Y2SiO5 energy levels based on the input
pulses and by considering the actual branching ratios. For the
comparison, two different cases were defined:

1. No eraser, 2 MHz hole burning as shown in Fig. 7.3a

2. The suggested eraser procedure and then a 2 MHz hole burn-
ing, shown in Fig. 7.3b.

We can compare the relative absorption at the side of the 2
MHz hole burnt at center frequency ν0 = 0 as shown in Figs.
7.3a and 7.3b. This comparison shows a clear improvement of the
absorption edge, αedge, for the spectral hole created at ν0 = 0,
when the eraser pulses is employed.

With the above preparation procedure, we were able to cre-
ate in an efficient manner a 2 MHz wide approximately “top-hat”
shaped spectral hole as shown in Fig. 7.4. The transmitted inten-
sity inside the transparent spectral region was attenuated less than
3dB. However, at ν = 2 MHz away from the center it was more
than 45 dB when measured with a collimated laser beam and 33
dB when measured with highly scattered light, respectively. Thus
the on/off ratio was ∼30 dB for diffuse light and ∼42 dB for col-
limated light.

7.2 Temporal filtering

The phenomenon of slow light attracted many interests in the past
decade because of the successful early demonstrations of very slow
propagation speeds [156] and even stopped light [157]. In addition,
slow light was observed in a solid using a Pr3+ : Y2SiO5 crystal
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[158]. Since then slow light has been employed for numerous ap-
plications such as classical and quantum information storage, syn-
chronization of optical pulses, high-precision spectroscopy, radar
beam steering, etc. [159]. In this section, we discuss the role of
the slow light effect on improving the overall filter suppression.

(a) Before filter      

(b) After filter      

Time 

Time 

0 
Delay time      

Low  
frequency      

High  
frequency 

Figure 7.5. A schematic illustration of the effect of different phase
velocities of different frequency components in a pulse (a) the input
pulse to the spectral filter. (b) the delayed pulse after the spectral
filter.

An intuitive picture for understanding the time delay created
by a spectral filter can be obtained by decomposing the input pulse
into several frequency components. A typical pulse is shown sim-
ply in Fig. 7.5a using three frequency components . In the case
of the input pulse passing through a sharp spectral filter, differ-
ent frequency components experience different propagation speeds.
Therefore, the summation of the frequency components after pass-
ing through the spectral filter will be constructive at a different
time. The envelope of a delayed pulse is shown schematically in
Fig. 7.5b.

Let us now calculate the effect of the spectral filtering on the
group velocity for a typical pulse which passes through the spectral
filter. According to the definition of group velocity:

v−1
g =

1

2π

dk

dν
=

1

c

d(νnr(ν))

dν
=

1

c
[nr(ν)+ν

dnr(ν)

dν
] =

ng(ν)

c
(7.1)

One can see the spectral filter as an ion absorption frequency
distribution α(ν) which is related to the imaginary part of the
susceptibility, ki(ν), of the medium. It is possible to calculate
the real part of the susceptibility, kr(ν), based on Kramers-Kronig
relations (Eq. 5.5-13 in Ref. [49]):

kr(ν) =
2

π

∫ ∞
0

ν′
ki(ν

′)

ν′2 − ν2
dν′ (7.2)
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Figure 7.6. Slow light effect. The
input optical Gaussian pulse with
tfwhm = 1µs (black trace) sent to
the center frequency of a spectral
filters with different widths, Γ,
demonstrated in a 1.2 cm long
Pr3+ : Y2SiO5 crystal. The
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the orange trace which is
equivalent to a group velocity of
vg=700 m/s.

ki(ν) =
2

π

∫ ∞
0

ν′
kr(ν

′)

ν′2 − ν2
dν′ (7.3)

and we know the real part of the susceptibility is related to the
real refractive index, nr(ν). Therefore, one can measure α(ν) ex-
perimentally and then calculate nr(ν) based on Kramers-Kronig
relations and finally also the group velocity as follows:

vg =
c

ng
=

1

nr(ν) + ν dnr(ν)
dν

(7.4)

Based on Eq. 7.4, we have the possibility to control the group ve-
locity of the input pulse by engineering real refractive index nr(ν)
through the absorption frequency distribution α(ν). The results
in Paper IV show the possibility to design the spectral filter in

the regime when nr(ν) � ν dnr(ν)
dν , which is called the slow light

regime. The different regimes of this phenomenon are discussed in
Section 6.3.6.

For the case that the spectral filter width, Γ, is much narrower
than the inhomogeneous broadening and much wider than the laser
line-width, we can (approximately) write the group velocity, vg, for
a pulse propagating through the spectral filter as follows [160, 161]:

vg =
2πΓ

α
(7.5)

where Γ is the spectral filter width and α = αedge − αin as shown
in Fig. 7.1.

Let us now calculate the relevant time delay for a Fourier lim-
ited pulse with a spectral width in the order of γ in a crystal with
length L:

tdelay =
L

vg
=

αL

2πΓ
(7.6)

which means that we will have a delay of more than the pulse
duration if αL > 2π. The absorption depth � 2π is realistic to
achieve in Pr3+ : Y2SiO5 crystal.

Once the spectral filter was demonstrated, it was possible to
take the next step: the optimization of the temporal filtering based
on the slow light effect. A typical spectral filter such as the one
shown in Fig. 7.4 was demonstrated experimentally using a 1.2
cm long Pr3+ : Y2SiO5 crystal with Γ = 1 MHz. A Gaussian
pulse of light with tfwhm = 1µs sent through the center frequency
of the spectral filter. The output Gaussian pulse was delayed by
about 10µs ( see the purple trace in in Fig. 7.6). A set of experi-
ments with different spectral filter widths Γ are also shown in Fig.
7.6. Measurments for all three conditions show a significant time
separation between the input pulse to the spectral filter and the
delayed pulse afterwards. Therefore, employing this spectral filter
also provides another degree of freedom, in the time domain, for
filtering purposes.
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7.3 Applications

Based on the demonstrated spectral-temporal filter which is shown
in Fig. 7.4, we can selectively filter out one of two optical pulses
(at λ ≈ 606 nm) which are separated about 2 MHz by an approxi-
mately 30 dB suppression. A variety of applications could be sug-
gested for such a narrow-band and sharp edge spectral-temporal
filter such as the one demonstrated using the Pr3+ : Y2SiO5 crys-
tal. In this section, we will discuss some applications in more
details.

7.3.1 Ultrasound Optical Tomography

In this section, we describe the use of our prepared spectral-
temporal filter in an environment which is essentially outside of
the scope of the present thesis. However, it is interesting to see
how broad the applications of such a filter can be. We will discuss
the application of the present spectral filter for optical imaging of
biological tissue. The technique is called ultrasound optical to-
mography (UOT) because we take advantage of the interaction
between ultrasound and light.

Generally, in an imaging process we need to optimize both the
contrast and the resolution of the image. Having both properties
in imaging biological tissue is a challenging task because of the
relatively high scattering in the medium. The contrast is defined
as the ratio between the brightest color (white) to the darkest color
(black). This property has similarities with dynamic range, which
is the ratio between the largest and smallest possible values of a
changeable quantity. Light can have relatively good contrast in a
biological tissue. Resolution, on the other hand, is the ability of an
imaging system to make distinguishable details in the object that is
being imaged. The resolution properties of light are very poor in a
highly scattering medium such as biological tissue. Ultrasound, on
the other hand, propagates almost ballistically with a scattering
coefficient three orders of magnitude smaller than visible light.
Therefore, ultrasound can provide relatively good resolution, but
unfortunately it has a poor contrast property. One can thus think
about combining light and ultrasound to get the advantages of
both.

Having both light and ultrasound inside a scattering medium,
such as biological tissue, causes amplitude and phase modulation
of the probe illumination, νl, by ultrasound, νs. This produces new
optical frequencies shifted from the original by +/- the ultrasound
frequency νs. In principle these modulation sidebands, νl±νs, can
be filtered out from the unmodulated scattered light, νl, to reveal
the UOT signal. The interaction between pulsed ultrasound and a
light pulse in biological tissue is shown schematically in Fig. 7.7a.
After the interaction in the tissue, the carrier and sidebands are
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Figure 7.7. A schematic illustration of the ultrasound optical to-
mography (UOT) principle. (a) Ultrasound shifted light (sidebands)
are created by an interaction between the laser beam and pulsed ultra-
sound in the tissue. Black, green, and red arrows represent the spatial
distribution of the carrier frequency and lower and higher frequency
sidebands, respectively. (b) Comparison between the intensity and fre-
quency separation of the carrier (black) and sidebands (green and red).
(c) Schematic of a spectral filter with capability of filtering out either
green or red sideband.

shown in Fig. 7.7b. For filtering purposes it is much easier to
increase the ultrasound frequency and thereby separate the carrier
and sidebands. On the other hand, the ultrasound modulation
efficiency will decrease at higher frequencies. Therefore, because
of the trade off between these two quantities, the ultrasound fre-
quency in Paper IV was set to νs =2.3 MHz. A well-functioning
spectral filter, which is shown in Fig. 7.7c, needed to suppress the
carrier signal, which is ∼three orders of magnitude larger than the
sideband. Monitoring the intensity of the light shifted by the ul-
trasound while scanning the ultrasound focus on the sample then
produces an image of the interior of the object.

The main technical challenges for deep tissue imaging and other
demanding applications of optically detected ultrasound are due
to the sidebands, νl±νs, being typically many orders of magnitude
weaker than the carrier signal, νl. Therefore the key task is filtering
out these relatively weak sidebands from the much stronger carrier
signal.

The main attempt of the UOT experiment in Paper IV is to
go to deep (>5 cm) tissue imaging. Light leaving a thick biological
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tissue has a large etendue, which is defined by the product of the
light solid angle and area [162]. The reason for large etendue is
that, the light is fully diffused and emerges with essentially a 4π
solid angle. Combining this with the large size (∼10 cm) of tissue
samples used in medical or biological applications, gives a very
large etendue ∼100,000 sr −mm2 (see Fig. 1b of Paper IV). For
fully diffused light, the etendue of the detection system approxi-
mately determines the fraction of ultrasound shifted photons that
can be collected. To get a feel for the magnitude of this problem,
consider that typical interference-based optical color filters have
orders of magnitude smaller than the etendue ∼100, and versions
of these that are narrow-band enough (∼1 MHz confocal Fabry-
Pérot) to filter out ultrasound modulated photons have etendue
< 1 (see Fig. 1b of Paper IV). The prepared spectral-temporal
filter based on the persistent spectral hole burning (PSHB) tech-
nique in Paper IV clearly achieved much better etendue compared
to other filtering schemes in the type of applications proposed so
far. Actually, by far the largest etendue yet reported is with spec-
tral hole burning (SHB) materials [163, 164].

Pulsed ultrasound excitation is generally preferred over contin-
ues wave due to its high resolution in the ultrasound propagation
direction, faster imaging speed and compatibility with the well-
established conventional ultrasound imaging techniques [165, 166].
A schematic illustration of pulsed ultrasound is shown in Fig. 7.7
by solid blue, which moves in the same direction as the ultrasound
propagation direction. A tumor in the tissue will absorb much
more light than other parts of the tissue. Therefore, the presence
of a tumor in the tissue will be detected by the absence of the
whole or part of the sideband signal. This is discussed more in
greater detail in Paper IV.

In addition to the spectral filtering, the sideband signal is de-
layed due to the slow light created through the persistent spectral
hole burning and this in turn improved the performance of the
ultrasound modulated optical tomography such that it was possi-
ble to image up to a 9 cm thick tissue phantom, as described in
Paper IV. The unprecedented performance of this filtering combi-
nation comes from the fact that slow light provides an additional
temporal degree of freedom that enhances the spectral selectivity
of the hole burning filter. Projections based on straightforward
improvements in the experimental apparatus show that imaging
in even thicker phantoms should be possible. Here we note that
even though this demonstration was carried out at a wavelength of
606 nm, slow light has also been observed in materials that work in
the therapeutic window (for example Tm:YAG [167] at 800 nm).
Thus slow light may find an application in early cancer detection
via UOT. The UOT technique has potential applications to bio-
logical and medical imaging, for example early tumor detection, as
well as non-contact ultrasound imaging for a variety of commercial,
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government, and research applications.

7.3.2 Quantum memories

The discussion in this section also has interesting implications for
the possible application of the demonstrated spectral-temporal fil-
ter to the development of quantum memories.

As we discussed in Section 3.5, one of the fundamental limita-
tions of conventional photon echo for quantum memory applica-
tions is the spontaneous emission from strong rephasing pulses at
the same time as the echo emission. The spontaneous emission is
actually much larger than the single photon level echo emission.
The strong rephasing pulse is replaced by switching for instance an
electric field in CRIB or GEM protocol to avoid the strong spon-
taneous emission as discussed in Section 6.3.5. The strong rephas-
ing is not needed in AFC protocol [113], because of the inherent
rephasing process between AFC peaks. However, for all mentioned
protocols, to extend the storage time (or to obtain on-demand stor-
age with the AFC technique) we need to employ a pair of bright
optical transfer pulses to map the quantum state from the optical
state to the shelving state and vice versa. These pulses are sepa-
rated out from the echo emission by ground state hyperfine state
separation, for instance ≈10.2 MHz in the Pr3+ : Y2SiO5 crystal.
In addition, the time separation between the second bright transfer
pulse and the echo emission is short (∼ several µs). The transfer
pulse can disturb the emitted echo through off-resonance excita-
tion or a scatting procedure. Therefore, it would be important to
find a way to circumvent this problem.

Let us now be more specific and talk about quantum memory
preparation based on an on-demand AFC protocol in a Pr3+ :
Y2SiO5 crystal. In this case, the ground state hyperfine sepa-
rations are 10.2 MHz and 17.3 MHz (see Fig. 2.4). According
to the AFC protocol, which is discussed in Section 6.3.5, we can
use the ±1/2 and ±3/2 states for the memory. This will lead
to a 10.2 MHz frequency separation between the strong transfer
pulse and the echo emission. Therefore, we can easily modify the
demonstrated spectral filter for the UOT experiment in Paper IV
to render them useful for quantum memory application. Actually,
the larger frequency separation between two pulses in the quantum
memory application provides less constraint for the spectral filter
preparation. We can even think of creating an absorption edge
to have a low-pass or high-pass spectral filter instead of narrow-
band spectral filter. This could be an option, in case the spectral
filtering limits the mode capacity of the AFC technique.
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In 2008, as this thesis work was starting, quantum memory was
a quite new topic for the experimental quantum information com-
munity. Soon, different protocols in different materials were pro-
posed, thus promoting the growth of this new-born infant. Several
experimental groups started to demonstrate and improve differ-
ent aspects of quantum memories. Fidelity, storage and retrieval
efficiency, storage time, bandwidth, multi-mode storage, and op-
erational wavelength were the main properties of concern.

During the course of the research described in the present the-
sis, we focused mostly on optimization of the storage and retrieval
efficiency. We moved toward our goal by construction of a fre-
quency stabilized laser source in combination with employing the
pulse shaping setup that enable us to obtain about 1% accuracy
over a range of more than six orders of magnitude in intensity.
This high efficiency is mainly a product of our highly controllable
and precise spectral engineering techniques.

Most quantum memory protocols require relatively high optical
depth to increase light-matter coupling efficiency and finally over-
all storage and retrieval efficiency. But in 2010, new proposals from
the research community suggested combining a low finesse cavity
and ensemble approaches for efficient quantum memory construc-
tion in the weakly absorbing media. Based on these proposals
and using Pr3+ : Y2SiO5 , we demonstrate the highest storage
and retrieval efficiency based on the AFC protocol achieved so far.
The low finesse cavity configuration, with advantages of having
the quantum memory in a weakly absorbing media, opens up the
possibility of utilizing materials with low optical depth but good
coherence properties (e.g. Eu3+ :Y2SiO5). This creates a promis-
ing future for combining high efficiency and multi-mode capacity.

Another benefit of the low finesse cavity configuration com-
pared to the single-pass crystal, is demonstrating a high overall
efficiency in the short crystal length and consequently small phys-
ical storage volume. This cavity configuration can simplify the
implementation of long-term storage in the hyperfine levels. Stor-
age in the hyperfine levels requires a radio frequency (RF) signal
to drive the spin state transition to compensate for the spin in-
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homogeneous broadening. Quantum memories demonstrated in a
smaller physical volume require lower RF power. This property
may in practice significantly simplify the process of having long
storage time and high efficiency quantum memories.

Most quantum memory protocols based on rephasing, such as
the photon echo effects, which are proposed for long storage time,
suffer from the background light noise emitted at the same time
as the echo emission. This background light would, however, nor-
mally have a different frequency compared to the quantum mem-
ory output signal. Based on spectral engineering of the inhomo-
geneous broadening of Pr3+ : Y2SiO5 , we designed and demon-
strate a narrow-band (∼2 MHz) spectral-temporal filter for biolog-
ical tissue imaging purposes. The same spectral-temporal filtering
technique can also be applied for quantum memory construction
in the future. Indeed, this spectral-temporal filter can suppress
background noise and helps to distinguish the output single pho-
ton level signal emitted from the quantum memory. As a second
suggestion, we can employ an efficient second memory, which in-
volves just using a two-level system and does not have any transfer
pulses to the shelving state, after the main quantum memory. The
second memory can delay the emission from the first memory and
consequently suppress the background noise originated from the
transfer pulses in the first memory.

For the future of quantum memories, we can expect develop-
ment should move towards combining different aspects in a single
physical system. For instance, as we discuss in the present thesis,
having a high storage and retrieval efficiency and long storage time
simultaneously would create a bright future for quantum memories
based on photon-echo-like effects. This could happen in the cavity
configuration. In addition, the multi-mode capacity of quantum
memories based on photon-echo-like effects is limited by the hyper-
fine separation of the materials used. Therefore, there is a need to
investigate other materials with larger hyperfine separations, for
instance, extending the work on Eu3+ :Y2SiO5.
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Comments on the papers

I Towards an efficient atomic frequency comb
quantum memory
A. Amari, A. Walther, M. Sabooni, M. Huang, S. Kröll,
M. Afzelius, I. Usmani, B. Lauritzen, N. Sangouard,
H. de Riedmatten, N. Gisin.
Journal of Luminescence 130, 1579−1585 (2010).

In this paper, the possibility to achieve relatively high ef-
ficiency quantum memory based on the atomic frequency
comb (AFC) technique is demonstrated. The inhomoge-
nously broadened line of a 0.05% Pr3+ : Y2SiO5 crystal with
a length of 2 cm is employed to achieve a storage and retrieval
efficiency of 35% after 1 µs. At the time of publication, this
was the highest quantum memory efficiency demonstrated
based on the AFC technique.
I participated in the planning, demonstration of the AFC
structure, and took part in all the experiments.

II Storage and Recall of Weak Coherent Optical
Pulses with an Efficiency of 25%
M. Sabooni, F. Beaudoin, A. Walther, N. Lin, A. Amari,
M. Huang, and S. Kröll.
Phys. Rev. Lett. 105, 060501 (2010).

The experimental realization of a single photon level quan-
tum state storage based on the AFC technique is the main
target of this paper. To demonstrate a memory for optical
quantum state storage, one needs to test it with a low photon
number to ascertain that it operates in the quantum level.
The same quantum efficiency achieved at the single photon
level and the classical light level is called linearity response
of the memory. This paper supports the linearity of the AFC
technique which is used for the rest of the papers.
I participated in the planning, took part in all the experi-
ments and wrote the manuscript as a corresponding author.
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III Hyperfine characterization and spin coherence
lifetime extension in Pr3+ : La2(WO4)3

M. Lovrić, P. Glasenapp, D. Suter, B. Tumino, A. Ferrier,
P. Goldner, M. Sabooni, L. Rippe, and S. Kröll.
Phys. Rev. B 84, 104417 (2011).

In this paper, the praseodymium hyperfine interaction of
Pr3+ : La2(WO4)3 is characterized and the spin Hamil-
tonian parameters are determined by numerical analysis of
Raman-heterodyne spectra collected over a range of static
external magnetic-field strengths and orientations. The po-
tential of Pr3+ : La2(WO4)3 for quantum memory applica-
tions is shown by measuring the spin coherence lifetime in
a magnetic field that is chosen such that small additional
magnetic fields, to first order, do not shift the transition fre-
quency. Experimental results demonstrate a spin coherence
lifetime of 158 ms which is almost 3 orders of magnitude
longer than in zero field.
I participated in the planning, took part in all the experi-
ments and was involved in the interpretation of part of the
experimental results.

IV Slow light for deep tissue imaging with ultrasound
modulation
H. Zhang, M. Sabooni, L. Rippe, C. Kim, S. Kröll,
L. V. Wang, and P. R. Hemmer.
Appl. Phys. Lett. 100, 131102 (2012).

In this paper, persistent spectral hole burning (PSHB) in
Pr3+ : Y2SiO5 is employed to demonstrate a narrow-band
spectral filter of ∼ 2 MHz with a suppression of ∼30 dB for
diffuse light. In addition, the strong dispersion within the
spectral filter frequency region provide a time delay based on
the slow-light effect. The slow light gives complete temporal
discrimination and improves the performance of the narrow-
band spectral filters. This narrow-band spectral filter is used
to optically detect ultrasound from deep inside highly scat-
tering tissue. We demonstrate this capability with a 9 cm
thick tissue phantom, having 10 cm−1 reduced scattering co-
efficient, and achieve an unprecedented background-free sig-
nal.
I participated in the planning, designing, and took part in
all the experiments and wrote part of the manuscript.
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V Cavity enhanced storage-preparing for high
efficiency quantum memories
M. Sabooni, S. T. Kometa, A. Thuresson, S. Kröll, and
L. Rippe.
New Journal of Physics 15, 035025 (2013).

This paper shows the first experiment of using a low finesse
cavity and weakly absorbing materials to demonstrate an
efficient quantum memory. Using this approach, we experi-
mentally demonstrate a significant (∼ 20-fold) enhancement
in quantum memory efficiency compared to the no cavity
case. A strong dispersion, originating from absorption engi-
neering inside the cavity was observed. This directly affected
the cavity line-width. A more than 3 orders of magnitude
reduction of cavity mode spacing and cavity line-width from
GHz to MHz was observed. We are not aware of any previ-
ous observation of several orders of magnitudes cavity mode
spacing and cavity line-width reduction due to slow light ef-
fects.
I participated in the planning, I came up with the idea
of having a small wedge on the cavity for frequency tun-
ing. I did some simulation to understand the behavior of
the light polarization while propagating through the Pr3+ :
Y2SiO5 crystal in collaboration with Prof. Gerhard Kris-
tensson in the department of Electromagnetic theory, Lund
University. I was the main responsible for the experiments
and wrote the manuscript as the corresponding author.
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VI Efficient Quantum Memory Using a Weakly
Absorbing Sample
M. Sabooni, Qian Li, S. Kröll, and L. Rippe.
Phys. Rev. Lett. 110, 133604 (2013).

This paper contain the best storage and retrieval efficiency
achieved based on the AFC protocol, which is presently the
best multimode quantum state storage protocol. The exper-
iment is carried out in a 2 mm long praseodymium-doped
crystal (0.05 %Pr3+ :Y2SiO5) which could be considered as
a weakly absorbing medium. The advantages of the cavity
configuration is used by depositing a reflection coating di-
rectly onto the crystal surfaces. Efficient quantum memories
in a weakly absorbing media, opens up the possibility of uti-
lizing materials with low optical depth but good coherence
properties (e.g. Eu3+ :Y2SiO5).
I participated in the planning, I came up with the idea of
finding out the impedance-matching condition on the cavity,
experimentally. I was the main responsible for the experi-
ments and wrote the manuscript as a corresponding author.
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a b s t r a c t

We present an efficient photon-echo experiment based on atomic frequency combs [Phys. Rev. A 79

(2009) 052329]. Echoes containing an energy of up to 35% of that of the input pulse are observed in a

Pr3+-doped Y2SiO5 crystal. This material allows for the precise spectral holeburning needed to make a

sharp and highly absorbing comb structure. We compare our results with a simple theoretical model

with satisfactory agreement. Our results show that atomic frequency combs has the potential for high-

efficiency storage of single photons as required in future long-distance communication based on

quantum repeaters.

& 2010 Elsevier B.V. All rights reserved.

1. Introduction

The distribution of entanglement over long distances is a
critical capability for future long-distance quantum communica-
tion (e.g. quantum cryptography) and more generally for quantum
networks. This can be achieved via so-called quantum repeaters
[1–4], which can overcome the exponential transmission losses in
optical fiber networks. Quantum memories (QM) for photons [5–
9] are key components in quantum repeaters, because the
distribution of entanglement using photons is of probabilistic
nature due to the transmission losses over long quantum
channels. QMs enables storage of entanglement in one repeater
segment until entanglement has also been established in the
adjacent sections. For quantum repeaters a QM should be able to
store single-photon states with high conditional fidelity F and
with high storage and retrieval efficiency, Z [4]. Further, it has
recently been shown that in order to reach useful entanglement
distribution rates in a repeater, QMs with multiplexing capacity
(multimode QM) are necessary [3,10].

Significant progress have been achieved lately using atomic
ensembles for manipulating the propagation and quantum state
of an optical field, see Hammerer et al. [11] for a recent review.
Storage of single photons using electromagnetically induced
transparency (EIT) has been demonstrated with warm [7] and
cold vapors [6,8] of alkali atoms. Storage of light at the single
photon level has been demonstrated also in rare-earth-ion-doped
crystals (REIC) [9]. REICs are characterized by large optical
inhomogeneous broadening which enables storage and recall of

coherent information by manipulating and controlling the
inhomogeneous dephasing using echo techniques. Although tradi-
tional photon echoes cannot be used in the single-photon regime
due to spontaneous-emission noise induced by the p-pulse [12],
photon echo techniques avoiding this noise have been proposed;
controlled reversible inhomogeneous broadening (CRIB) [13–17]
and more recently atomic frequency combs (AFC) [18]. The AFC
protocol may offer a breakthrough for the practical construction
of quantum repeaters capable of achieving sufficient entangle-
ment distribution rate, since the number of modes that can be
stored in an AFC QM is independent of the memory material
absorption depth. Since the proposal of the AFC scheme, storage of
light pulses at the single photon level (so called weak coherent
states) has been shown in Nd3+:YVO4 [9]. The fidelity of the
storage was measured by storing a time-bin qubit and perform-
ing an interference measurement on the recalled qubit. The
resulting interference fringe visibility was V=95%, which corre-
sponds to a fidelity F=(1+V)/2 [19] of 97.5%. This shows that light
at the single photon level can be stored and retrieved without
introducing noise, and future experiments are likely to improve
the fidelity further. The combined storage and retrieval efficiency,
however, was only 0.5% in that experiment. A more recent
experiment in Tm3+:YAG [20] showed improved efficiency of 9%,
also with weak coherent states. Finally, storage of 64 weak
coherent states encoded in different temporal modes has been
achieved in Nd3+:Y2SiO5 [21], underlying the high multimode
capacity of the AFC scheme. In view of these encouraging results
in terms of fidelity and multimode storage, it is clear that increas-
ing the efficiency is of great importance, particularly in the
perspective future long-distance quantum repeaters where QM
efficiencies of 90% are necessary with the architectures known
today [4].
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Here we report a photon-echo experiment based on an AFC in a
Pr3+-doped Y2SiO5 crystal. We measure echoes containing an
energy of up to 35% of that of the input pulse, which is the highest
AFC echo efficiencies measured so far. This shows that AFC-based
schemes can be used for efficient light storage. This improvement
is possible because of a good control of the procedure that creates
the atomic frequency comb, via optical pumping techniques, and
because of a storage medium with high optical depth. Combs
with peaks of widths 100–300 kHz with peak absorption depths
approaching 10 were created inside a transparent region created
by optical pumping techniques in a part of the inhomogeneous
profile in a Pr3þ : Y2SiO5 crystal. We also examine parameters
related to the experimental optimization of the efficiency and
compare to a theoretical model in order to understand how to
further improve the efficiency of storage and retrieval from a
memory using the AFC scheme.

The paper is organized in the following way. In Section 2 we
give an overview of the theory of AFC. In Section 3 the
experimental setup is described. Preparation of a narrow periodic
series of absorption peaks is discussed in Section 4. In Section 5
experimental results of AFC echoes are presented and compared
with the theoretical model. Conclusions are given in Section 6.

2. Theory of AFC

We consider an ensemble of atoms with a transition jgS�jeS
having a narrow homogeneous linewidth gh, but a large
inhomogeneous broadening Ginbgh. There are thus many
addressable spectral channels within the optical transition. We
also assume that there is at least one more meta-stable ground
state, jauxS, having a long population lifetime. This allows a high-
resolution spectral shaping of the jgS�jeS transition by spectral
hole burning, where jauxS is used as population storage reservoir.
These properties are often found in rare-earth-ion-doped crystals
[22,23], which are considered here. The detailed experimental
procedure for precise spectral shaping depend on the particular
system. In Section 4 we discuss the procedure for Praseodymium
doped Y2SiO5 crystals.

We assume that the inhomogeneously broadened transition
has been shaped into a periodic series of narrow peaks, called an
atomic frequency comb, see Fig. 3. We further assume that the
light pulse to be stored has a spectral bandwidth, gp, larger than
the periodicity in the comb (gp4D), but smaller than the total
comb structure. The interaction between the input pulse and a
ground-state population grating versus frequency generally
results in a photon echo emission after a time 1=D, which is used
in accumulated or spectrally programmed photon echoes [24–29].
The echo emission arises from the evolution of the atomic
coherence induced by the input pulse, which periodically
rephases due to the periodicity in the atomic population grating.
In typical echo experiments only a small fraction of the input
pulse is re-emitted in the echo and the storage time is not variable
since it is set by the predetermined grating periodicity D. This is
not useful for quantum repeaters where efficiencies close to 100%
and on-demand read-out of the quantum memory is necessary
[3]. Solutions to these issues were, however, recently proposed in
Ref. [18].

In Ref. [18] it is shown theoretically that a comb-shaped
grating consisting of sharp and strongly absorbing peaks could
generate a very efficient echo. This can be understood in terms of
the Fourier-transform of the grating function, which governs the
evolution of the atomic coherence. The periodicity in frequency
results in a periodic time evolution, with an overall decay given by
the width of the peak in the comb. For a series of well-separated
Gaussian peaks, with full width at half maximum (FWHM) g,

the decay (dephasing) is given by e�t2 ~g2=2 where ~g ¼ g=
ffiffiffiffiffiffiffiffiffiffiffiffi

8 ln2
p

. For
the first echo emission at t¼ 2p=D this dephasing factor becomes
e�ð1=F2Þðp2=4ln2Þ (note that the factor applies to the field amplitude),
where F ¼D=g. From this observation it follows that a high-
finesse grating strongly reduces the intrinsic dephasing. In general
the dephasing factor (for the field amplitude) is given by the
Fourier-transform of one peak in the comb.

Obtaining a high efficiency echo also requires a strong
interaction between the ensemble of atoms and the field, which
can be achieved by a high absorption depth, d. It is shown in Ref.
[18] that the comb absorbs uniformly over the photon bandwidth,
under the assumption that gp4D. The effective absorption ~d

depth depend on the exact shape of the peaks in the comb, but in
general it decreases with increasing F for a given peak amplitude,
since the total number of atoms decreases. For Gaussian peaks
one finds that ~d � d=F, and the fraction of the input light that is
transmitted through the AFC is given by [18]

T ¼ e�
~d ; ð1Þ

while the absorption is simply given by 1�T. For an AFC
consisting of peaks with Gaussian line shape the resulting echo
efficiency is given by (see Ref. [18] for the derivation)

Z¼ ~d
2
e�

~de�
1
F2

p2
2 ln 2; ð2Þ

where qualitatively the first factor can be understood as the
coherent response of the sample, the second factor the
re-absorption of the echo and the last factor the previously
mentioned dephasing. For a high finesse, F, and high peak
absorption d, the efficiency tends to a maximum of 54% for an
effective absorption depth ~d ¼ 2, limited by re-absorption of the
echo. Higher efficiency can be achieved using three-level storage
and counter-propagating fields [18] (see below). In this work we
show experimental efficiencies up to 35%, which is significantly
higher than previous AFC experiments. This improvement results
from our ability to make high finesse, high absorbing comb
structures.

We also note that a solution to the predetermined storage time
was proposed in Ref. [18] (see above). It is based on coherent
transfer of the excited state amplitude to a long-lived ground
state coherence, for instance a spin coherence, before the
appearance of the echo. The memory can be read-out by
transferring back the amplitude to the excited state, after a time
determined by the user. This aspect of the proposal was recently
demonstrated experimentally [30]. A three-level system and
counterpropagating control pulses allows for a spatial reversal
of the propagation of the echo (so called backward recall). In the
absence of dephasing backward recall can reach 100% efficiency
by cancelation of the re-absorption, as discussed in Refs.
[13,15,18,31,32].

3. Experiment

The measurements were performed on the site 1 transition
1D2�3H4 at 605.977nm in a Pr3þ : Y2SiO5 crystal immersed in
liquid helium at a temperature close to 2.1K. The sample was
20� 10� 10mm3 and had a Pr3+ concentration of 0.05% which
gives an absorption depth in the range 60odo80 [33] at the
center of the inhomogeneous profile. The high absorption was
critical in order to obtain highly absorbing peaks (see Section 4).

A ring dye laser (Coherent699-21) using Rhodamine 6G
pumped by Nd:YVO4 laser (Coherent Verdi) is used to give
600mW output power at l¼ 605:977nm. The laser is stabilized
against a spectral hole in a second Pr3þ : Y2SiO5 crystal, yielding a
coherence time 4100ms and a frequency drift o1kHz=s [34]. In
order to create the desired pulse shapes and to eliminate beam
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movement accompanying frequency shifts, the laser light was
passed twice through a 200MHz acousto-optic modulator (AOM)
with a bandwidth of 100MHz. A 1 GS/s arbitrary waveform
generator (Tektronix AWG520) controlled the AOM, allowing
direct control of the light pulse amplitude, phase, and frequency.

After the AOM, the light passed through a single mode optical
fiber to clean up the spatial mode. A beam sampler removed a
small percentage of the light before the cryostat to be used as a
reference beam. The rest of the beam passed through a l=2 plate,
such that the light polarization could be aligned along the
transition dipole moment direction to give maximum absorption.
The beam was then focused to a 100mm radius at the center of the
sample, which gave Rabi frequencies of maximum 2MHz for the
strongest transitions.

The spectral structures were measured by scanning the light
frequency across the spectral structure and recording the
intensities of both the transmitted and the reference beams
[35]. The signals from the detectors were divided to reduce the
effect of laser amplitude fluctuations. The intensity of the probe
pulses were chosen such that they did not affect the created
spectral structures during the readout process. The scan rate was
also set such that it had negligible effect on the resolution of the
recorded spectra (see discussion below).

4. Preparation of AFC

Creating the atomic frequency comb structure, with good
control of all necessary parameters, such as peak height, width,
separation and number of peaks, can be challenging. Especially
considering that the frequency comb structure also preferably
should be well separated in frequency from all other absorbing
atoms in the material. However, in rare-earth-metal-ion-doped
crystals the inhomogeneous absorption profile can indeed be
efficiently manipulated, providing the flexibility needed to
meet all those requirements. This flexibility is useful not only
for AFC, but also for many other similar experiments, such as

electromagnetically induced transparency (EIT) [36], slow light
[33] or quantum computing [37,38]. Since the precise control of
the absorption structure is of particular concern for this paper, we
will here make a detailed description of how to create a test
platform for AFC experiments and essentially the same technique
can be used also for the other listed experiments mentioned
above.

4.1. Pit creation

The inhomogeneous 1D2�3H4 absorption line in Pr3þ : Y2SiO5

is about 5GHz and the homogeneous line width of a single Pr ion
is about a kHz at temperatures below � 5K. A chirped laser pulse
applied somewhere within the inhomogeneous profile will create
a spectral hole through optical pumping. The maximum width of
the spectral hole burnt by such a scan is given by the specific level
structure of the Pr3þ ion [39] (see Fig. 2). After relaxation from
excited states the ion has to be in one of the three hyperfine
ground levels, which have a total separation of 27.5MHz, but the
maximum spectral hole width is reduced by the hyperfine
splitting of the excited state levels of 9.4MHz, yielding a final
spectral hole interval of 18.1MHz. The scanned pulse will thus
create a simple, wide spectral hole, henceforth called a pit, and is
shown in Fig. 1a.

When light pulses are applied to perform operations inside the
pit, they also have a probability to interact with the tails of the
absorption profile of the ions outside the pit, and in particular
with the ions immediately outside, forming the walls of the pit.
Generally one would like to avoid such interactions and the
simple pit in Fig. 1a then is not optimal. Fortunately, it is possible
to shuffle many ions in the walls of the pit further away from the
pit. This is illustrated in the top right part of Fig. 1. In this figure, a
class of ions having the j0S-je1S transition at some specific
frequency just inside the pit and the transitions from the other
two ground state levels outside the pit, is displayed. For this ion
class, the simple burning pulse only targets the j0S-state, so only
this ground state will be emptied. However, it is clear that these
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Fig. 1. (color online) In (a) a simple spectral pit created only by scanning a pulse across a specific interval o18MHz is shown (upper part shows a schematic view and

lower part shows actual experimental data). In (b) a more optimal pit is shown, where additional burning pulses on different frequency intervals have iteratively been

applied to spectrally remove ions as far from the spectral pit as possible (see text). For an exact pulse sequence, see Appendix A. Note that the frequency scale in the two

experimental figures is different.
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ions do not have to be in the j1S state, in fact, it would be better
if they could be further shifted outwards so that all end up in
the jauxS state. This can be done by additional burning pulses at
the j1S-je1S transitions. This will cause some ions to go to the
jauxS-state but also cause some of the ions to fall back down into
the pit, and thus, to get the optimal effect, one would have to
iterate between the pulses burning at the center of the pit and the
ones burning outside it to improve the walls. Similar techniques
can be used on the lower frequency side of pit to obtain the final
optimal pit, as shown in the lower part of Fig. 1b.

4.2. Experimental implementation

The exact sequence of pit burning pulses differ depending on
the exact level structure of the ion used. Table 1 in Appendix A
lists the explicit pulses used to create an optimal pit in
Pr3þ : Y2SiO5 in this work, and the order in which we have
applied those pulses is also listed in Appendix A. When working in
other materials, essentially the same sequencing can be used, but
of course, the actual frequencies have to be changed to match the
transitions of the ion in question.

The different optical pumping BurnPitX pulses listed in Table 1
(see Appendix A) are repeated and iterated, as explained in the
previous section, in order to create good shallow walls while
maintaining no atoms inside the pit. The repetition sequence
given at the end of the Appendix A is somewhat arbitrary.
A higher number of repetitions reflects the fact that the primarily
target transition has relatively low oscillator strength. The exact
numbers can be changed a bit up or down without significant
effect on the result. There is a 1 ms waiting time after every single
BurnPitX pulse (see Appendix A), to give excited ions time to decay
back to the ground state before the next pulse arrives. The excited
state lifetime is T1 ¼ 164ms [39].

4.3. Peak creation

After a suitable pit has been created, a narrow selection of
ions is coherently burnt back into the pit. This narrow ensemble of
ions now forms an absorption peak spectrally clearly separated
from all other ions. The pulses used for this transfer are two
complex hyperbolic secant pulses (sechyp for short). The first
one targets the j5=2gS-j5=2eS transition, of ions having their
j1=2gS-j1=2eS transition at frequency zero (0) MHz. The second
pulse is applied immediately after the first, before the excited ions
can decay spontaneously, on the j5=2eS-j1=2gS transition. One
could imagine taking other routes to burn back a peak, but this
particular route is advantageous because the first pulse targets
the strongest transition, which means the exciting pulse power,
and thus power broadening effects, can be kept at a minimum.
The deexcitation pulse on the other hand then targets a weak
transition, but since this transition is inside the pit and spectrally
far away from other ions, the power can here be increased
without any power broadening effects.

Fig. 2 briefly illustrates how to create such a peak structure,
and also displays an experimentally created version. Creating a
full atomic frequency comb from this situation, is now the
relatively simple matter of adding additional coherent burn-back
pulses, with appropriate frequency offsets, creating the additional
peaks. The shape of the peaks, as well as width and absorption
height, is determined by the burn-back pulses. Changing the
spectral shape of these pulses will change the shape of the peaks,
and increasing the pulse power will cause more ions to be
transferred, which results in higher absorption peaks (as long as
there is enough ions available in the crystal at that frequency).

This yields a good control over all the essential parameters of
the AFC.

4.4. Comb structure measurement

One of the goals of this work was to compare the observed AFC
echo efficiency with the one predicted by the theoretical model
discussed in Section 2. This requires a precise measurement of the
AFC structure in order to determine the shape, width and height
of the peaks. To do this the laser was slowly swept in frequency
across the created AFC structure and the transmitted light
intensity was detected after the sample. From this transmis-
sion profile of the structure, the absorption spectrum can be
calculated. The intensity of the scan pulse was chosen such that it
did not affect the created spectral structure. For most comb
measurements we chose to scan the laser over one peak only and
lowered the scan rate to a minimum. This is to reduce the effect of
the scan rate on the measurement resolution [40,35]. By varying
the rate we confirmed that the measured width was indeed
independent of the scan rate.

The comb was created on the j1=2gS-j1=2eS transition in
order to maximize the absorption. It is, however, very challenging
to measure absorptions above d=3–4. In order to circumvent this
problem we instead measured the comb structure on the weaker
j1=2gS-j5=2eS transition, cf. Fig. 2. The ratio of these two
transitions is known from previous work [41], thus the optical
depth of the j1=2gS-j1=2eS transition is readily inferred from
the measured absorption spectrum.

5. Results and discussion

The input pulse is stored on the j1=2gS-j1=2eS transition,
which is the transition for ions in state j1=2gS with the highest
oscillator strength. This results in a comb with high optical depth
d. The bandwidth of the AFC is limited by the frequency
separation between the excited states and in the present case
this is about 4.6MHz, as set by the j1=2eS and j3=2eS separation
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(cf. Fig. 2). Fig. 3 shows a comb containing four peaks, and where
the width of each peak is about g¼ 150kHz. The separation
between the peaks was set to D¼ 1:2MHz. The pulse to be stored
has a Gaussian shape with duration 200ns, resulting in a
frequency power spectrum with FWHM 2MHz (see Fig. 3).

A high-efficiency echo is shown in Fig. 4. The emitted echo is
observed after 800ns, as expected from the comb periodicity
ts ¼ 1=D¼ 800ns. To be able to calculate the efficiency of the
echo, first a reference input pulse is sent through the empty pit
(no AFC prepared). This pulse is thus completely transmitted
through the sample. The AFC is then prepared inside the pit and
an identical pulse (the storage pulse) is sent in. This pulse is
partially absorbed in the medium and produces an echo. The ratio
between the area of the echo and the area of the reference pulse
gives the storage efficiency. A small part of the reference pulse as
well as the storage pulse is split off before they enter the cryostat
so unintentional input power differences between the reference
and storage pulses can be compensated for. For the data shown in
Fig. 4 we measured an efficiency of 35%. To our knowledge this is
the highest AFC echo efficiency observed up to date.

As discussed in Section 2 the efficiency depends strongly on
the shape of the AFC. Our comb structure measurements show
peaks that have near Gaussian shapes. This facilitates the
theoretical modeling since we can use the simple model discussed
in Section 2 and we need only then to measure two parameters;
the peak absorption d and peak width g (the finesse is calculated
from the relationship F ¼D=g). In order to make a quantitative
comparison with the model, we varied the peak absorption d and
measured the resulting input pulse transmission and echo
efficiency. This was done by increasing the power of the back
burning pulses used in the peak creation (see Section 4.3). For
each power setting we also measured the comb structure to find d

and F. The width of the peaks could be varied by changing the
chirp width of the sechyp pulses used for peak creation. We did
measurements as a function of d for two settings of the chirp; 200
and 300kHz. The measured peak widths for these two settings
were 175 and 245kHz, respectively, corresponding to F=6.9 and
4.9. With increasing back burning power (hence increasing d) the
peaks were slightly broadened due to power broadening, but the
observed increase was only 10–15% for the data considered here.
The widths given above are averages over all back burning powers
(hence d values).

In Fig. 5 we show measured transmission coefficients of the
input pulse and the efficiencies of the echo for the two data sets.
The data are plotted as a function of the measured peak
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Fig. 5. (Color online) Measured transmission of the input pulse (open circles and

left axis) and echo efficiency (closed circles and right axis) as a function of the

measured optical depth for two different experimental values of the finesse, (a)

F=6.9 and (b) F=4.9. The dashed lines are theoretically calculated transmission

coefficients and solid lines are calculated efficiencies for (a) F=4,5 and 7, and for

(b) F=3,4 and 5 (see text for details).
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absorption d as extracted from the AFC spectra. Theoretical
transmission and efficiency curves are also shown. These were
calculated using the experimental d values, for different values of
finesse. It is observed that the transmission coefficient is very
sensitive to the finesse, whereas the efficiency is less sensitive up
to d=4�5. In general the best agreement for the transmission is
obtained for a finesse lower than the one measured from the
comb spectra (see above). We can also see that the best-fit finesse
is lower for the 300kHz data set, than for the 200kHz, which is
to be expected. The echo efficiency shows a reasonably good
agreement with all three values of the finesse up to d=4�5. But
for dZ5 the discrepancy between the experimental and
theoretical values becomes significant for F=4 and 5, while for
F=3 it is still satisfactory.

The general trend, for both transmission and efficiency, is that
our data fit better with a finesse lower than the measured one. This
comparison is, however, made within the theoretical framework of
Section 2 where a comb of Gaussian peaks was assumed. Both the
transmission and echo efficiency are strongly dependent on the
actual peak shape [18,20]. For instance, the same comparison with
a Lorentzian model [20] yields very different best-fit values for the
finesse. Although much effort was devoted to the precise
measurement of the comb structure, it is still conceivable that
the actual peak shape deviate from a pure Gaussian shape.
Particularly since the sechyp pulses used for peak creation have
power spectra with more super-Gaussian shape [35]. Another
source of error could be imperfections in the peak creation pulses,
where the high power needed to obtain high optical depth might
generate an increase in the absorption background due to off-
resonant excitation. Such an additional absorption will reduce both
the experimental transmission and efficiency [9] compared to the
theoretical model in Section 2 where such an absorption back-
ground is neglected. This would particularly affect the high d range,
where indeed we observe a larger discrepancy.

6. Conclusions

We have in detail described optical pumping and preparation
procedures for creating AFC structures in Pr3þ : Y2SiO5. We were
able to make comb structures yielding 430% AFC echo efficiency,
which are the most efficient AFC echoes observed up to date. We
believe that further progress will be possible, by carefully optimizing
the comb parameters. It should thus be possible to approach the
theoretical limit of 54% used in the present forward-propagation
configuration. In order to make a significant further progress, recall
in the backward direction would be necessary, in which case 100%
efficiency is theoretically possible in the absence of dephasing.

In this work we also compared the experimentally observed
efficiencies to a theoretical model. Considerable care has been put
into determining the line shape and line width of the generated
AFC structure with good precision in order to be able to theore-
tically model the experimental efficiencies. Still, at high optical
densities the finesse required to theoretically reproduce the
experimental echo efficiency are lower than those measured
experimentally. Nevertheless, the present results indeed show
that high efficiency QMs can be created using the AFC technique.
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Appendix A

The optical pumping pulses used for creating the pit structure
in Fig. 1b are presented in Table 1.

These pulses are then repeated in an iterative sequence in the
following manner

(1) Repeat 60 times: BurnPit5, BurnPit6.
(2) Repeat 30 times: BurnPit1-4, BurnPit6-10.
(3) Repeat 20 times: BurnPit1-4, BurnPit6.
(4) Repeat 30 times: BurnPit7-10.

Finally yielding the pit in Fig. 1b.
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T. Chaneli�ere, L. Rippe, A. Amari, A. Walther, S. Kröll, Phys. Rev. A 79 (2009)
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We demonstrate experimentally an efficient coherent rephasing scheme for the storage and recall of

weak coherent light pulses in an inhomogeneously broadened optical transition in a Pr3þ:YSO crystal at

2.1 K. Precise optical pumping using a frequency stable (�1 kHz linewidth) laser is employed to create a

highly controllable atomic frequency comb structure. We report single photon level storage and retrieval

efficiencies of 25%, based on coherent photon-echo-type reemission in the forward direction. The high

efficiency is mainly a product of our highly controllable and precise ensemble-shaping technique. The

coherence property of the quantum memory is proved through interference between a super-Gaussian

pulse and the emitted echo.

DOI: 10.1103/PhysRevLett.105.060501 PACS numbers: 03.67.Hk, 42.50.Ct, 42.50.Ex, 42.50.Md

Introduction.—Quantum information processing appli-
cations such as quantum networks require coherent and re-
versible mapping between light and matter [1,2]. Currently,
this requirement is expected to be met by means of quan-
tum repeaters, which allow temporal storage of quantum
information in quantum memories and distribution of en-
tanglement across long distances [3]. In the repeater pro-
tocol, the entanglement distribution has probabilistic be-
havior, and without quantum memories all probabilistic
steps would have to succeed simultaneously. Quantum
memories are therefore a key ingredient in any future
long distance quantum communication scheme and have
thus been subject to very active development in recent
time. To be useful in actual processing applications, these
devices must maintain fidelities close to 100% during
storage times of the order of seconds and also ensure
high recall output efficiency [4–6].

Quantum memory protocols [such as electromagneti-
cally induced transparency (EIT) [7] based on stopped light
[8], controlled reversible inhomogeneous broadening
(CRIB) [9–11], and atomic frequency comb (AFC)
[6,12], based on photon-echo experiments] use atomic
ensembles to obtain the required control and strong cou-
pling between the light field and the storage medium.
These protocols can be adapted to the original Duan-
Lukin-Cirac-Zoller protocol [1] to create entanglement
generation via single photon detection. Therefore, it is
important to demonstrate that quantum memories can be
operated at the single photon level.

Protocols which enable storage of multiple temporal
modes can increase the entanglement generation rate by
a factor approximately equal to the number of temporal
modes [13]. Storing many modes with high efficiency
requires a high optical depth, which generally can be an
experimental difficulty. Achieving efficient multimode
storage at lower optical depth is therefore desirable. It
has been shown [12,14] that the number of modes Nm

that can be efficiently stored by using EIT scales as Nm �ffiffiffiffiffiffiffi
�L

p
, where �L is the optical depth. CRIB offers a better

scaling since Nm � �L (to double the number of modes, it
is sufficient to double �L), but in the AFC protocol the
number of temporal modes that can be stored with a given
efficiency is independent of optical depth.
Based on EIT, storage and retrieval efficiency of 10% for

10 �s storage time in hot atomic vapor was published by
Eisaman et al. [15]. With the same scheme, Choi et al. [16]
achieved 17% for 1 �s in a cold atomic ensemble.
Recently, Lauritzen et al. [17] published a storage and
retrieval efficiency of 0.25% for 600 ns in an erbium-doped
crystal by using the CRIB protocol. By using the AFC
protocol, de Riedmatten et al. [6] obtained 0.5% storage
and retrieval efficiency after 250 ns in Nd3þ:YVO4, and

FIG. 1 (color online). Experimental setup. The frequency sta-
bilization feedback system uses a Pr3þ :YSO crystal as a locking
crystal. All pulses are created by using a double pass AOM. The
incoming and outgoing beams in the AOM have different height,
and a mirror below the incoming beam redirects the outgoing
beam to the experiment. Absorptive neutral density filters stand
for most of the attenuation such that the AOM can operate in a
linear light intensity vs rf amplitude regime for adjusting the
storage pulse intensity. After spatial cleaning in the single mode
fiber, the light interacts with the Pr3þ:Y2SiO5 experimental
crystal at 2.1 K. A 50 �m pinhole is used to select the center
of the beam for the single photon counting detector.
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Chaneliére et al. [18] achieved 9% storage and retrieval
efficiency for 1:5 �s in Tm3þ:YAG crystal.

In this Letter, we use the AFC protocol to store weak
coherent pulses, with on the average 0:1 photons=pulse, up
to 800 ns with 25% storage and retrieval efficiency in a
Pr3þ:YSO crystal. Recently, in this material 96% transfer
efficiency from an excited state to ground state spin level
was achieved [19], and such transfer pulses were used to
demonstrate an on-demand readout quantum memory
based on a collective spin wave excitation in the hyperfine
ground state levels of Pr:YSO [20]. The lifetime of such
spin state storage has subsequently been extended to the
100 �s range [21]. Therefore, to achieve high efficiency
on demand quantum memory operation, the key issue is to
demonstrate high efficiency coherent rephasing in the low
photon number regime which here is achieved through our
highly controllable and precise ensemble-shaping
technique.

Materials and methods.—The experimental setup is
shown in Fig. 1. A 6-W Coherent Verdi-V6, 532 nm
Nd:YVO4 laser pumps a Coherent 699-21 dye laser, which
emits approximately 500 mW light at 605.82 nm. This
frequency matches the 3H4-

1D2 transition of praseody-

mium ions doped into yttrium silicate (Pr3þ:Y2SiO5). We
use a frequency stabilization feedback system [22], based
on a Pr3þ:Y2SiO5 crystal, which has a frequency drift
below 1 kHz=s. This precise frequency control gives us
ability to create and control the AFC structure and is the
main reason for increasing the storage and retrieval effi-
ciency. An acousto-optic modulator (AOM) with 200 MHz
center frequency, in a double pass arrangement that cancels
spatial movement when changing the frequency of the
diffracted beam, controls phase, amplitude, and frequency
of the light. The radio-frequency signal used to drive the
AOM is created by a 1-GS=s arbitrary waveform generator
(Tektronix AWG520). Two mechanisms for light attenu-
ation to the single photon level are used. The light beam
can be attenuated by reducing the amplitude of the radio-
frequency field driving the AOM, but since rf amplitude
versus light amplitude is highly nonlinear and difficult to
calibrate due to low diffraction efficiency at low rf ampli-
tudes, a shutter wheel with absorptive neutral density filters
was added in the setup. The remaining control of the light
amplitude was then handled through the AOM rf amplitude
finally yielding about 0.1 photons per pulse at the sample.
For cleaning up the spatial mode, after the AOM, the light
was sent to a single mode fiber and then to a �=2 plate such
that the light polarization could be aligned along the tran-
sition dipole moment to yield maximum absorption. The
sample is a Pr3þ:Y2SiO5 crystal with 0.05% doping con-
centration, and it has three perpendicular optical axes
labeled D1, D2, and b, where the direction of light propa-
gation was chosen along the b axis. The crystal dimensions
are 10� 10� 20 mm along the D1�D2� b axis. The
width of the Gaussian beam at the center of the crystal is
about 100 �m, and it is imaged (1:1) onto a 50 �m pin-

hole. The pinhole gives us the opportunity to pick the light
emitted by ions at the center of the beam that all have
experienced roughly the same light intensity. To keep the
optical coherence time (T2) of the praseodymium
>100 �s, the crystal was immersed in liquid helium at
2.1 K. After the sample crystal, a mechanical shutter was
used to protect the detector from the intense AFC prepa-
ration pulses. A Hamamatsu single photon counting detec-
tor (model H8259-01) with a quantum efficiency of 7.5%
and a minimum gating time of 100 ns was used.
Let us now describe (see Fig. 2) in more detail how to

create an AFC [12], i.e., a periodic series of narrow
(FWHM ¼ �) and highly absorbing (optical depth �L)
peaks with a periodicity � as a frequency grating of ions
in the j1=2gi state (see Fig. 2). By means of optical
pumping, an 18 MHz zero absorption frequency re-
gion (see Ref. [23]) is created within the 5 GHz wide
Pr3þ:Y2SiO5 inhomogeneous profile [24]. This nonabsorb-
ing frequency region is hereafter referred to as a spectral
pit. Optimal pit creation needs a series of explicit pulses
[23]. Afterwards, a frequency-dependent absorption grat-
ing was created inside this spectral pit. Complex hyper-
bolic secant optical pulses were used to transfer some ions
from j5=2gi to j5=2ei and then from the j5=2ei to the
j1=2gi state [25]. Changing the center frequency of the
complex hyperbolic secant pulses, by an amount �, is a
simple technique to create a second peak inside the spectral
pit. By repeating this procedure, it is possible to create an
atomic frequency comb in the j1=2gi level with a period-
icity �. The number of peaks (N) is limited by the
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FIG. 2 (color online). (a) The 3H4-
1D2 transition of the

Pr3þ:Y2SiO5 crystal is used for the experiment. An experimental
AFC absorption profile with defined height (�L), peak separa-
tion (�), and FWHM (�) with all ions in the state j1=2gi is
created. A Gaussian pulse with center frequency set to the
j1=2gi ! j1=2ei transition is used as a storage pulse. (b) A
sequence of pulses which can be divided into preparation and
storage pulses of a total duration of approximately 1.1 s is sent
into the sample. A super-Gaussian pulse is used as a probe pulse
for interfering with the reemission (echo) and showing the phase
preservation of the AFC interface.
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j1=2ei ! j3=2ei separation, (�fj1=2ei!j3=2ei), and � [��
ðN � 1Þ< �fj1=2ei!j3=2ei].

Results and discussions.—First, we offer a brief theo-
retical background to the AFC quantum memory interface.
Aweak light pulse is sent as a coherent state (j�iL), on the
average containing less than a single photon, with a well-
defined bandwidth (1=�p), to an AFC structure with well-

defined peak separation (�), peak width (�), finesse F ¼
�=�, and peak height (�L) consisting of N ions all in the
j1=2gi state. The objective is to transfer all the energy of
the weak coherent wave packet to the distribution of ions,
jg1 . . .gNi, in the spectral grating with defined finesse
(F ¼ �=�). After the light-matter interaction, the initial
state of the N atoms will develop into the state [12]:

j�iA¼jg1 . . .gNiþ
XN

j¼1

cje
ið2��jt�kzjÞjg1 . . .ej . . .gNi; (1)

where zj is the spatial position of ion j, k is the wave

number of the weak coherent wave packet, and cj is an

amplitude that depends on the absorption probability, the
spatial position, and the absorption frequency of the ion.
The AFC is a well-separated periodic structure with fre-
quency detuning �j ¼ mj� (mj is an integer). Studying the

time evolution of the superposition state in Eq. (1) shows
that in this state the ions will start to dephase. But the key
feature of the AFC structure, with its periodicity �, is that
it gives rise to a constructive emission exactly after a time
t ¼ 1=�. The storage and retrieval efficiency of the AFC
protocol in the forward direction can be written [6] as

� ¼ ð�L=FÞ2e��L=Fe�7=F2
: (2)

Because of the trade-off between the coherent response of
the sample (first), reabsorption (second), and dephasing
(third) factors, there is an optimum value for the finesse
as discussed in Ref. [6].

In our measurements we have two sets of pulses. They
correspond to the preparation pulses described in Ref. [23]
and the storage pulses described below. The amplitude of
the storage pulse was adjusted by taking into account
attenuation factors due to windows, optical components,
pinhole, and the quantum efficiency of the single photon
detector until the mean number of photons per pulse was
about ~n � 0:1 at the sample. To improve measurement
statistics, weak Gaussian storage pulses were sent in
2000 times at a rate of 3 kHz. To measure the efficiency,
the storage pulse, which had a 200 ns FWHM, was sent
through the empty spectral pit. In the empty pit there are no
ions absorbing the pulse; therefore this is a good reference
to compare with the recall pulse. The photon counting
results fitted to a Gaussian time distribution for the empty
pit are shown (circles and dashed curve) in Fig. 3.

Next, an AFC structure with peak separation � ¼
1:2 MHz, peak width � ¼ 200 kHz, and �L � 6 is
created and a Gaussian weak coherent storage pulse
(�FWHM ¼ 200 ns) tuned to the j1=2gi ! j1=2ei transition
[Fig. 2(a)] is sent through the medium, which has a phase

relaxation time much longer than the duration of the pulse.
Reemission (the echo) occurs after 800 ns (1=�) (solid
curve in Fig. 3). The measured storage and retrieval effi-
ciency is 25%, which means that the energy contained in
the collective reemission (echo) pulse relative to the energy
transmitted through empty pit (dashed curve) is 0.25. Based
on our knowledge this is the highest AFC echo efficiency
in the single photon regime observed so far, and it is the
product of our high controllable and precise ensemble-
shaping technique.
So far, we have considered the efficiency properties of

our interface, but for quantum memory applications it is
vital that the interface also conserve the phase of the
storage pulse with high fidelity. To show the phase preser-
vation, a super-Gaussian (n ¼ 7) pulse with controllable
phase, overlapping the reemission pulse temporally, but
with a 2.3 MHz frequency offset is prepared. This fre-
quency offset allows us to send the super-Gaussian pulse
through a transparent frequency window inside the pit
between j1=2gi ! j1=2ei and j1=2gi ! j3=2ei transition
peaks [23]. To have enough frequency space between these
two transitions, the peak separation (�) is reduced to
1 MHz, but the rest of the AFC parameters are the same
as before. In these measurements the �FWHM of the
Gaussian pulse is 420 ns, whereas the super-Gaussian
full width at half maximum is 840 ns.
Because of the interference between the two pulses, a

beating pattern is expected at the detector at the time of the
reemission (the echo) pulse (Fig. 4). The measured visibil-
ity after subtraction of the noise level is 83%. To show that
the phase is conserved, the phase of the super-Gaussian
pulse was changed by � and the beating pattern is reversed
(Fig. 4).
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FIG. 3 (color online). Black circles (reference) are the single
photon counts for the transmission of a 200 ns Gaussian storage
pulse (n ¼ 0:1 photon per pulse) sent through the transparent
empty pit without any AFC grating. Red squares correspond to
the counts for an identical storage pulse sent through the AFC
spectral grating with � ¼ 1:2 MHz, � ¼ 300 kHz, and �L � 6.
The ratio of the areas below the echo and the reference after
fitting with a simple Gaussian function and subtracting the noise
level is 0.25. The same result is achieved with bright storage
pulses which is shown in the inset.
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The 25% storage and retrieval efficiency obtained in this
Letter is independent of the storage pulse intensity.
Furthermore, all results with the bright storage pulses
[23] are reproducible in the single photon regime. The
experiment is based on coherent photon-echo-type reemis-
sion experiments in the forward direction. Theoretically, as
discussed in Ref. [6], the maximum achievable efficiency
for emission in the forward direction is 54%. This is
basically limited by the reabsorption of the emitted echo.
From an experimental point of view, the most critical
issues for reaching this efficiency are first to have control
over the AFC peak shape and second to obtain a high
effective absorption (�L=F). There is a good agreement
between the effective absorption and obtained storage and
recall efficiency which is discussed in Ref. [23]. To im-
prove the efficiency beyond 54%, counterpropagating con-
trol fields [9] or external control of the ion frequency [26]
could be used; alternatively, the crystal could be placed
inside a cavity [27]. The efficiency could also be enhanced
by using optimum input pulses [28–30].

This work was supported by the Swedish Research
Council, the Knut and Alice Wallenberg Foundation, the
Crafoord Foundation, and the European Commission
through the integrated project QAP.

Note added in proof.—A quantum memory storage ef-
ficiency of 69% has been reported after the submission of
this manuscript [31].
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Express 15, 11 444 (2007).
[23] A. Amari, A. Walther, M. Sabooni, M. Huang, and S.
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Rare-earth ions in dielectric crystals are interesting candidates for storing quantum states of photons. A limiting
factor on the optical density and thus the conversion efficiency is the distortion introduced in the crystal by doping
elements of one type into a crystal matrix of another type. Here we investigate the system Pr3+:La2(WO4)3,
where the similarity of the ionic radii of Pr and La minimizes distortions due to doping. We characterize the
praseodymium hyperfine interaction of the ground-state (3H4) and one excited state (1D2) and determine the spin
Hamiltonian parameters by numerical analysis of Raman-heterodyne spectra, which were collected for a range
of static external magnetic-field strengths and orientations. On the basis of a crystal-field analysis, we discuss
the physical origin of the experimentally determined quadrupole and Zeeman tensor characteristics. We show
the potential for quantum memory applications by measuring the spin coherence lifetime in a magnetic field that
is chosen such that additional magnetic fields do not shift the transition frequency in first order. Experimental
results demonstrate a spin coherence lifetime of 158 ms — almost 3 orders of magnitude longer than in zero
field.

DOI: 10.1103/PhysRevB.84.104417 PACS number(s): 42.50.Md, 76.30.Kg, 76.70.Hb, 76.60.−k

I. INTRODUCTION

Rare-earth ion-doped crystals (REICs) have recently ap-
peared as promising solid-state materials for quantum informa-
tion processing. In the field of quantum computing, achieved
milestones include controlled phase gates1 and single-qubit
arbitrary rotation.2 While these experimental results were
performed on single-qubit and two-qubit systems, scalable
schemes have also been proposed.3 In the field of quantum
memories, devices able to faithfully store and release photonic
quantum states have been proposed and implemented. Using
several different storage-recall protocols,4–7 high-efficiency,8

multiple-photon storage with large bandwidth9,10 and en-
tanglement storage11,12 were demonstrated in REICs. These
results rely on the very long optical coherence lifetimes, e.g.,
4.4 ms lifetimes have been observed in Er3+:Y2SiO5.13

Even longer lifetimes have been reported for rare-earth ion
hyperfine transitions and accordingly, the qubit in REIC-based
quantum computing and memories is generally defined by
selecting two ground-state hyperfine levels. Optical transitions
are used to selectively address qubits or to transfer coherences
from the optical to the rf domain and vice versa. Coherence
lifetimes can be extended to 30 s for a ground-state hyperfine
transition of Pr3+:Y2SiO5 at liquid helium temperature.14 This
was achieved in two steps: First, an external magnetic field
was applied to the sample in order to decouple one hyperfine
transition from magnetic-field fluctuations due to host spin
flips. As these are the main source of dephasing, the zero-field
coherence lifetime of 500 μs was extended in this way to
82 ms15 and later to 860 ms.14 The decoupling was achieved
by minimizing the transition energy dependence with respect
to the magnetic field. This condition is referred as ZEFOZ,

or zero-first-order Zeeman shift transitions.16 The coherence
lifetime was then further increased by rf decoupling pulses
arranged in a Carr-Purcell sequence.14

Y2SiO5 is the most thoroughly studied host in REIC
quantum information processing. It combines long coher-
ence lifetimes, favored by its low-magnetic-moment density,
mainly due to Y nuclear spins, and high oscillator strengths.
A disadvantage of Y-based host material is that doping
with Pr3+ or Eu3+ leads to relatively large inhomogeneous
linewidths at high doping concentrations, which limits the
maximal achievable optical depth. This is an important
concern in high-efficiency quantum memories.17 To overcome
this limitation for Pr3+, we proposed a La-based crystal,
La2(WO4)3. Pr3+ substitutes La3+ in this material, both having
very similar ionic radii (rLa3+ = 1.18 Å, rPr3+ = 1.14 Å).18

Compared to Y2SiO5 (rY3+ = 1.02 Å),18 doping stress is
reduced and the inhomogeneous linewidth is 15 times smaller
for high Pr3+concentrations. However, the magnetic moment
of lanthanum (2.78 μB) is much higher than that of Y3+
(−0.14 μB), and the La2(WO4)3 magnetic-moment density
is 7.5 times higher than in Y2SiO5. It seems that this should be
seriously detrimental to coherence lifetimes, but we measured
a hyperfine lifetime of 250 μs,19 which is only smaller by a
factor of ≈2 compared to the value in Y2SiO5. This allowed us
to measure narrow and efficient electromagnetically induced
transparency in this material.20 This result also suggested
that REICs that could be useful for quantum information
processing are not limited to the few crystals with very
low-magnetic-moment density. However, since applications
require T2 values in the millisecond range, techniques for
increasing the coherence lifetime should be used. In this paper
we show that by using a ZEFOZ transition hyperfine T2 can
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reach 158 ± 7 ms, corresponding to a 630-fold increase. It is
therefore possible to strongly reduce the influence of host spin
flips, even in the case of high-magnetic-moment density.

ZEFOZ transitions appear at specific magnetic field vectors,
which can only be predicted if all parameters of the system
Hamiltonian are known with high precision. In the present
system, the I = 5/2 nuclear spin of 141Pr (100% abundance)
and the C1 site symmetry result in a complicated hyperfine
structure. We therefore used the approach of Ref. 21, which
consists of determining the spin Hamiltonian parameters by
coherent Raman scattering before numerically identifying
ZEFOZ transitions. Finally, the coherence lifetimes of the
hyperfine transitions were measured by optically detected
Raman echoes.

II. MODEL FOR THE HYPERFINE INTERACTION

A good approximation for the Hamiltonian of many rare-
earth-doped compounds is22

H0 = [HFI + HCF] + [HHF + HQ + HZ + Hz]. (1)

The first two terms, the free ion (including spin-orbit coupling),
and the crystal-field Hamiltonians determine the energies of
the electronic degrees of freedom. The terms in the second
bracket, consisting of the hyperfine coupling, the nuclear
quadrupole coupling, and the electronic and the nuclear
Zeeman Hamiltonian, lift the degeneracy of the nuclear-spin
states.

The site symmetry of our system is low enough that
the electronic states are nondegenerate. As a result of this
“quenching” of the electronic angular momentum, the elec-
tronic Zeeman HZ and hyperfine interaction HHF contribute
only as second-order perturbations. Utilizing this, the four last
terms of Eq. (1) can be well approximated by a nuclear-spin
Hamiltonian22,23:

H1 = �B · M1 · �I + �I · Q1 · �I , (2)

M1 = RM ·

⎡
⎢⎣

gx 0 0

0 gy 0

0 0 gz

⎤
⎥⎦ · RT

M, (3)

Q1 = RQ ·

⎡
⎢⎣

E − 1
3D 0 0

0 −E − 1
3D 0

0 0 2
3D

⎤
⎥⎦ · RT

Q , (4)

where the Ri = R(αi,βi,γi) represent rotation matrices and
Euler angles24 (see Sec. II in Ref. 25), specifying the
orientation of the effective Zeeman tensor M and the effective
quadrupolar tensor Q principal axis system (PAS) [(x ′,y ′,z′)
and (x ′′,y ′′,z′′), respectively] relative to the laboratory-based
reference axis system (x,y,z) (see Sec. III). In general, the M
and Q principal axes are not aligned and accordingly, the RQ

and RM matrices are not identical.
In zero magnetic field, the quadrupole interaction results

in a partial lifting of the nuclear-spin states degeneracy. The
corresponding structures for lowest levels of the crystal-field
multiplets 3H4 and 1D2 were determined by hole-burning
experiments19,26 and are shown in Fig. 1. We label the levels

FIG. 1. Pr3+:La2(WO4)3 level structure of the lowest (0) 3H4 and
1D2 crystal-field manifolds, including their hyperfine structure. The
order of the energy levels follows from previous work,19 whereas the
transition frequencies given above could be measured with higher
precision utilizing zero-field Raman-heterodyne scattering within the
present work. The arrows on the right indicate the range of hyperfine
transitions excited by rf in the separate experiments.

by their projections onto the z′′ principal axes of the Q tensor,
noting that these states are not eigenstates of the nuclear-spin
Hamiltonian. Since the PAS of the Q tensors of different
crystal-field levels do not coincide, their quantization axes are
also different. For the small magnetic fields used to determine
spin Hamiltonian parameters, the hyperfine structure remains
close to the zero-field one, which allows us to identify
resonance lines with transitions between zero-field states.

Since Pr3+ occupies two different subsites in the crystal (see
Sec. III), the Hamiltonian describing the second site includes
different rotation matrices. Utilizing Eq. (2) of site 1 and the
property that both sites are connected by a C2 symmetry we
write

H2 = �B · (
RC2 M1R

T
C2

) · �I + �I · (
RC2 Q1R

T
C2

) · �I . (5)

With

RC2 = RT
C · Rπ · RC,

RC = R(αC2 ,βC2 ,0), Rπ = R(180◦,0,0),

the angles αC2 and βC2 correspond to the spherical coor-
dinates of the C2 axis in the laboratory system. Therefore
in this manuscript the complete nuclear-spin Hamiltonian
of a given crystal-field level depends on 13 parameters:
D,E,αQ,βQ,γQ,gx,gy,gz,αM,βM,γM,αC2 ,βC2 .

III. EXPERIMENT

We used a sample of high optical quality, grown by the
Czochralski method, containing 0.2 at. % Pr3+. The 5 × 5 ×
5 mm crystal was mounted in an optical cryostat and cooled
to liquid helium temperatures. La2(WO4)3 forms a monoclinic
crystal with a C2/c space group, identical to that of Y2SiO5.
The La3+ ions occupy only one crystallographic site of C1

symmetry. In each unit cell (containing four formula units), this
site appears at eight positions which are related by inversion,
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translation, and C2 symmetries. The C2 axes are identical to the
C2 crystal symmetry axis, also denoted by b in the following.
The C2 symmetry divides the La positions into two groups of
four ions, which behave differently, unless the magnetic field
is perpendicular or parallel to the b axis. These two groups
are called subsites in the following. The crystal surfaces were
polished perpendicular to the (X,Y,Z) principal axes of the
optical indicatrix. Optical back reflection at the Z surface and
mechanical alignment of the X and Y surfaces was used to align
the crystal along our reference (x,y,z) axes, defined by the
static magnetic-field coils (see below). Apart from alignment
errors the (X,Y,Z) axes should be a replica of (x,y,z), the
laser propagating along the z/Z and the b/Y axis expected to
be closely aligned to the laboratory-frame y axis.

To obtain the hyperfine spectra of both the electronic
ground-state and the electronically excited state, we used
Raman-heterodyne scattering (RHS).27,28 In this scheme a
resonant rf field creates coherence between two hyperfine
levels. Prior to this, the laser can be used to create initial
population between those states. The laser further serves to
transfer the hyperfine coherence into the optical transition
and can simultaneously be used as the local oscillator for a
heterodyne detection of the excited Raman field, as the latter
is coherently emitted into the same optical mode.

A Coherent 899-21 dye laser, further stabilized by home-
built electronics with respect to intensity and frequency
(linewidth <20 kHz), served as the light source. It was tuned to
the center of the 3H4(0) ↔1D2(0) transition (see Fig. 1). The
laser was focused, from a collimated beam of 1.5 mm diameter,
with a 300-mm lens into the sample. We generated the optical
pulses and frequency chirps by double-pass acousto-optic
modulator setups.

The rf fields were applied to the sample by a ten-turn
6-mm-diameter coil. For continuous-wave experiments
(ground-state), one side of the coil was terminated by a 50-�
load, and the other was attached to an rf driver. For the exited
state spectra, we used a pulsed RHS scheme. Here the coil was
part of an appropriate tuned tank circuit. Figure 2 shows the
sequences used for the two types of experiments.

The frequencies for the rf excitation and the shifting of the
laser frequency were generated by 48-bit, 300-MHz direct
digital synthesizers, yielding very precise frequencies. We
controlled the timing of the pulses and frequency chirps by
a word generator with a resolution of 4 ns. Detection of
the heterodyne beat signal was accomplished by a 100-MHz
balanced photo receiver (Femto HCA-S), a phase-sensitive
quadrature-detection demodulation scheme, appropriate ana-
log and digital filters, and a digital oscilloscope.

The static magnetic field was created by a set of three
orthogonal Helmholtz coil pairs. They are mounted outside
the cryostat and their coil diameters range from 20 to 40 cm,
providing a homogeneous field over the sample volume in their
center. With currents of about 10 A, each coil pair generates
a magnetic field of about 8 mT. To control the field vector
a computer control was set up for the current sources of the
Helmholtz coils. To compensate nonlinearities and drifts, we
used a set of three orthogonal Hall probes as sensors for a
computer-based feedback loop. The absolute error of the field
components is <0.06 mT, and the relative linear error for
the static magnetic field is <0.3%. To minimize the effect of

FIG. 2. RHS pulse sequences. Black lines indicate frequencies
and gray areas the applied optical and rf powers. (a) Continuous-wave
sequence for the ground-state measurements. A low-power laser
probe (Pp = 0.3 mW) and a scanning frequency rf (PRF ≈ 1 W,
τs = 50 ms, ν1 = 7.4, and ν2 = 22.4 MHz for |± 1

2 〉 ↔ |± 3
2 〉 or,

respectively, 17.1 and 32.1 MHz for |± 3
2 〉 ↔ |± 5

2 〉) were applied
to the sample. The optimum temperature of the cold finger for
this scheme was 4.5 K, since still lower temperatures gave such
slow hyperfine level relaxation rates that it would be necessary to
repump the hyperfine level population. (b) Pulsed RHS sequence
for the excited state. Probe and erase beam were overlapped in
the sample at an angle of 0.6◦. To allow for higher repetition rate
the chirped erase laser (	 = 64 MHz, τe = 10 ms, average power
Pe ≈ 20 mW) redistributed the populations. An initial population
difference between hyperfine sublevels was created by the probe beam
(Pp = 1.2 mW, τp = 100 μs) and converted to coherences by an rf
pulse (νRF = 4.94/7.23 MHz (|± 1

2 〉 ↔ |± 3
2 〉 resp. |± 3

2 〉 ↔ |± 5
2 〉),

PRF = 214/287 W, τRF = 4 μs). For optical heterodyne detection
the same probe beam was left active for an additional time τdec. The
temperature of the cold finger for this scheme was 2.4 K.

small background fields (e.g., earth magnetic field), a small
compensation field was used, which minimized the observed
zero-field RHS line splitting and also led to almost perfect
destructive interference.29,30 We used this compensation field
as our zero-field reference in all measurements.

For an optimal determination of the Hamiltonian
parameters, it is important to sample different strengths and
orientations of the magnetic field. In our experiments we used
a spiral on the surface of an ellipsoid21:

�B(t) =

⎛
⎜⎝

Bx

√
1 − t2 cos (6πt)

By

√
1 − t2 sin (6πt)

Bzt

⎞
⎟⎠ . (6)

Here, we use

t = −1 + (N − 1)
2

Ntot − 1
, N = 1,2, . . . ,Ntot

to represent the discrete coordinate along the trajectory. For
the ground-state series, we measured Ntot = 101 orientations,
with magnetic-field amplitudes [Bx,By,Bz] = [7,8,9] mT
and for the excited state we used Ntot = 251 and
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FIG. 3. (Color online) Representative ground- (cw) and exited-state (pulsed) RHS spectra. Both spectra from the ground-state (|g,i ↔ j〉)
are recorded at �B = (2.60,−5.27,−5.76) mT. For the excited state spectra, we used �B = (4.62,1.19,4.42) mT. The normalization is relative to
the largest line from ground- or excited state spectra, respectively. The |g,i ↔ j〉 spectra shown here resolve all 8 + 8 possible RHS transitions,
while in the |e,i ↔ j〉 spectra not all lines are resolved. The histograms on the right show the distributions of fitted FWHM RHS linewidths
for all recorded data (see Sec. IA in Ref. 25), plotted separately for the two hyperfine transitions (|g/e,i ↔ j〉, i/j = ± 1

2 /± 3
2 or ± 3

2 /± 5
2 ). For

both the ground- and the excited state, the ± 3
2 ↔ ± 5

2 linewidths are bigger (see Sec. V C). The mean linewidths are |g,± 1
2 ↔ ± 3

2 〉 ≈ 105 kHz,
|g,± 3

2 ↔ ± 5
2 〉 ≈ 301 kHz, |g,all〉 ≈ 196 kHz and |e,± 1

2 ↔ ± 3
2 〉 ≈ 18.3 kHz, |e,± 3

2 ↔ ± 5
2 〉 ≈ 26.3 kHz, |e,all〉 ≈ 22.3 kHz.

Bx = By = Bz = 6.5 mT. Figure 3 shows some typical
experimental spectra for the ground- and excited states.

IV. THE FITTING PROCEDURE

As described in Sec. II, 13 parameters are necessary to
fully characterize the spin Hamiltonian in the laboratory.
Using those it is possible to compute the line positions in
the RHS spectra. By minimization of the the rms deviation
[see Eq. (14) in Ref. 25] between calculated and experimental
line positions, the spin Hamiltonian parameters can be derived.
Due to the large number of parameters and their complicated
interdependency, gradient-based algorithms are not efficient,
as they tend to stick to local minima. In our case the
combination of first running a probabilistic and then a direct
search yielded the best convergence to the global minimum.
As in the work of Longdell et al.,16,21 we used simulated
annealing31 for the first step. It allows for robust convergence to
a global minimum when using appropriate settings. The latter
typically cause simulated annealing to converge relatively
slowly, although being already close to the global minimum
in advanced phases. Therefore we switch to a pattern search32

algorithm in this situation. We provide additional details of the
fitting procedure in the supplementary material.25

The underlying symmetry of the crystal-field and the
structure of the spin Hamiltonian cause some ambiguity if
only RHS spectra are used to determine the Hamiltonian
parameters.33 Important for our investigation is the fact that
the RHS spectra do not depend on the signs of D, E, and the
gyromagnetic factors gx , gy , and gz. In addition, different sets
of Euler angles correspond to the same tensor orientations.
As a consequence, different runs with random initial values
lead to apparently different solutions. We checked that these
solutions are related by the symmetry operations mentioned
above and thus verified that we really found a unique global
minimum.

V. RESULTS

A. Electronic ground-state

Figure 4(a) shows the experimental data for Ntot = 101
different external magnetic fields. Several fit trails reliably led
to the parameters shown in Table I and represented by the
solid lines in Fig. 4(a). All quoted Euler angles are given in
the “zyz” convention.24

With these parameters, the rms deviation between all
accounted line positions and the fit is ≈32 kHz, significantly
smaller than the average linewidth of the ground-state RHS
lines of ≈196 kHz (see Fig. 3), indicating that it is dominated
by statistical error. At the end of the fitting procedure,
L = 1218 of the total 1221 experimental lines could be
unambiguously assigned (see Sec. I B in Ref. 25) to calculated
resonance line positions.

To estimate the uncertainty of the fitted parameters, we
sampled the parameter space in the vicinity of the global
minimum by repeating the probabilistic part of the fitting
procedure using a fixed, low-temperature Tσ . Such a procedure
can be shown to be rigorous if the only source of error is
Gaussian noise in the line positions.21,33 To estimate this noise
we used the mean ratio of fitted linewidths σi to the individual
signal-to-noise ratio (SNRi) for all contributing RHS lines:

νσ = 1

L

L∑
i=1

σi

SNRi

.

For the ground-state data we found νσ = 1.4 kHz. According
to this we chose the fixed temperature Tσ , so that a single
parameter change from its optimum value by Tσl

(see Sec. I B
in Ref. 25) resulted in an increase of the rms deviation by
νσ . After 2 × 106 iterations the histograms of the accepted
parameters all showed a Gaussian shape, whose 1σ widths are
given as fit error in Table I.

Apart from the statistical error, we also consider systematic
errors. The most important contribution is due to the calibration
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FIG. 4. RHS spectra of the |± 1
2 〉 ↔ |± 3

2 〉 and |± 3
2 〉 ↔ |± 5

2 〉 hyperfine transitions. (a) 3H4(0) ground-state cw RHS spectra. (b) 1D2(0)
excited state pulsed RHS spectra. In both cases the solid lines represent the fit results and the shaded background the absolute value of the
experimental spectra. For each field orientation, the spectrum was normalized to the maximum signal amplitude.

error of the magnetic field. We estimate its precision to
≈0.65%, which translates to the same fractional uncertainty
of the gyromagnetic ratios gx , gy , and gz. As the parameters
are given in the laboratory-fixed reference frame (x,y,z), a
misalignment of the crystal does not contribute to the error but
is expressed by the αC2 and βC2 values not being exactly 90◦.
The only systematic contribution in the angles arises from the
nonorthogonality of the coils, which is <1◦. The uncertainty
of the alignment of the crystal relative to our reference (x,y,z)
and that of the crystal surfaces to the optical indicatrix (X,Y,Z)
results in an error of ≈ 5◦ for the angles seen relative to the
crystal axis system.

B. Excited state

With the optimal fit parameters, we found an rms deviation
of 3.1 kHz between theoretical and experimental frequency
values, using L = 2345 of the 2353 measured lines in Ntot =
251 spectra. Compared to the mean experimental full width at

TABLE I. Ground-state spin Hamiltonian parameters.

Parameter Value Fit error Unit

D −6.3114 0.0027 MHz
E −0.8915 0.0021 MHz
αQ 20.4 3.3 deg.
βQ 147.7 1.4 deg.
γQ 10.2 1.4 deg.
gx −51.7 3.6 MHz/T
gy −23.5 1.1 MHz/T
gz −146.97 0.75 MHz/T
αM 30.1 3.8 deg.
βM 146.59 0.55 deg.
γM 13.09 0.69 deg.
αC2 88.34 0.47 deg.
βC2 92.45 0.31 deg.

half maximum (FWHM) of 22.3 kHz, the rms deviation is even
better than for the ground-state. We mainly attribute this to the
higher quality of pulsed RHS spectra, with fewer line-shape
artifacts. Figure 4(b) and Table II show the results.

For the determination of the fit errors here we found νσ =
136 Hz. The systematic errors are again dominated by the
calibration error of the magnetic field. We note that although
the crystal was remounted between this and the ground-state
experiments, the resulting orientation of the C2 axis deviates
less than our estimated alignment accuracy. As the Zeeman
tensor is almost axially symmetric, gx ≈ gz, its orientation
relative to the quadrupole tensor or to the ground-state tensor
orientations cannot be determined accurately.

C. Discussion

Examining Tables I and II, it appears that the principal
values for the Q and M tensors are similar to those found in
other hosts like Y2SiO5,21 LaF3, or YAlO3.

22 Especially, the

TABLE II. Excited state spin Hamiltonian parameters.

Parameter Value Fit error Unit

D 1.90705 0.00023 MHz
E 0.35665 0.00014 MHz
αQ −18.51 0.71 deg.
βQ 73.83 0.48 deg.
γQ −84.22 0.37 deg.
gx −17.22 0.27 MHz/T
gy −14.39 0.10 MHz/T
gz −18.37 0.14 MHz/T
αM −23.7 2.4 deg.
βM 88.5 4.1 deg.
γM −80.1 1.8 deg.
αC2 88.63 0.25 deg.
βC2 92.69 0.24 deg.
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ground-state gyromagnetic tensor is anisotropic with one large
component, in contrast to the excited state which also exhibits
smaller values. To get some insight into these properties, we
compared these results with calculations derived from crystal-
field calculations.

In a previous work34 we found that quadrupolar D and
E values for ground- and excited states could be very well
reproduced starting from electronic wave functions obtained
by a crystal-field analysis. The latter was done assuming
a C2v site symmetry, which is higher than the actual one
(C1). In this higher symmetry, the Q tensors for different
crystal-field levels are colinear, in clear contradiction with our
results. Nevertheless, it seems that the additional crystal-field
parameters of C1 symmetry have little effect on the Q principal
values. In the following we present the calculations of the M
tensor principal values.

In C2v orthorhombic symmetry, the spin Hamiltonian of
Eq. (2), expressed in the (xc,yc,zc) crystal-field axes, reads

H′′ =
∑

i=xc,yc,zc

BigiIi

+D

(
I 2
zc

− I (I + 1)

3

)
+ E

(
I 2
xc

− I 2
yc

)
, (7)

where the gi are related to a tensor �23:

gi = −2AJ gJ μB�ii − gIμN. (8)

The � tensor is given by

�αβ =
2J+1∑
n=1

〈0|Jα|n〉〈n|Jβ |0〉
En − E0

(9)

and can be calculated from the electronic wave functions
|n〉. The latter were found using a free ion and crystal-field
Hamiltonian whose parameters were fitted to experimentally
determined crystal-field levels En.34 In this calculation, we
use arbitrary permutations of the (xc,yc,zc) axes. This results
in different sets of E and D values, which give the same
hyperfine energy levels. We subsequently fix the choice of the
axis system such that the convention 0 � 3E/D = η � 1[35]
is fulfilled, thereby resolving ambiguous sets of parameters,
such as (in megahertz) D = −1.8184, E = 3.6014 and D =
−6.3114, E = −0.8915, which describe identical ground-
state zero-field hyperfine structures and correspond to an
exchange of xc with zc. With this convention, we fix the
permutation of the axes and thus the values for D and E for
both electronic states. The crystal-field parameters we used
and the corresponding E and D values for the ground- and
excited states are listed in Table III.36 The electronic wave
function of the excited 1D2(1) level is used instead of that of
1D2(0) to take into account a wrong ordering in the calculated
crystal-field levels of this multiplet.34,37

Comparing Tables I and II with Table III shows that a
reasonable agreement is found between experimental and cal-
culated principal values of ground- and excited state M tensors.
Again, this suggests that additional parameters appearing in
calculations using C1 symmetry mainly determine the relative
orientation between the different tensors. Calculated values
especially reproduce the two features mentioned above: the
very large value of gz for the ground-state and the smaller gi

TABLE III. Crystal-field parameters Bij , calculated Q and M
tensor principal values, and second-order hyperfine interaction
parameters.

Bij (cm−1) Ground-state Excited state Unit

B20 375 D −6.1 2.0 MHz
B22 −93 E −0.63 0.30 MHz
B40 768 gxc

−32 −18 MHz/T
B42 445 gyc

−22 −4 MHz/T
B44 1027 gzc

−151 −18 MHz/T
B60 267 AJ 937 697 MHz
B62 −402 gJ 0.81 1.03
B64 −61 �xcxc

0.0280 0.0066 cm
B66 −52 �ycyc

0.0140 −0.0090 cm
�zczc

0.2000 0.0069 cm

values for the excited state compared to the ground-state. A
qualitative understanding of these properties can be obtained
from the crystal-field analysis by looking at the different
factors entering in Eq. (8) (see Table III). We first note that
the isotropic and crystal-field independent nuclear Zeeman
contribution to gi equals –12.2 MHz/T. Differences in gi

values are mainly linked to the � tensors, since the products
AJ gJ vary by only 4% between ground- and excited states.
The � tensors involve the �J matrix elements and the energy
differences appearing as denominators in Eq. (9). We first
discuss the ground-state case. The electronic wave function of
interest [3H4(0)] has the following form:

|0〉 = −0.62|3H4,−4〉 − 0.62|3H4,4〉 − 0.4|3H4,0〉,
where brackets on the right-hand side are written as
|2S+1LJ ,MJ 〉 and only terms with a coefficient larger than
0.15 have been kept. The larger Jzc

matrix element is found
between |0〉 and |1〉, since the latter is nearly only composed
of |3H4,±4〉 states. The |〈0|Jzc

|1〉| matrix element equals 3.6
close to the maximum value of |〈3H4,±4|Jzc

|3H4,±4〉| = 4.
Moreover, this large matrix element is found for levels close
in energy (65 cm−1 Ref. 34), resulting in a large �zczc

. On
the other hand, |0〉 couples to crystal-field levels containing
|3H4,±3〉, |3H4,±1〉 by Jxc

or Jyc
operators. The correspond-

ing matrix elements do not exceed 2.4 in absolute value. As
expected, this is close to the average value of matrix elements
of the form 〈3H4,±4|Ji |3H4,±3〉 and 〈3H4,±1|Ji |3H4,±2〉
(where i = xc or yc), which is at most 1.9. The levels with the
largest matrix elements are located at high energies (E3 = 143
and E5 = 349 cm−1 for Jyc

and Jxc
, respectively), resulting in

low �xcxc
and �ycyc

. This in turn explains the small values of
gxc

and gyc
compared to gzc

.
A similar analysis can be performed for the excited state.

As mentioned above, the level of interest is 1D2(1) and is found
to be equal to

|1〉 = 0.67|1D2,−2〉 − 0.67|1D2,2〉,
with the same convention as above. This state gives a
Jzc

matrix element equal to 2 with the state |4〉, lo-
cated 441 cm−1 higher than |1〉. Maximum average values
for matrix elements of Jxc

and Jyc
can be estimated as

above for levels containing |1D2 ± 1〉 states, resulting in
|〈0|Jxc

|1〉| ≈ |〈1|Jxc
|2〉| ≈ 1. The corresponding energies are
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E0 − E1 = −82 cm−1 and E2 − E1 = 113 cm−1. The com-
bination of matrix elements and energy differences results
in smaller values for �ii compared to the ground-state. This
can also partly explain the isotropy of the excited state gi

values, which are closer to the nuclear Zeeman contribution.
As pointed out above, several Pr3+-doped compounds exhibit
the same behavior so that the discussion given above could
also be applied to them.

We now turn to the principal axes of the spin Hamiltonian
tensors. The oscillator strengths are assumed to be proportional
to the square of the overlap of the nuclear wave functions,22 the
latter being given by the ground- and excited state Hamiltoni-
ans, which is reasonable since the hyperfine interactions are a
small perturbation to the electronic wave functions. Thus we
can check the relative oscillator strengths following from our
(αQ,βQ,γQ,D,E) parameters against values from zero-field
spectral tayloring experiments.19 The results are gathered in
Table IV. A good agreement is found, showing that indeed
the orientation of the quadrupole tensors was determined
correctly. In Pr3+:Y2SiO5, significant discrepancies were
found between calculated and experimental values.38,39 This
was tentatively attributed to additional selection rules due to
superhyperfine coupling with Y ions. In our case, it seems that
although superhyperfine coupling may also be observed (see
Sec. V D), relative optical transition matrix elements can still
be determined from the overlap of the nuclear wave functions.

Hyperfine transition linewidths were also determined dur-
ing the fit procedure. The data show (see Fig. 3) that the
transitions with the larger splittings also show the larger
linewidths. For example, the ground-state |± 3

2 〉 ↔ |± 5
2 〉 tran-

sitions at 24.44 MHz have an average linewidth of 301 kHz,
whereas the |± 1

2 〉 ↔ |± 3
2 〉 transitions at 14.87 MHz have

a width of only 105 kHz. This becomes reasonable if we
focus on the dominant part of the Hamiltonian (Eq. (7)),
H′′ ≈ D[I 2

zc
− I (I + 1)/3]. In this case, the transition energies

become | 1
2 〉 ↔ | 3

2 〉 ≈ |2D| and | 3
2 〉 ↔ | 5

2 〉 ≈ |4D|. Crystal-
field variations from one ion position to another correspond
to a distribution of crystal-field parameters and therefore of
the D parameter. The hyperfine linewidths should then be
proportional to the transition energies. This is qualitatively
in agreement with the experimental values. The excited state

TABLE IV. Relative optical oscillator strengths between 3H4(0)
and 1D2(0) hyperfine levels. Experimental19 and calculated values,
using Tables I and II, are being compared. Rows correspond
to transitions starting from the ground-state hyperfine levels and
columns correspond to transitions to different excited state hyperfine
levels (see Fig. 1).

|e,± 1
2 〉 |e,± 3

2 〉 |e,± 5
2 〉

Exp. 0.09 ± 0.01 0.28 ± 0.01 0.63 ± 0.01〈g,± 1
2 |

Calc. 0.08 ± 0.01 0.24 ± 0.02 0.67 ± 0.02

Exp. 0.33 ± 0.01 0.39 ± 0.01 0.28 ± 0.02〈g,± 3
2 |

Calc. 0.31 ± 0.02 0.45 ± 0.02 0.24 ± 0.02

Exp. 0.55 ± 0.01 0.36 ± 0.01 0.09 ± 0.01〈g,± 5
2 |

Calc. 0.60 ± 0.02 0.31 ± 0.02 0.09 ± 0.01

linewidths are also smaller than the ground-state ones, which
suggests that the D distribution width is also proportional to D.

D. Experimental verification of a ZEFOZ transition

As mentioned earlier, the coherence times for ZEFOZ
transitions are expected to be much longer than at zero or
arbitrary magnetic field. To our best knowledge this was
demonstrated experimentally only for Pr3+:Y2SiO5.14,15 To
verify our hyperfine characterization and also the usefulness
of the ZEFOZ technique for other compounds, we present
experimental data of a ZEFOZ transition of Pr3+:La2(WO4)3

in the following. Using our ground-state parametrization we
sought for magnetic-field configurations and transitions that
satisfy the ZEFOZ conditions15:

�SI ( �Bopt) =
(

∂νi( �Bopt)

∂Bx

,
∂νi( �Bopt)

∂By

,
∂νi( �Bopt)

∂Bz

)
= �0.

We identified the points �Bopt by numerical minimization of
| �SI ( �B)| for all transitions νi within a magnetic-field grid.
Several of the identified ZEFOZ transitions showed a low
curvature, e.g., small second-order coefficients

SII
jk ( �B) = ∂2νi( �B)

∂Bj∂Bk

∣∣∣∣ �B
. (10)

We studied the ZEFOZ transition at ν4 = 12.6 MHz and
�Bopt = (57.5, 4.0, −36.1) mT. As the setup at TU Dortmund,
described in Sec. III, was not designed for magnetic fields
of more than 12 mT per axis, we carried out the ZEFOZ
experiments at Lund University. This allowed for verification
of the Hamiltonian parameters and predicted ZEFOZ points
in an independent laboratory. The static magnetic-field vector
was provided by a set of three orthogonal superconducting
coils, suitable to generate the elevated field. Whereas the x and
z coils could provide a resolution of ≈4 μT, the y-axis control
was limited to a step size of 1 mT. To fit into the homogeneous
region of the coils we cut the previously characterized crystal
into a 5 × 5 × 1 mm piece. This and the construction of the
sample holder limited our alignment of the optical indicatrix
to the coil frame to a precision of about 10◦ for the x and
y axes. We could adjust the z axis much more precisely,
aligning the reflection from the crystal surface normal to Z

to be parallel with the incident laser. To find the ZEFOZ point
experimentally we had to consider the alignment precision, the
accuracy of the Hamiltonian parameters, and the calibration
of the coils. In a first step we adjusted the magnetic field to
get a good overlap between observed cw RHS spectra and the
calculated line positions following from Table I and �Bopt. Close
to the ZEFOZ condition, the transition frequency becomes an
insensitive tuning parameter for the field. Thus, in a second
step we fine tuned the magnetic-field components by looking
at the achieved spin coherence lifetime directly. For this we
used a Raman-echo sequence40 and tuned the field in order to
maximize the echo signal for long evolution times (rf pulse
separations). Figure 5 shows the longest-lived Raman-echo
decay curves we could achieve. These demonstrate hyperfine
coherence times of up to T2( �Bopt) = 158 ± 7 ms, representing
a 630-fold increase compared to the zero-magnetic-field
situation.20 The decay curves at magnetic fields slightly
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FIG. 5. (Color online) Raman-echo decays at the ZEFOZ point
and with magnetic detunings of −0.2 and −0.5 mT for the z

component.

detuned from the ZEFOZ point show slow modulations with
a frequency of νM = 24.5 ± 1.7 Hz.41 This could be due
to a superhyperfine interaction with La nuclei, but a clear
explanation is lacking at the present time. This point will be
investigated in further experiments. As we moved the magnetic
field away from the ZEFOZ point �Bopt by −0.2 mT in the z
component, this resulted in a decrease of the coherence time to
T2(−0.2 mT) = 133 ± 16 ms and a shift by −0.5 mT resulted
in T2(−0.5 mT) = 97 ± 19 ms.

In the following we will use this measured T2( �B) values to
estimate the magnetic-field fluctuation at the Pr3+ site. These
fluctuations cause frequency shifts and thereby broaden the
hyperfine transition. For this purpose, we expand the hyperfine
transition frequency νi on a deviation Boff from a given
field �B:

νi | �B = νi( �B) + s1 Boff + s2

2
B2

off .

For �B = �Bopt the first derivative vanishes (s1 = 0) and the
frequency change due to small shifts is

	ν = s2

2
B2

off . (11)

If the offset from the ZEFOZ condition is due to some random
field 	B, this leads to a line broadening instead of a frequency
shift. The linewidth may then be written as

T −1
2 = s2

2
(	B)2. (12)

With the experimentally obtained value of T2 = 158 ms and
s2 ≈ 12 kHz/mT2, calculated from the maximum eigenvalue
of the derivative matrix Eq. (10), using the parameters from
Table I we thus estimate the magnetic-field fluctuations
as 	B ≈ 32 μT.In Pr3+:Y2SiO5 	B = 14 μT14,16 (s2 ≈
3−6 kHz/mT2) was found, representing the only ZEFOZ
testbed experimentally investigated up to date. Thus both 	B

are of the same order and their values are compatible with
the observed zero-field T2 relaxation times [Pr3+:La2(WO4)3≈
250 μs vs Pr3+:Y2SiO5≈ 500 μs], noting that their gi factors
and thus their s1(B = 0) are comparable too.

When the deviation from �Bopt becomes large compared to
the fluctuations, Boff 
 	B, Eq. (11) changes to

	ν = s2

2

(
B2

off + 2	B Boff
)
. (13)

The first term describes the line shift, the second a line
broadening. For 	B ≈ 32 μT Eq. (13) yields a broaden-
ing corresponding to decay times T2(0.2 mT) ≈ 13 ms and
T2(0.5 mT) ≈ 5 ms. Both T2 values are significantly shorter
than the experimental values. We account this to wrong
assumptions for the model.

The most likely explanation for this discrepancy is that the
relaxation at our reference field is not entirely due to magnetic-
field fluctuations and that the reference field does not exactly
fulfill the ZEFOZ condition. Both effects lead to additional
contributions to the dephasing rate. We therefore write the
total dephasing rate as

T −1
2 = T −1

2,0 + s1 	B + s2 	B Boff . (14)

Here T −1
2,0 describes those contributions that are not due to

magnetic-field fluctuations, such as phonons, while s1 	B

accounts for a possible deviation of the experimental �Bopt

from the exact ZEFOZ condition. Both terms are independent
of Boff and are therefore indistinguishable in the available
experimental data.

Using s2 ≈ 8.2 kHz/mT2, which corresponds to the pro-
jection of Eq. (10) into the z direction, we now use Eq. (14)
to estimate the magnetic-field fluctuations. The result of a
linear fit of T −1

2 vs Boff yields 	B ≈ 1 μT. Applying the same
analysis to the Pr3+:Y2SiO5 data (estimated from Fig. 2 in
Ref. 14) gives 	B ≈ 1.3 μT. This also reduces the estimate
for 	B by approximately 1 order of magnitude compared to
the analysis where the minimum dephasing rate is assumed to
originate entirely from the quadratic term of the magnetic-field
fluctuations.16

For a complete analysis of all contributions to the relaxation,
further measurements are necessary. Phononic contributions
to T2 could be determined from measurements at different
temperatures, since s1 and s2 are independent of the latter.
Measurements of T2 at several deviations �Boff could help to
estimate the numerical value of s1 	B.

VI. CONCLUSION

We characterized the spin Hamiltonian of Pr3+:La2(WO4)3

for the electronic ground-state and one electronically excited
state utilizing RHS spectra. Using a crystal-field analysis, we
indicated the reasons for the measured tensor principal values
and orientations. The relative oscillator strengths between the
3H4(0) and 1D2(0) hyperfine levels derived from our data
agree well with those measured in earlier work.19 Using our
characterization we could predict the magnetic-field value at
which a ZEFOZ transition occurs. We verified this condition
experimentally in a second laboratory. By investigating the
coherence properties of the ZEFOZ transition we estimated the
order of magnetic fluctuations at the Pr3+ site (	B) and found
evidence that it is smaller than expected. Besides observing
characteristics similar to superhyperfine interaction, we could
achieve an up to 630-fold increase of the coherence lifetime
compared to zero field. The demonstrated T2 = 158 ± 7 ms
and the relatively low second-order Zeeman coefficient show
that even crystal systems with high-magnetic-moment density
can have a high potential for quantum memory and information
applications.
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S. A. Moiseev, and M. Sellars, Laser Photonics Rev. 4, 244
(2010).

18R. D. Shannon and C. T. Prewitt, Acta Crystallogr. Sect. B 25, 925
(1969).
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38M. Nilsson, L. Rippe, S. Kröll, R. Klieber, and D. Suter, Phys. Rev.
B 70, 214116 (2004).
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Slow light has been extensively studied for applications ranging from optical delay lines to single

photon quantum storage. Here, we show that the time delay of slow-light significantly improves the

performance of the narrowband spectral filters needed to optically detect ultrasound from deep

inside highly scattering tissue. We demonstrate this capability with a 9 cm thick tissue phantom,

having 10 cm�1 reduced scattering coefficient, and achieve an unprecedented background-free

signal. Based on the data, we project real time imaging at video rates in even thicker phantoms and

possibly deep enough into real tissue for clinical applications like early cancer detection. VC 2012
American Institute of Physics. [http://dx.doi.org/10.1063/1.3696307]

Optical imaging deep inside highly scattering materials

can be accomplished using ultrasound to selectively modify

or “tag” the light that is scattered by the object of interest, for

example a tumor surrounded by healthy tissue.1 This

approach maintains the advantages of optical imaging, like

sensitivity to color and texture which provides information on

chemical content and biological function, but the resolution is

determined by the ultrasound which is far less degraded by

the scatter in the surrounding material.2 Yet, to see small

objects buried deep inside a scattering medium, an efficient

filtering technique is required to remove the substantial noise

due to background scattered light. In the case of ultrasound

modulation, this can be accomplished by selectively filtering

out light at the ultrasound modulated frequencies. However

due to the highly diffuse nature of the scattered light, most

optical filtering techniques do not perform well enough to

allow small objects buried deep inside larger ones to be

detected. This has so far prevented ultrasound modulated op-

tical tomography from finding clinical applications. Here, we

show that using slow light3 in addition to a high performance

spectral hole burning type filter4 can finally reach this elusive

goal. In particular, we show that ultrasound modulated light

coming from deep inside an unprecedented 9 cm thick tissue

phantom can be seen without detectable background. From

this data and measurements made in real tissue, we show that

straightforward improvements in the experimental setup

would allow video rate imaging in even thicker tissue such as

the breast or brain. This unique application of slow light and

ultrasound opens the door to eventual clinical applications of

ultrasound modulated optical tomography as well as numer-

ous commercial and military applications like optical imaging

through clouds, underwater, and in harsh manufacturing

environments.

Optical imaging is normally the preferred technique for

examining biological tissues and many other objects of inter-

est in commercial, military, and scientific applications. In

addition to the selectivity to color and texture, it has the

potential for remote detection, and non-invasive imaging.

Ultrasound imaging can give high resolution where optical

imaging cannot, such as for highly scattering objects when a

high depth to resolution ratio is required, but ultrasound

images are mainly limited to mechanical contrast,5 which do

not give nearly as much chemical or biological information,

and are subject to speckle artifacts.

To overcome the limitations of ultrasound imaging, a

number of techniques involving optically generated and

detected ultrasound have been developed. These techniques

seek to keep the advantages of optical imaging even in

highly diffuse media while maintaining the resolution of

ultrasound imaging. For example, optical detection of ultra-

sound is routinely used for quality monitoring in harsh

manufacturing environments,6 and it has been demonstrated

for remote environmental hazard monitoring.7 When the

optical detection of ultrasound is applied to biological

imaging, it is known as ultrasound optical tomography

(UOT) or acousto-optic tomography (AOT).2 Compared to

conventional ultrasound imaging, UOT images can have

both optical and mechanical contrast in addition to being

free of ultrasound speckle artifacts.8 Likewise, the optical

generation of ultrasound has led to powerful applications

like photoacoustic spectroscopy for trace chemical detec-

tion which has multiple commercial and military uses.9

When applied to biological imaging, this is known as pho-

toacoustic tomography (PAT) and has shown great promise

for imaging inside highly scattering tissue.10 UOT and PAT

can be viewed as complementary technologies because

UOT produces images by the optical detection of ultra-

sound whereas PAT produces images by the optical genera-

tion of ultrasound.1

The basic physics of optically detected ultrasound is illus-

trated in Figure 1(a). Briefly, ultrasound produces high and

low pressure regions inside the scattering medium which

changes the local density of optical scattering centers and also
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the refractive index via the acousto optic effect. This causes

amplitude and phase modulation of the probe light at the ultra-

sound frequency, producing new optical frequencies, or side-

bands, shifted from the original by þ/- the ultrasound

frequency, as illustrated in Figure 1(a). Monitoring the inten-

sity of this ultrasound “tagged” light while scanning the ultra-

sound focus produces an image of the interior of the object.

The main technical challenge arises when applying

ultrasound enhanced optical imaging to highly scattering

objects as in deep tissue UOT. Here the ultrasound tagged

FIG. 1. (a) Optically detected ultrasound imaging inside a highly scattering medium. The probe light is modulated in the ultrasound region, for example at the

location of the embedded object. This creates modulation sidebands on the probe light at plus and minus the ultrasound frequency. Since the sideband power

depends on the optical and acoustic properties of the object, the image includes both optical and acoustic contrast. The spectral filter passes only one sideband

with high discrimination. For demanding applications, a modulated signal of only a few photons will be produced even using Watts of illumination power. (b)

Contour plot of units of steradians-mm2 vs diameter and half angle. Solid lines show reasonable ranges for the three leading techniques, confocal FP, photore-

fractive, and SHB. Dots show particular cases discussed in text.

FIG. 2. (a) Schematic of spectral hole and slow light filtering setup. Scattered light from the sample is collected by a lens and passed through a persistent spec-

tral hole burning (PSHB) filter. The filtered sideband (tagged) light is then sent through a fluorescence filter and imaged onto a sensitive photodetector. (b)

Convolution of the spectral filter and ultrasound modulation spectrum for a 2.5 cm thick tissue phantom. The spectral filtering hole has a square shape, which

was chosen to give the largest dynamic range. (c) Conceptual diagram of the optical and ultrasound pulse sequence. The spectral hole is created by first initial-

izing, or erasing, any previous spectral holes. The desired hole is then engraved using a precise pulse sequence (denoted “Burn”). The ultrasound is applied

and optically probed after some propagation delay. (d) A deep spectral hole also has a steep refractive index dispersion at its center, which gives a slow group

velocity for the tagged light signal. (e) For a sufficiently short optical probe pulse, slow light gives complete temporal discrimination between the tagged and

untagged light.
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light is typically many orders of magnitude weaker than the

background “untagged” light.11 This is caused by the low

light intensity deep inside tissue2 and the small focused ultra-

sound volume used to get high resolution. The key task is

then to efficiently extract this weak tagged light from the

much stronger background or more precisely from the noise

produced by the background. In Figure 1(a), this is illustrated

by a spectral filter that absorbs the untagged light while

allowing tagged light to pass with minimal attenuation.

Another option is heterodyne detection, but this is most ap-

plicable to non-scattering objects. To collect as much of the

tagged light as possible, the etendue, defined by the product

of the light solid angle and area,12 of the optical system

should be as high as possible.

To quantify how etendue and other filter metrics limit

tissue imaging depth, consider that the goal is to reach a sig-

nal to noise ratio (SNR) that is good enough to reliably iden-

tify an embedded object. From Rose’s criteria,13 this is

possible if the SNR> 5. Assuming sufficiently advanced

classical noise suppression techniques are used, the SNR will

eventually be limited by quantum statistics or shot noise.

Considering only tagged light shot noise, the required SNR

can be achieved by collecting at least 25 photons per image

pixel, assuming a high contrast embedded object. If back-

ground light is present then its shot noise must also be con-

sidered. Assuming a signal to background ratio (SBR) that is

independent of laser illumination intensity, the result is that

a factor of 1/SBR more tagged (signal) photons are required

to overcome background noise, assuming SBR� 1. Thus to

get sufficient SNR for weak signals, the optical filter must

strongly suppress untagged light to increase the SBR, yet it

must not attenuate the tagged light and therefore should have

as high etendue as possible.

In Figure 1(b), the etendue of the leading UOT filtering

techniques is compared to that of biological tissue. As seen,

the lowest etendue filter is the confocal Fabry-Perot (FP) fil-

ter,14 even though this technology has demonstrated the

deepest tissue imaging until now. To achieve this, a very

high laser power was used to give more tagged photons. The

next higher etendue is the photorefractive (PR) filter.15 This

technology is based on real time holography which is like a

high-etendue version of heterodyne detection. By far, the

highest reported etendue is a Tm:YAG spectral hole burning

(SHB) filter16 since the SHB crystal itself has a maximal 90�

acceptance half-angle.

Here, we make use of a persistent spectral hole burning

(PSHB) optical filter which is a special class of SHB materi-

als that have a long hole lifetime, seconds or longer. This

long lifetime allows the use of complex hole burning pulse

sequences that can give unprecedented performance as a

spectral filter; for example using a carefully selected spatial

geometry, 140 dB discrimination has been demonstrated in

praseodymium doped yttrium silicate (Pr:YSO),17 for colli-

mated laser light, with better than 50% transmission in the

passband.

The basic experimental setup for deep tissue UOT with

PSHB filtering is shown in Figure 2(a). Diffuse light from

the object of interest is collected by a high numerical aper-

ture (NA) lens and funneled into the front face of the hole

burning crystal. Once inside the crystal, the light is guided to

the exit face via total internal reflection. Since this wave-

guiding is independent of crystal length, very long crystals

can be used to achieve a high optical absorption of untagged

light. The filtered tagged light exiting the crystal is then col-

lected by another high NA lens and imaged onto a sensitive

optical detector, for example a photon counter.

To demonstrate deep tissue imaging with slow light

enhanced spectral hole filtering, experiments were performed

on tissue-mimicking phantoms and real tissue (chicken

breast), as illustrated in Figure 3. Here, Figure 3(a) shows a

typical 1D image in the ultrasound propagation direction (A-

line) for two absorbing objects buried inside a 4.5 cm thick

(in the laser propagation direction) tissue phantom, having a

reduced scattering coefficient of 10 cm�1. As seen a high

contrast image of the absorbing objects is produced, but

there is significant untagged background light.

FIG. 3. (a) Images of buried (optically absorbing) objects in a 4.5 cm thick

(x-direction) tissue phantom. The plotted data show a 1-D A-line image, and

a 2-D image (B-mode tomogram) is shown above, along with a cutaway

photo of the embedded objects. The smaller 2 mm object in the B-mode

shows reduced contrast and hence this is the resolution limit. The upper

(solid) A-line data is with ultrasound present and the lower (dashed) plot

without. Both images are 50 trace accumulations, and the B-mode is interpo-

lated and median filtered. The inset shows A-line imaging with slow light.

The delayed light shows a high contrast dip when 3.5 mm thick absorbing

object is present (solid). The data without an absorber (dashed) is superim-

posed, for comparison. (b) Ultrasound tagged light (A-traces) from a 9 cm

thick tissue-mimicking phantom with ultrasound applied(upper solid line)

and without (lower dashed line). These A-lines are 500 accumulations. The

inset shows additional slow light filtering. Here, a significant delayed com-

ponent is seen with ultrasound present (solid line) but only detector dark

noise is seen at the same delay time without ultrasound (dashed line). The

dark line shows the input laser pulse. (c) Ultrasound tagged light detected in

3.5 cm thick chicken breast tissue, with ultrasound (upper solid line) and

without (lower dashed line). The inset shows additional filtering with slow

light. The dark line shows the reference optical pulse. These A-lines were

averaged 500 times.
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To remove this background, slow light was used to

selectively delay the tagged light, as shown by the A-line

images in the inset of Figure 3(a). Slow light naturally arises

from the steep refractive index dispersion in the passband of

a deep spectral hole (see Figure 2(d)).4,18 Conversely, since

the dispersion is relatively flat in the absorbing region sev-

eral hole widths away, any untagged light leaking through

the crystal is not significantly slowed. For an optical pulse

whose spectral width is matched to that of the spectral hole

passband, the delay measured in pulse widths will be propor-

tional to the optical density in the surrounding absorbing

region.4 The quality of the data that can be obtained strongly

depends on the filter characteristics (transmission, suppres-

sion, steepness, etc.) and extensive work has been investi-

gated in optical pumping techniques important for the filter

creation.19 For our 2.3 MHz ultrasound frequency, a 2 cycle

pulse is about 1 ls long, and a light pulse of this length is

easily delayed many pulse widths as seen in Figure 2(e). In

the inset of Figure 3(a)), a much longer probe pulse was used

so as to image an entire buried object in one A-line, but a

full pulse-width delay can still be achieved.

Figure 3(b) illustrates the limits of persistent spectral fil-

tering with and without slow light, using a much thicker

9 cm tissue phantom. Again both long and short optical illu-

mination pulses are used to illustrate the advantage of slow

light delay. As seen in the inset of Figure 3(b), the delayed

ultrasound tagged light is well separated from the untagged

light background, and furthermore, data taken without ultra-

sound present show no visible untagged light at the relevant

delay times (i.e., it is indistinguishable from detector dark

noise). From this data, we estimate a lower limit of 16 for

the signal to background ratio. Such a large SBR is unprece-

dented for so thick a phantom and clearly shows the multipli-

cative filtering capability of slow light, as the untagged

background has already been suppressed 30 dB by the spec-

tral hole filter in the long pulse illumination case.

Figure 3(c) (inset) shows that slow light also effectively

separates tagged light from the untagged background in real

tissue (chicken breast). Here, a much thinner sample, 3.5 cm

thick, was needed as the 606 nm illumination was more

strongly absorbed than in the phantom.

It is of interest to estimate the thickest tissue sample that

can be imaged in real time (video rate) using slow light

enhanced spectral hole burning filters. In the current setup,

there are too few signal photons to acquire real time images

from the 9 cm thick phantom since the tagged light amounts

to only about 4 photon counts per 100 ns data bin with a 500

trace accumulation. However, by increasing the laser illumi-

nation intensity to 1/10 of the 2.4 kW laser safety limit,20

increasing the etendue up to the limit imposed by the

cryostat for the present crystal diameter, and using a higher

quantum efficiency photon counter, we project �290 k

photo-counts per image pixel for a single shot A-line with a

pixel width of 500 ns (1 cycle of ultrasound). Since only 25

counts are needed to satisfy Rose’s criteria for a high con-

trast object, there would be 14 000 times more photo-counts

than needed for video rate imaging at this 9 cm depth. These

extra photons could be used to see even deeper into tissue, as

illustrated in Table I. In this table, the surplus photo-counts

are converted into additional tissue thickness using the

measured 4.4 dB/cm signal attenuation to arrive at the

18 cm thickness projection for single-shot A-lines in

phantoms.

Note that the projections in Table I neglect the effects of

background which would reduce the ultimate imaging depth.

From Figure 3(b), it is seen that the SBR � 1 for the 9 cm tis-

sue phantom using spectral hole filtering alone. Since the

PSHB spectral filtering discrimination is already degraded to

30 dB for diffuse light, it is expected that the extra SBR

enhancement provided by slow light will be essential for

achieving the goal deep tissue imaging at video rates.

Clearly, video rate imaging at such tissue depths is

approaching that needed for clinical applications if it can be

extended to real tissue. The validity of using tissue phantoms

to model imaging performance in real tissue was recently

demonstrated at 1.06 lm, where both real tissue and phan-

toms of the same thickness showed similar image quality.14

While no candidate PSHB materials exist at 1.06 lm,

Tm:YAG operating at 793 nm is still within the therapeutic

window has shown to be capable of persistent spectral holes

with up to 30 s lifetimes21 and could eventually realize the

elusive goal of deep tissue imaging for certain clinical

applications.

S.K. was sponsored in part by the Swedish Research

Council, the Knut & Alice Wallenberg Foundation, the

Crafoord Foundation and the EC FP7 Contract No.

247743 (QuRep). L.V.W. was sponsored in part by

National Institutes of Health grants R01 EB000712 and

U54 CA136398.

TABLE I. Projections for ultimate imaging depth in tissue phantoms assuming real-time video rate imaging. Here video rate is defined as a frame rate of

35 frames/s for a 2D image with 30 lines.

Parameter Present setup Best possible Unit Improvement factor

Laser energy Power 0.1 240 W 2400

Duration 10 10 ls 1

Ultrasound Pressure 4 4 Mpa 1

Duration 2 2 cycle 1

Filter etendue 3 900 sr-mm2 300

Passband transmission 0.3 0.3 1

Detector quantum efficiency 0.07 0.8 10

Tagged photo-counts/0.5 ls_pixel/shot 0.04 290 K Photo-counts 7 M

dB above (25 counts/pixel) �28 þ40 dB þ68 dB

Single shot depth (4.4 dB/cm) 3 18 cm þ15 cm
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Suter, Phys. Rev. A 71(6), 062328 (2005); M. Nilsson, L. Rippe, N. Ohls-
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Abstract. Cavity-assisted quantum memory storage has been proposed for
creating efficient (close to unity) quantum memories using weakly absorbing
materials. Using this approach, we experimentally demonstrate a significant
(∼20-fold) enhancement in quantum memory efficiency compared to the no
cavity case. A strong dispersion originating from absorption engineering inside
the cavity was observed, which directly affects the cavity line width. A more
than three orders of magnitude reduction of cavity mode spacing and cavity
line width from GHz to MHz was observed. We are not aware of any previous
observation of several orders of magnitude cavity mode spacing and cavity line
width reduction due to slow light effects.
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1. Introduction

Coherent and reversible mapping of a quantum state between light and matter, as a flying and
stationary qubit, is an essential step toward scalability of quantum information processing [1, 2].
Such an optical quantum memory would be important for storing and synchronizing the output
quantum states of several quantum gates in quantum computation protocols [3]. In addition,
quantum memories may also play a crucial role in enabling long-distance (>150 km) quantum
communication [4] and in other applications [5]. Most ensemble-based optical quantum
memory protocols [5, 6] belong to one of two main groups: one where the protocols are based on
electromagnetically induced transparency [7–9] and one where they are based on the coherent
rephasing (echo) effect [10] such as controlled reversible inhomogeneous broadening [11, 12],
atomic frequency comb (AFC) [13–18], gradient echo memory [19–21] and revival of silenced
echo [22].

There are specific criteria for assessing quantum memory performance based on the
application in mind, but generally we could list the following key parameters: efficiency, fidelity,
storage time, multi-mode storage capacity and operational wavelength [5]. The scope of this
paper is mainly to demonstrate how to improve the memory efficiency of weakly absorbing
materials. The memory efficiency is here defined as the energy of the pulse recalled from the
memory divided by the energy of the pulse sent in for storage in the memory. At the quantum
level (weak coherent pulses), storage efficiency basically corresponds to the probability that the
stored information is retrieved. Fidelity is simply defined as the overlap of the quantum state
wavefunction of the recalled photon with that of the one originally sent in for storage. In the
optimum fidelity case, the wave-functions for the input and output photons are identical. An
alternative definition is conditional fidelity, i.e. the overlap conditional on that the photon was
emitted by the memory [5]. Based on the application, there will also be requirements on longer
storage time [7, 23–25] and on-demand retrieval. The capacity to store several photons (modes)
at the same time in the memory is called multi-mode storage capability. Multi-mode storage is
crucial in probabilistic applications to boost the occurrence rate of events [16, 26, 27] and the
AFC concept has been shown to be particularly suitable for multi-mode applications [28].

In the AFC protocol, which is employed in this paper, the combination of photon-echo and
spin-wave storage allows on-demand storage. However, the present experiment does not include
spin storage. The principle of the AFC protocol preparation is shown in figure 1. A sequence of
narrow peaks, equidistant in frequency, with a peak optical absorption depth d and background
absorption d0 is created by optical pumping and/or targeted state-to-state transfer pulses. The
input field for storage, with a spectral distribution larger than the peak separation 1 in figure 1
and narrower than the AFC bandwidth, could be totally absorbed by a sequence of narrow
peaks. Afterwards, the input field will excite all the atoms in the AFC structure coherently.
The collective coherent state distributed over AFC peaks separated by 1 will rapidly dephase
into a non-collective state. Well-separated equidistance AFC peaks will rephase and lead to a
collective emission after a time 1/1.

For high-efficiency quantum state storage, one basic requirement is to have enough
absorption depth to fully transfer all the input pulse energy to the atomic media. However,
in strongly absorbing media one also needs to eliminate the reabsorption of the emitted
echo in the medium. This can be done by shifting the absorber using the linear Stark effect
with an electric field gradient where the output field will be emitted in the backward [11]
or forward [20] direction. On the other hand, the strong absorption requirement will clearly
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Figure 1. (a) The hyperfine splitting of 3H4–1D2 transition of the site I
Pr3+:Y2SiO5 is shown [29, 30]. (b) The Pr absorption engineering based on AFC
protocol. dpit is the absorption depth outside the AFC structure spectral region,
which is situated in what is called a spectral pit, d is the peak optical depth,
while d0 is the background absorption. 1 is the AFC peak separation and γ is
the full-width at half-maximum (FWHM) of the AFC peaks. The finesse of the
AFC structure will be FAFC =

1

γ
. The effective absorption of the AFC structure

is defined as d̃ =
d−d0
FAFC

.

pose some limitations on the material used. Thus, it would be very important to enhance the
absorption of materials with long coherence time but low absorption (e.g. europium).

Interestingly, complete absorption of the input pulse can also be obtained for
weakly absorbing materials (that, for example, could have longer coherence time, such as
Eu3+:Y2SiO5 [31]) if they are inserted in a cavity [32, 33]. This cavity should satisfy the
impedance-matched condition for achieving complete absorption of the input pulse. To do this,
the absorption during one round trip of the cavity should be exactly equal to the transmission of
the input coupling mirror and also there should be no other losses during the cavity round trip.
Obtaining this (impedance-matched) condition is a vital step toward efficient quantum memories
using weakly absorbing media. In this work, we employed a cavity configuration around
our absorber material and demonstrate more than one order of magnitude improvement in
memory efficiency compared to that obtained without the cavity. The praseodymium absorption
line in Pr3+:Y2SiO5 was tailored based on the AFC protocol [13] and an impedance-matched
cavity configuration [32] is employed to mainly enhance the quantum memory efficiency. On-
demand recall as well as longer quantum memory storage time could be achievable via spin-
wave storage [14, 23] but this is beyond the scope of the present paper. Cavity-enhanced spin
wave-to-photon conversion efficiency results have, for example, been demonstrated in atomic
gases [34, 35].

The paper is organized in the following way. In section 2, we give an overview of the
experimental setup, in particular as regards the cavity design. In section 3, the effect of having
an absorbing quantum memory material inside the cavity is discussed. In section 4, we show
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Figure 2. Experimental setup. A double-pass acousto-optic modulator (AOM) is
employed to tailor the optical pulses which come from a narrow (kHz) line width
laser. A photo diode (PD1) monitors the input light to the cavity. Two other photo
diodes monitor the transmitted (PD2) and reflected (PD3) light from the cavity.
The cavity crystal was designed to have a small wedge, such that the length L
differs by about 1L = 200 nm. In practice, the wedged surface is not completely
flat, see figure 3. (a) The input and output facets of the crystal have 80 and 99.7%
reflectivity, respectively.

quantum memory efficiency results following the preparation steps toward the AFC memory
demonstration, and in section 5, a further discussion about the strong dispersion and cavity free
spectral range effect is included. The conclusions are presented in section 6.

2. Experimental setup

This section discusses the experimental setup and is divided into two main parts. The first part
describes the stabilized laser source and the modulator setup which generates the pulses, while
the second part outlines the cavity crystal design as shown in figure 2(a). A 6 W Nd:YVO4

Coherent Verdi-V6 laser at 532 nm pumps a Coherent 699-21 dye laser, which generates
∼500 mW laser radiation at 605.977 nm. This wavelength matches the 3H4–1D2 transition of
praseodymium ions doped into yttrium silicate (Pr3+:Y2SiO5) [29, 30].

The laser stabilization system, which uses hole-burning in a Pr3+:Y2SiO5 crystal in a
separate cryostat as the frequency reference, improves the frequency stability of the laser to
≈1 kHz line width [36]. Good frequency stability is crucial for coherent interaction experiments
such as the ones described here. The 3H4–1D2 transition in Pr3+:Y2SiO5 has an excited
state coherence time (T2) of 152 µs [29]. A double pass acousto-optic modulator (AA opto-
electronics St.200/B100/A0.5-VIS, AOM) with 200 MHz center frequency is employed to tailor
the laser light amplitude, phase and frequency and to carry out the required pulse shaping
in the experiment. An extensive MATLAB code calculates the pulse shapes and a 1 GS s−1

arbitrary waveform generator (Tektronix AWG520) generates the RF signal that drives the
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AOM that modulates the light. The spatial laser mode is cleaned by passing light through a
single-mode fiber and then a 50/50 beam splitter is used to obtain the reference signal at the
photo diode (PD1) before the cavity crystal. The transmitted light through the cavity will be
detected at PD2 in figure 2. The reflected light from the cavity will be detected by the third
photo diode (PD3) in figure 2. The PD1 and PD3 are PDB150A photo detectors from Thorlabs,
while PD2 is a Hamamatsu S5973 photo diode which is connected directly to a Femto DHP
CA-100 transimpedance amplifier. The beam diameter at the cavity crystal position is set to
about 80 µm. The crystal was immersed in liquid helium at 2.1 K to ensure that the optical
coherence time (T2) of the praseodymium is not shortened by phonon interaction. A λ/2 plate
was used in front of the crystal to control the light polarization direction with respect to the
crystal axes and the Pr transition dipole moment direction [37].

The cavity crystal is made of 0.05% praseodymium ions doped into yttrium silicate
(Pr3+:Y2SiO5). It has 12 mm diameter and is (except for the small wedge) cut along the D1 × D2

plane with a thickness of 2 mm as shown in figure 2(a). The cavity mirrors are created by coating
the 12 mm diameter crystal surfaces. Multiple layer stacks of SiO2 and ZrO2 are designed and
applied for these coating surfaces by Optida. The light propagation direction is selected to be
along the crystal b-axis as shown in figure 2. The input and output cavity facets are designed
to have reflectivities of R1 = 80% and R2 = 99.7%, respectively. The losses because of the Pr
ion absorption through the double pass of the cavity should be adjusted to compensate for the
unequal cavity surface coating to achieve the impedance-matched cavity condition [32, 33]. The
impedance-matched cavity condition occurs when the directly reflected field and a transmitted
field coming from the field circulating inside the cavity cancel each other at the input surface
and consequently the reflected intensity vanishes.

3. Cavity without and with an absorber

The calculated cold cavity (i.e. neglecting any Pr absorption effects) transmission frequency
spacing ( c

2nL ) for this crystal with n = 1.8 and L = 2 mm is 41.6 GHz. The theoretical finesse of
this cavity based on the mentioned mirror reflectivities is ≈25 which corresponds to a spectral
line width of 1.5 GHz. Scanning the laser light across the cold cavity (off-resonance with the Pr
ion absorption line) shows a cavity transmission line width of about 2.5 GHz, which corresponds
to a finesse of about ≈16. Part of the reduction could be related to the wedge design, causing a
small beam walk-off as the light bounces between the mirrors.

To spectrally match the cavity transmission profile to the inhomogeneous absorption line
of Pr [29], the crystal was designed to have a small wedge as shown in figure 2(a), such that
the length L differs by about 200 nm. In this way the cavity transmission spectrum could be
translated well over one free spectral range. To accurately match the cavity transmission peak to
the Pr absorption line, a translation stage with sub-µm accuracy (Attocube system, ANCz150)
is employed to translate the crystal perpendicular to the input beam.

The parallelism of the cavity surfaces is determined by an interference experiment.
A collimated coherent beam (λ = 606 nm) with diameter >12 mm impinged almost
perpendicularly on the crystal surface and the reflected pattern was monitored. Figure 3 shows
the non-uniform interference pattern before coating the cavity surface. One could estimate the
cavity parallelism in figure 3, as the change in the cavity length is λmaterial/2 between two bright
or dark fringes in the cavity. Since figure 3 shows the light reflected from the cavity, the dark
fringes are the areas of larger transmission.
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Figure 3. An interference experiment is used to investigate the parallelism of
the cavity surfaces. A collimated laser beam at λ = 606 nm was impinging
perpendicularly to the 12 mm diameter cavity crystal surface. The figure shows
the reflected light from the cavity surface displayed on a screen.

For quantum state storage, the AFC protocol [13] is chosen for engineering the absorption
profile of the inhomogeneously broadened Pr ion. The heart of the AFC protocol is using
a spectrally periodic medium for enhancing the storage capacity. Using a frequency domain
interpretation, the periodic structure shown in figure 1(b) can be viewed as a spectral grating.
The storage pulse tuned to the AFC structure is diffracted in time and produces an echo [38].
Based on a time domain interpretation, this will be interpreted as a rephasing of a set of dipoles
in time [13]. The storage pulse will be absorbed by AFC peaks well separated in frequency
(1 in figure 1(b)). The collective emission of AFC peaks will be in phase after time 1/1

generating an echo of the input pulse.
The first step toward this preparation is to make a zero absorption window within the

inhomogeneous Pr ion absorption profile. A series of optical pumping pulses is employed to
create an 18 MHz transmission window (spectral pit) within the ≈9 GHz inhomogeneous profile
of Pr3+:Y2SiO5. A detailed discussion about what pulses can be used to create the transmission
window is presented in [17]. This transmission window is called the spectral pit in [30], which
we will use afterwards.

It turns out that a spectral transmission window (spectral pit) might change the cavity
mode spacing by several orders of magnitude due to slow light effects. This will now be briefly
explained by considering a dispersive medium inside a cavity as follows (see equation (11.58),
p 437 of [39]):

1νmode = νq+1 − νq =
1

2L

c0

ng(ν)
=

vg

2L
, (1)

ng(ν) =
c0

vg
=

∂(νnr(ν))

∂ν
= nr(ν) + ν

dnr(ν)

dν
, (2)
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where q is an integer, L is the cavity length, c0 is the speed of light in vacuum, ng(ν) is the
refractive index for the group velocity, nr(ν) is the real part of the refractive index for the phase
velocity and νg is the group velocity. It is important to note that the index of refraction in
equation (1) is not the index of refraction for the phase velocity, n, but the index of refraction of
the group velocity, ng. This is sometimes overlooked, but in a low dispersion medium the two
indices of refraction are the same (n ≈ ng), so often the dispersion is not important. The real and
imaginary parts of the susceptibility are connected via the Kramers–Kronig relation as follows:

Re (χ(ν)) =
2

π

∫
∞

0

ν ′Im(χ(ν ′))

ν ′2 − ν2
dν ′, (3)

Im (χ(ν)) =
2

π

∫
∞

0

ν ′Re(χ(ν ′))

ν ′2 − ν2
dν ′. (4)

Therefore, by measuring the absorption spectrum α(ν) which is directly related to
Im (χ(ν)) and using this as an input to equation (3), one can calculate Re (χ(ν)) which is
proportional to nr(ν) and then calculate the dispersion ( dnr(ν)

dν
). In the cold cavity case where there

is no absorption and consequently also no dispersion, the nr(ν) � ν dnr(ν)

dν
regime holds, while in

the case of a spectral pit we have nr(ν) � ν dnr(ν)

dν
. Actually, using the experimentally recorded

absorption α(ν) as the input to equation (3) gives a dispersion term (ν dnr(ν)

dν
) in equation (2)

which is three to four orders of magnitude larger than nr(ν). This means that the mode spacing
for frequencies inside the spectral transmission window now is only of the order of 10 MHz.

To experimentally monitor the created transmission window, a weak minimally disturbing
pulse was frequency chirped at a rate of 1 MHz µs across the corresponding frequency region.
In the absence of a cavity this procedure typically displays an ≈18 MHz spectral pit (see, e.g.,
figure 1 in [40]2). For the cavity case, only a much narrower transmission line (≈2 MHz) inside
the spectral region was observed. This sharp transmission line turns out to be about three orders
of magnitude narrower than the cold cavity transmission peaks. The cavity finesse (Fcav) is
primarily determined by the mirror reflectivity. Therefore, Fcav should be independent of the
spectral pit (transmission window) properties provided that the possible residual absorption
in the spectral pit is small. Based on the assumption of a constant cavity finesse, the ratio
between the cavity free spectral range (1ν) and δ will be constant. Thereby, it follows from
equation (1) that the cavity transmission line width is proportional to the group velocity (vg).
Thus, the 2 MHz transmission peak is largely consistent with the obtained results based on the
theoretical calculation above. Two cavity transmission peaks that are translated by changing the
cavity length are shown in figure 4. The cavity transmission peaks were translated by moving
the slightly wedged crystal perpendicular to the beam propagation direction. The reduction of
the cavity transmission line width is also due to the strong dispersion that is created by the
spectral pit inside the cavity.

In fact, although there are experimental observations of changes in the cavity mode spacing
in active media of more than an order of magnitude [41, 42], we are not aware of any effects as
large as the three to four orders of magnitude observed here. Details of this effect are, however,
beyond the scope of the present paper and will be addressed in a separate publication [43].

2 Correction: the expression for the group velocity needs to be corrected to vg =
2π0
α

in the subsection ‘IVB slow
light effects’.
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Figure 4. Three cavity transmission spectra taken at different positions through
the crystal as indicated by the arrows are shown. The cavity crystal had about
2 mm length and 80 and 99.7% mirror reflectivity while the Pr absorption line
was tailored to create a ≈18 MHz spectral pit within the cavity. The spectral pit is
responsible for the three orders of magnitude cavity mode reduction from GHz to
MHz. The maximum difference in the cavity transmission spectrum as the beam
was translated at the input surface is about 3 MHz, which corresponds to about
40 nm cavity length changes. The designed wedge on the crystal surface gives us
enough freedom to translate the cavity transmission between two cavity modes,
which is ≈11 MHz here.

4. Atomic frequency comb preparation and memory efficiency

Each AFC peak shown in figure 1(b) is prepared within the created transmission window
(spectral pit) by employing two consecutive complex hyperbolic secant [30] pulses to optically
pump Pr ions from | ±

5
2 g〉 → | ±

5
2e〉 and | ±

5
2e〉 → | ±

1
2 g〉 (see figure 1(a)). This procedure is

carried out four times, each time with a new center frequency shifted by 1 to create an AFC
structure as shown in figure 1(b). In this way the AFC structure is engraved in the | ±

1
2 g〉 state.

To be able to use the cavity configuration and improve the storage efficiency, the AFC structure
needs to be engraved within the cavity transmission window. Therefore, the cavity transmission
line width (δ) needs to be optimized to cover the whole AFC structure bandwidth. As discussed
in [40] the group velocity can be written as vg =

2π0

α
, where 0 and α are the spectral pit width

and the absorption coefficient outside the spectral pit, respectively. It was, therefore, concluded
that in 0.05% Pr:YSO, where the maximum spectral pit window width (0) is limited to 18 MHz
and at the line center absorption coefficient (α) is about 2000 m−1, the only possibility for the
cavity transmission line of width δ to cover the AFC bandwidth was to obtain a smaller α by
moving the whole spectral pit to a part of the inhomogeneous profile where the absorption was
lower than at the inhomogeneous line center. The created spectral pit and the AFC peaks will
affect the dispersion and finally the cavity mode structure (see equation (1)). Therefore, the
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Figure 5. Storage efficiency measurement. A 250 ns FWHM Gaussian pulse
tuned to an AFC structure with four peaks separated by 1 = 1 MHz. 22% of
the input energy (red dashed line) was retrieved in the echo (black solid line)
after 1 µs.

shape of the spectrum is a combination of the effect from the AFC absorption pattern and the
cavity dispersion effect.

The next step after the AFC preparation is to send the storage pulse tuned to the AFC
structure center frequency through mirror R1 (see figure 2). For this purpose, a Gaussian pulse
with τFWHM = 250 ns was employed. For an AFC structure with peak separation 1, there will
be a rephasing after a delay 1/1 [13]. The black solid trace in figure 5 is the signal when the
storage pulse is tuned to the AFC structure center frequency and impinged onto mirror R1. We
define the memory efficiency as the ratio of the output (echo) energy divided by the input pulse
energy. To obtain a reference signal, for the input energy to the memory, the cavity was turned
∼180◦ such that the input Gaussian storage pulse impinged on the mirror with reflectivity R2

(nearly 100% reflection) and the reflection was detected at the reflection detector (PD3). This
signal represents the input signal shown by the (red) dashed line in figure 5 and corresponds to
the signal strength that would be observed if the memory efficiency were 100%. The reference
detector PD1 was employed to compensate for the measurements for laser fluctuation from one
measurement to another. 22% of the input energy was retrieved in the echo after 1 µs as shown
in figure 5.

5. Strong dispersion and the cavity free spectral range

Finally, an interesting observation is that the requirement of matching the absorption with the
mirror reflectance, in combination with the slow light effect when creating the spectral pit and
the AFC structure, may put restrictions on the system performance as shown by the following
calculation. According to equation (1) the mode spacing of a cavity with length L is given by
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1ν =
vg

2L and from vg =
2π0L

dpit
[40, 44] the cavity line width, δ, could be written as

δ =
1ν

Fcav
=

π0

Fcavdpit
, (5)

where Fcav is the cavity finesse. Therefore, as a general statement, the ratio δ

0
=

π

Fcavdpit
. To

explore the cavity condition on the AFC preparation, one could write the cavity finesse

Fcav =
π R1/4

1 −
√

R
, (6)

where the mirror reflectance (R) should satisfy the impedance matching condition (R =

exp(−2d̃)) and d̃ =
d

FAFC
. d̃ is the effective absorption (d0 = 0) according to figure 1.

Considering 2d̃ � 1, we could simplify equation (6) as

Fcav ≈
π

d̃
. (7)

Now we can rewrite the cavity line width as

δ = 0
d̃

dpit
=

0

FAFC
. (8)

Therefore, the cavity line width for a matched cavity to first order just depends on the
spectral pit width and the finesse of the AFC structure. This may cause complications because,
to minimize the memory loss due to dephasing, FAFC should be as high as possible and 0 is
limited by the hyperfine splitting in the material and cannot easily be varied freely.

This can affect the fitting of the AFC structure under the cavity line width since the cavity
line width might not be wide enough. But, practically, we do not expect this limitation to become
important until one gets into the high-efficiency (η > 90%) regime where it is important to
suppress memory loss due to the dephasing factor (exp( −7

F2
AFC

) in equation (9)) by choosing higher
AFC finesse (FAFC > 9). Even in this case, the cavity line width will readily still be close to
the excited state hyperfine transition separation, which is the bandwidth limitation of the AFC
protocol as discussed in [13]. On the other hand, the AFC peaks themselves are very narrow
absorption structures and consequently will create strong dispersion effects. The effects will
modify the transmission structure and this may offer further possibilities; however, as previously
stated, a detailed analysis is beyond the scope of this paper.

To estimate the enhancement in storage efficiency attained by employing the cavity
configuration, we calculate what signal would have been expected if the end faces were un-
coated. The AFC storage efficiency, η, is given by [45]

η = d̃2 exp(−d̃) exp

(
−7

F2
AFC

)
exp(−d0), (9)

where d̃ =
d−d0
FAFC

is the effective absorption, d0 is the background absorption and FAFC =
1

γ

as shown in figure 1(b). This equation has been shown to agree very well with experiment
in [15, 17]. According to equation (5), we can estimate the ratio between the absorption depth
of the pit at the spectral position where the quantum memory was prepared, dQM

pit , and the
absorption depth of the pit at the line center, dc

pit (see figure 1(b)) as follows:

dQM
pit

dc
pit

=
δc

δQM
, (10)
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where δQM and δc are the cavity line width at the quantum memory preparation spectral position
and the line center, respectively (with the assumption that 0 and Fcav are similar in these two
cases). For the present setup, it turns out that we have δc = 1.5 MHz, δQM = 8 MHz and dc

pit = 4,

which gives dQM
pit = 0.75. To our knowledge d < dQM

pit in all the papers published so far; thus
we might chose the actual optical depth of the AFC structure d = 0.75. From equation (9),
considering negligible background absorption d0, and FAFC = 7 (which is our best guess for the
present work) we get an efficiency of <1%. Thus the estimate is that we have at least observed
a 20-fold enhancement using the cavity.

The main experimental limitations in the present setup for achieving unity storage and
retrieval efficiency, which is predicted theoretically [32, 33], are the following. Firstly, as
shown by the black solid trace in figure 5, about 50% of the input pulse is reflected directly
at time t = 0. Therefore, to improve the storage efficiency one needs to increase the input
pulse absorption. Limited absorption means, then, that the impedance-matched condition is not
fulfilled. This is partly related to poor spatial mode matching. However, it is also possible that
the impedance-matching condition in our cavity crystal could be improved by locking the laser
further from the Pr line center (>5 GHz) where the absorption is lower. This could, however, not
be fully tested in the present setup since it is difficult to select the laser frequency stabilization
point far from the line center for the stabilization setup based on a spectral hole [36]. Secondly,
after optimizing the absorption, improving the retrieval part of the memory may be possible by
improving the finesse of the prepared AFC structure (FAFC).

6. Conclusion

In conclusion, we demonstrate a ∼20-fold enhancement in quantum memory efficiency for
cavity-assisted quantum memories compared to the no cavity case. This is a proof of principle
for achieving high quantum memory efficiency using weakly absorbing media. In addition, we
demonstrate a ∼3 order decrease in cavity mode spacing using slow light effects in a dispersive
medium. We are not aware of any previous observations of cavity mode spacing changes of this
order of magnitude due to slow light effects.
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A light-storage experiment with a total (storage and retrieval) efficiency � ¼ 56% is carried out by

enclosing a sample, with a single-pass absorption of 10%, in an impedance-matched cavity. The

experiment is carried out using the atomic frequency comb (AFC) technique in a praseodymium-doped

crystal (0:05%Pr3þ:Y2SiO5) and the cavity is created by depositing reflection coatings directly onto the

crystal surfaces. The AFC technique has previously by far demonstrated the highest multimode capacity

of all quantum memory concepts tested experimentally. We claim that the present work shows that it is

realistic to create efficient, on-demand, long storage time AFC memories.

DOI: 10.1103/PhysRevLett.110.133604 PACS numbers: 42.50.Ct, 03.67.Hk, 42.50.Gy, 42.50.Md

A quantum memory that has the ability to map onto,
store in, and later retrieve the quantum state of light from
matter is an important building block in quantum informa-
tion processing [1]. Quantum memories are expected to
become vital elements for long distance quantum key
distribution [2,3]. Quantum computing based on linear
optics schemes [4], signal synchronization in optical quan-
tum processing [5,6], the implementation of a deterministic
single-photon source [7], and precision measurements
based on mapping of the quantum properties of an optical
state to an atomic ensemble [8] are other applications
of quantum memories. For most of the applications
mentioned, high performance will be required in terms
of high efficiency [9,10], on-demand readout, long storage
time [11,12], multimode storage capacity [13,14], and
broad bandwidth [15].

Many protocols have been proposed to realize an effi-
cient quantum memory; these include electromagnetically
induced transparency (EIT) [16], off-resonant Raman inter-
actions [17], controlled reversible inhomogeneous broad-
ening (CRIB) [18–20], gradient echo memory (GEM) [21],
and atomic frequency combs (AFC) [22]. The most impres-
sive storage and retrieval efficiencies so far, 87% [9] and
69% [10], were achieved in hot atomic vapor and rare-earth
doped crystals, respectively, using the GEM technique.
Additionally, 43% storage and retrieval efficiency using
EIT in a hot Rb vapor [23] and 35% using AFC in a rare-
earth doped crystal [24] were attained.

The AFC technique [22] is employed in this Letter
because the number of (temporal) modes that can be stored
in a sample is independent of the optical depth (d) of the
storage material, in contrast to other quantum memory
approaches. An AFC structure consists of a set of (artifi-
cially created) narrow absorbing peaks with equidistant
frequency spacing � and uniform peak width � (see the
inset in Fig. 3). An input (storage) field (at time t ¼ 0) that
spectrally overlaps the AFC structure will be absorbed and
leave the absorbers (in our case the Pr ions) in a super-
position state [22]. If the coherence time is long compared

to 1=�, a collective emission due to constructive interfer-
ence (similar as for the modes in a mode-locked laser)
will occur at time techo ¼ 1=�.
High storage and retrieval efficiency is one of the main

targets of quantum memories and this relies on strong
coupling between light and matter [1]. One approach for
studying light-matter interaction is based on the high
finesse cavity-enhanced interaction of light with a single
atom [25,26]. Another alternative for increasing the cou-
pling efficiency of a quantum interface between light and
matter is using an optically thick free space atomic
ensemble [1]. In this Letter, we combine the advantages
of both approaches to implement an efficient quantum
interface in a weakly absorbing solid state medium [27].
Within the ensemble approach several experimental real-
izations from room-temperature alkali gases [28], to alkali
atoms cooled and trapped at temperature of a few tens or
hundreds of microkelvin [29] have been investigated.
Among the ensemble-based approaches impurity centers
in a solid state crystal is a powerful alternative for quantum
memories because of the absence of atomic movement.
The objective of this Letter is to demonstrate a quantum

memory with high storage and retrieval efficiency, with the
added benefit of being achievable in a weakly absorbing
medium. Another benefit is the short crystal length (2 mm),
and small physical storage volume (� mm3). This can
simplify the implementation of long-term storage in the
hyperfine levels, as will be further discussed at the end of
the Letter. For an AFC memory with no cavity and with
emission in the forward direction, the maximum theoreti-
cal efficiency is limited to 54% [22]. Our work is based on
the proposals in Refs. [30,31], where it is shown that close
to unity storage and retrieval efficiency can be obtained,
using an atomic ensemble in an impedance-matched cav-
ity. A cavity can be impedance matched, by having the
absorption per cavity round trip (1� e�2�L) equal to the
transmission of the input coupling mirror (1� R1), while
the back mirror is 100% reflecting, which gives R1 ¼
e�2�L, where � is the absorption coefficient and L is the
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length of the optical memory material. For this impedance-
matching condition, all light sent to the cavity will be
absorbed in the absorbing sample inside the cavity and
no light is reflected.

The storage cavity is made up of a 2 mm long
0:05% Pr3þ:Y2SiO5 crystal; see Fig. 1. To reduce the
complexity of the alignment and reduce losses, the crystal
surfaces are reflection coated directly, rather than using
separate mirrors. The two cavity crystal surfaces are not
exactly parallel as shown in Fig. 1 (� � 10 arcsec). Part of

the incoming field ~Ein will be reflected ( ~Erefl) at the first
mirror surface (R1), see Fig. 1. The field leaking out

through R1 from the cavity, ~Eleak, is coherently added to
~Erefl such that ~Eout ¼ ~Erefl þ ~Eleak. At the impedance-

matched condition, ~Erefl and ~Eleak differ in phase by �

and have the same amplitude j ~Erefl j¼j ~Eleak j . This means
that the light intensity at the reflection detector (PD3)
should ideally vanishes if this condition is satisfied.

The cavity crystal (impedance matching) was first tested
without memory preparation. The effective cavity length
can be optimized by translating the cavity perpendicular to
the beam propagation direction. Here a sub-�m accuracy
(Attocube system, ANCz150) translation stage was used.
Then, a weak Gaussian pulse (�FWHM ¼ 250 ns) with a

small pulse area and repetition rate of 10 Hz was injected
into the cavity while the laser frequency was slowly
scanned during �6 s across the inhomogeneous Pr ion
absorption line. To find the best impedance-matched point,
the cavity crystal was translated in small steps perpendicu-
lar to the beam direction. For each step a 18 GHz laser
scan was carried out. The calibrated reflected part of the
input pulse (PD3/PD1) is plotted versus the frequency
offset from the Pr3þ:Y2SiO5 inhomogeneous line center
in Fig. 2, for the position where the highest absorption was
obtained. This measurement shows that a maximum of
about 84% of the input energy could be absorbed. This
occurred about 45 GHz above the inhomogeneous broad-
ening center frequency. This will set an upper limit for the
achievable storage and retrieval efficiency in the present
setup. Due to the absorption tailoring during the memory
preparation (to be discussed below), the impedance-
matching condition will be fulfilled closer to the inhomo-
geneous line center in the actual storage experiment, but
the measurement establish the losses caused by spatial
mode mismatching. In addition, in the present setup the
dye laser is frequency stabilized against a Fabry-Pérot
cavity using the Pound-Drever-Hall (PDH) locking tech-
nique [32,33]. This provide more freedom for locking the
laser frequency further away from the inhomogeneous
profile center compared to our earlier work [34] where
stabilization based on hole burning was used. This has a

FIG. 1 (color online). (a) Part of the experimental setup.
A frequency stabilized (< 1 kHz linewidth) dye laser at �vac ¼
605:977 nm is employed as light source. A 50=50 beam splitter
splits off part of the input light onto a photo diode (PD1), to
calibrate against variations in the input light intensity. Two other
photo diodes monitor the transmitted (PD2) and the reflected
(PD3) light from the cavity. The cavity length along the b axis is
L ¼ 2 mm and the crystal diameter in the (D1, D2) plane is
12 mm. b, D1, and D2 are principal axes of the crystal [46].
A beam waist of about 100 �m is created at the crystal center
via a lens with f ¼ 400 mm. A half-wave plate (�=2) is
employed to align the polarization direction to a principal axis
of the cavity crystal, which is immersed in liquid helium at
2.1 K. The input and output facet of the crystal has R1 ¼ 80%
and R2 ¼ 99:7% reflectivity. A small part of the cavity crystal is
left uncoated for measurements without a cavity effect. (b) The
hyperfine splitting of the ground jgi and excited jei state of the
3H4 �1 D2 transition of site I in Pr3þ:Y2SiO5 [38].

35 40 45 50
0

20

40

60

80

100

R
ef

le
ct

io
n

 (
%

)

Frequency (GHz)

FIG. 2 (color online). The normalized reflected signal
(PD3/PD1) is plotted against the frequency offset from the
Pr3þ:Y2SiO5 inhomogeneous line center. The crystal was trans-
lated perpendicular to the input beam (see Fig. 1) and the graph
is a frequency scan for the position that gave the best impedance
matching. At the impedance-matching condition the reflected
light detected at PD3 should vanish. The best impedance-
matched condition without memory preparation (i.e., spectral
manipulation by the absorption profile, see text) was a reflection
of 16% (84% absorption), which was measured about 45 GHz
above the inhomogeneous broadening center frequency that is
located at 0 GHz in this figure.
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large influence on improving the impedance-matching
condition.

To demonstrate a quantum memory based on the
AFC protocol, first, a transparent (nonabsorbing) spectral
transmission window within the Pr ion absorption profile
was created using optical pumping. An accurate descrip-
tion of the pulse sequences required for creating such a
transparency window, which henceforth is called a spectral
pit, is given in Ref. [24]. Because of the strong dispersion
created by the spectral pit [35], the cavity free spectral
range (FSR) and the cavity linewidth are reduced by 3–4
orders of magnitude [36]. The reduction can be understood
as follows. The cavity FSR is�	mode ¼ c0

2L
1
ng
[37] where c0

is speed of light in the vacuum, L is the cavity length, and

ng is the group refractive index. ng ¼ nrð	Þ þ 	 dnrð	Þ
d	 and

nrð	Þ is the real refractive index as a function of frequency
	. In case of no or constant absorption, the dispersion term
is negligible compared to the real refractive index

(nrð	Þ � 	 dnrð	Þ
d	 ). The FSR of this cavity with no absorb-

ing material is about 40 GHz. In the presence of sharp

transmission structures (nrð	Þ � 	 dnrð	Þ
d	 ) a dramatic

reduction of the cavity FSR and the cavity linewidth can

occur. In our case 	 dnrð	Þ
d	 > 1000nrð	Þ and the reduction is

>3 orders of magnitude at the center of the inhomogene-
ous line. A more detailed description of the cavity FSR
reduction is given in Refs. [34,36]. Translating the crystal
perpendicular to the beam propagation direction will move
the cavity transmission within the spectral pit due to the
small wedge on the crystal.

After preparing the transparent (nonabsorbing) spectral
transmission window, each AFC peak is created using a
complex hyperbolic secant pulse (sechyp for short) with
chirp width fwidth ¼ 70 kHz [38] and temporal width
tFWHM ¼ 16:8 �s [38]. This pulse excites ions from
j � 1

2gi � j � 5
2 ei state [see Fig. 1(a)]. From the j � 5

2 ei
state, Pr ions will decay mostly to the j � 5

2gi due to the

high branching ratio for the j � 5
2 ei � j � 5

2gi transition
[39]. This pulse is repeated several (� 50) times with a
waiting time of 500 �s between each pulse. This process
creates one AFC peak. Repeating this procedure with a
consecutive change of center frequency of the sechyp
pulse by � will create the other AFC peaks. The finesse
of the AFC structure with peak width � and peak separa-

tion � will be FAFC ¼ �
� .

As we discussed earlier, the absorption engineering of
the Pr ions inside the cavity will directly affect the cavity
modes via strong dispersion. Therefore, measuring the
AFC structure properties in the cavity case is challenging.
In order to at least to some extent estimate the AFC
structure properties, the coating of a small part of the cavity
crystal is removed, and the same preparation as for the
memory is performed in this part. The remaining coating
could affect the precision of this measurement through the
cavity dispersion effect. The trace in Fig. 3 is recorded

using a weak readout beam that is frequency chirped at a
rate of 10 kHz=�s across the frequency region of the AFC
structure. The overall spectral structure is complicated
and a detailed discussion of the spectrum is beyond the
scope of the present Letter. The inset in Fig. 3 shows the
spectral content of the storage pulse relative to the four
AFC peaks. The cavity transmission linewidth is tuned to
be at least as wide as the whole prepared AFC structure
[34]. In this case it was � 11 MHz wide.
The input pulse is stored using the j � 5

2gi � j � 5
2 ei

transition for ions initially in state j � 5
2gi. A Gaussian

pulse with a duration of �FWHM ¼ 250 ns and small pulse
area is employed as a storage pulse. The frequency of the
storage pulse is tuned to the center frequency of an AFC
structure with a peak separation � ¼ 0:9 MHz. The
retrieved echo pulse is detected at detector PD3 after
1:1 �s as shown with black solid line in Fig. 4. In addition,
multiple echoes are detected at times 2:2 �s and 3:3 �s
which are probably due to multiple rephasing of the
ensemble.
In order to assess the storage and retrieval efficiency, the

intensity of the input storage pulse at the cavity crystal
should be measured. To this end, the cavity crystal was
turned �180� such that the input storage pulse impinged
on the R2 ¼ 99:7% mirror, with no pit and peak creation
active. In this way the input storage pulse is (almost
completely) reflected and the signal on PD3, after calibrat-
ing using PD1, can be used as a reference value for the
storage pulse input intensity, as shown by a red dashed line
in Fig. 4. The pulse area of the first echo at � 1:1 �s
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FIG. 3 (color online). The absorption profile created through
the optical pumping process is shown. This measurement is done
in a small part of the cavity crystal where the coating was
removed. From the Pr inhomogeneous absorption profile, four
AFC peaks, all absorbing on the j � 5

2gi � j � 5
2 ei transition,

are created. The spectral content of the storage pulse is shown
schematically in the inset by the red dashed line across the AFC
structure, which has peak width � and peak separation �. The
finesse of the AFC structure is FAFC ¼ �

� .
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divided by the reference signal pulse area gives a storage
and retrieval efficiency of the memory of � ¼ 56% (four
independent measurements gave values ranging from
55.5% to 56.8%). The leakage through the cavity detected
on PD2 (see Fig. 1) during the storage is almost negligible
(� 1% of the storage pulse).

The present result is lower than the best storage and
retrieval efficiency achieved elsewhere [9,10]; however, it
is the highest storage and retrieval efficiency based on the
AFC protocol, which is presently the best multimode
quantum state storage protocol [40], also in the cavity
configuration [31]. The source of losses in the current setup
can be estimated as about 16% related to the impedance
mismatching, 5% associated with the multiple echoes,
about 1% from transmission through the cavity, about
10% linked to the AFC finesse dephasing factor, and the
rest possibly related to the crystal background absorption.
By addressing these losses the efficiency could be
improved. We estimate that the efficiency under the same
conditions as in this experiment for a crystal in a single-
pass configuration would be <1% [34]. Therefore the
cavity configuration shows a significant enhancement
compared to the bare crystal.

In order to obtain on-demand and long-term storage
based on the AFC protocol [22], the ground-excited state
superposition should be transferred to, and then brought
back from, a spin-level superposition between two of the
ground states [41]. The dephasing due to the spin state
inhomogeneous broadening can be suppressed using
radio-frequency (rf) spin-echo techniques. In addition,
even longer (> 60s) storage time is possible by utilizing
zero first-order Zeeman (ZEFOZ) shift [42] and spin-echo
techniques to suppress slow variations of the spin transition
frequencies [11,12]. Quantum memories in a smaller

physical volumes requires significantly lower rf power.
Although the present result is 13% lower than the highest
rare-earth crystal efficiency results so far [10], it is
obtained in a crystal that is 10 times shorter. This may in
practice significantly simplify long time, high efficiency
spin storage, since too large volumes will require excessive
rf powers to compensate for the spin inhomogeneous
broadening. In addition, efficient quantum memories in a
weakly absorbing media opens up the possibility of utiliz-
ing materials with low optical depth but good coherence
properties (e.g., Eu3þ:Y2SiO5 [43]).
In summary, we have demonstrated a quantum memory

with� ¼ 56% storage and retrieval efficiency based on the
AFC protocol. This is done in a weakly absorbing medium
and short crystal length (2 mm) by utilizing an impedance-
matched cavity configuration. This achievement, in addi-
tion to the storage and recall of weak coherent optical
pulses [14,44], spin-wave storage demonstration [41], the
best multimode quantum memory [13,14], and storage of
entanglement [15,45] increases the possibility of creating
an efficient, on-demand, long storage time, and multimode
quantum memory based on the AFC protocol in the future.
This work was supported by the Swedish Research

Council, the Knut & Alice Wallenberg Foundation, the
Maja & Erik Lindqvists forskningsstiftelse, the Crafoord
Foundation, and the EC FP7 Contract No. 247743 (QuRep)
and (Marie Curie Action) REA Grant No. 287252
(CIPRIS).

[1] K. Hammerer, A. S. Sorensen, and E. S. Polzik, Rev. Mod.
Phys. 82, 1041 (2010).

[2] L.M. Duan, M.D. Lukin, J. I. Cirac, and P. Zoller, Nature
(London) 414, 413 (2001).

[3] N. Sangouard, C. Simon, B. Zhao, Y.A. Chen, H. de
Riedmatten, J.W. Pan, and N. Gisin, Phys. Rev. A 77,
062301 (2008).

[4] P. Kok, W. J. Munro, K. Nemoto, T. C. Ralph, J. P. Dowling,
and G. J. Milburn, Rev. Mod. Phys. 79, 135 (2007).

[5] E. Knill, R. Laflamme, and G. J. Milburn, Nature
(London) 409, 46 (2001).

[6] J. Nunn, N.K. Langford, W. S. Kolthammer, T. F.M.
Champion, M.R. Sprague, P. S. Michelberger, X.M. Jin,
D. G. England, and I. A. Walmsley, arXiv:1208.1534v1
[Phys. Rev. Lett. (to be published)].

[7] S. Chen, Y.-A. Chen, T. Strassel, Z.-S. Yuan, B. Zhao,
J. Schmiedmayer, and J.-W. Pan, Phys. Rev. Lett. 97,
173004 (2006).

[8] A. I. Lvovsky, B. C. Sanders, and W. Tittel, Nat. Photonics
3, 706 (2009).

[9] M. Hosseini, B.M. Sparkes, G. Campbell, P. K. Lam, and
B. C. Buchler, Nat. Commun. 2, 174 (2011).

[10] M. P. Hedges, J. J. Longdell, Y. Li, and M. J. Sellars,
Nature (London) 465, 1052 (2010).

[11] J. J. Longdell, E. Fraval, M. J. Sellars, and N. B. Manson,
Phys. Rev. Lett. 95, 063601 (2005).

[12] G. Heinze et al. (to be published).

-1 0 1 2 3 4 5

0.0

0.2

0.4

0.6

0.8

1.0

In
te

n
si

ty
 (

a.
 u

.)

Time (µs)

   Echo
   Input pulse

FIG. 4 (color online). The input storage pulse as a reference
detected at PD3 (see text) is shown as a red dashed line. The
retrieved echo pulse is detected at detector PD3 after 1:1 �s as
shown with the black solid line. The area of the echo pulse at
1:1 �s divided by the reference signal pulse area gives a storage
and retrieval efficiency of the memory of � ¼ 56%.

PRL 110, 133604 (2013) P HY S I CA L R EV I EW LE T T E R S
week ending

29 MARCH 2013

133604-4

164



Paper VI

[13] M. Bonarota, J. L. Le Gouët, and T. Chaneliëre, New J.
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