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New Method for Calculating the One-Particle Green’s Function with Application to the Electron-Gas Problem
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A set of successively more accurate self-consistent equations for the one-electron Green’s function have been derived. They correspond to an expansion in a screened potential rather than the bare Coulomb potential. The first equation is adequate for many purposes. Each equation follows from the demand that a corresponding expression for the total energy be stationary with respect to variations in the Green’s function. The main information to be obtained, besides the total energy, is one-particle-like excitation spectra, i.e., spectra characterized by the quantum numbers of a single particle. This includes the low-excitation spectra in metals as well as configurations in atoms, molecules, and solids with one electron outside or one electron missing from a closed-shell structure. In the latter cases we obtain an approximate description of a modified Hartree-Fock equation involving a “Coulomb hole” and a static screened potential in the exchange term. As an example, spectra of some atoms are discussed. To investigate the convergence of successive approximations for the Green’s function, extensive calculations have been made for the electron gas at a range of metallic densities. The results are expressed in terms of quasiparticle energies $E(k)$ and quasiparticle interactions $f(k,k)$. The very first approximation gives a good value for the magnitude of $E(k)$. To estimate the derivative of $E(k)$ we need both the first- and second-order terms. The derivative, and thus the specific heat, is found to differ from the free-particle value by only a few percent. Our correction to the specific heat keeps the same sign down to the lowest alkali-metal densities, and is smaller than those obtained recently by Silverstein and by Rice. Our results for the paramagnetic susceptibility are unreliable in the alkali-metal density region owing to poor convergence of the expansion for $f$. Besides the proof of a modified Luttinger-Ward-Klein variational principle and a related self-consistency idea, there is not much new in principle in this paper. The emphasis is on the development of a numerically manageable approximation scheme.

1. INTRODUCTION

ONE-PARTICLE equations are widely used to give an approximate description of complicated interacting systems of particles. The Hartree-Fock (HF) equations for nuclei, the Hückel equations for aromatic molecules, and the periodic potential equations for calculation of the energy-band structure of solids. These equations were originally little more than a fairly effective phenomenological model of the system. In the last ten years with the development of formal techniques to treat many-particle systems, much work has been done to connect these equations with an exact theory. Although we now have a wealth of beautiful general theorems, fairly little has been done towards manageable and reliable approximation schemes especially for interacting systems.

The high-density electron gas is a case that has been examined diligently. Its properties are expressed as series expansions in $r_s$, where $4\pi r_s^2 a_0^2/3 = \Omega/N = 1/\rho$, with $a_0=\text{Bohr radius}=0.5292\times10^{-8}$ cm. In the metallic density region $r_s=2-5$, most of the series expansions, however, predict manifestly wrong results.

In this paper the electron-gas problem is reinvestigated, formally and numerically, with the main purpose of estimating the convergence of our expansion in the metallic density region. The application of the method for solids and particularly for alkali metals will be discussed in another paper.

The results of this paper also provide a new approach to, and qualitative conclusions regarding, the general type of excitation spectra, which correspond to a single excited electron outside or a hole in a closed-shell structure. In particular, the alkali atoms and the Born-Heisenberg type of polarization correction are discussed. The treatment is concerned only with a nonrelativistic description of electrons moving in a fixed configuration of nuclei.

In Secs. 2–5 the main results of the formal analysis are presented, detailed derivations being given in the Appendices. In Secs. 6–10 the numerical results for an electron gas are given and the accuracy of our approximations discussed. Section 11 contains a summary of important results.

2. FORMAL FRAMEWORK

The conceptual tool to be used is the one-particle Green’s function,

$$G(1,2) = -(i/\hbar)\langle T\psi(1)\psi(2) \rangle.$$  

(1)

Here 1 and 2 each stand for the five coordinates of a

---

* Based on work performed under the auspices of the U. S. Atomic Energy Commission.
† Now at the Department of Mathematical Physics, Chalmers University of Technology, Gothenburg, Sweden.
particle: space, spin, and time, \( (1) = (r_1, s_1, t_1) = (x_1, t_1) = x_t \). 

\( T \) is the Dyson time-ordering operator and \( \psi \) is the field operator in the Heisenberg representation. The brackets stand for averaging with respect to the exact ground state, rather than the noninteracting ground state of the system.

The Green's function \( G \) obeys the equation

\[
[\epsilon - h(x) - V(x)]G(x, x'; \epsilon) = -\int M(x, x''; \epsilon)G(x'', x'; \epsilon)d(x'') = \delta(x, x'),
\]

where

\[
h(x) = -(\hbar^2/2m)\Delta - \sum_n Z_n v(x, R_n),
\]

\[
V(x) = \int v(x, x')(\rho(x')d(x'),
\]

\( Z_n \) and \( R_n \) = charge and position of the \( n \)th nucleus,

\( v(x, x') = e^2/|x - x'| \),

\( \rho(x) = \langle \psi(x)\psi(x) \rangle \)

= number density of the electrons

\( = -i\hbar G(x, t; x, t + \Delta), \quad (\Delta \to 0, \Delta > 0), \)

\[
G(x, x'; \epsilon) = \int G(x, t; x, t'; \epsilon) \exp \left[ \frac{i\epsilon}{\hbar} (t - t') \right] dt dt'.
\]

\( M \) is the self-energy operator which represents the complicated correlation effects of a many-particle system. A series expansion of \( M \) in \( \psi \) gives as first term the HF exchange potential,

\[
M^{HF}(x, x'; \epsilon) = -\int v(x', \epsilon')\langle \psi(x')\psi(x') \rangle
\]

\( = i\hbar G(x, t; x, t + \Delta), \quad (\Delta \to 0, \Delta > 0), \)

which obviously is independent of \( \epsilon \).

Later we will write down a set of functionals of \( G \) giving successively more accurate approximations of \( M \). Since both \( V \) and \( M \) are given in terms of \( G \), Eq. (2) represents a self-consistency problem which can also be formulated as a variational problem.

From definition (1) it readily follows that

\[
G(x, x'; \epsilon) = \sum_s \langle f_s(x) f_s^*(x')/(\epsilon - \epsilon_s) \rangle,
\]

where

\[
f_s(x) = \langle 0 N | \psi(x) | N + 1, s \rangle,
\]

\[
\epsilon_s = E_{N+1, s} - E_{N, s} + i\Delta \quad \text{when} \quad \epsilon_s > \mu,
\]

\[
f_s(x) = \langle 0 N | \psi(x) | N, 0 \rangle,
\]

\[
\epsilon_s = E_{N, 0} - E_{N-1, 0} + i\Delta \quad \text{when} \quad \epsilon_s < \mu,
\]

and

\[
\mu = E_{N+1, 0} - E_{N, 0} = \text{chemical potential}
\]

\( \geq 0 \) stands for the ground state of the \( N \)-particle system and the sum \( s \) runs over all states of the \( N+1 \) and \( N-1 \) particle systems, the configuration of the nuclei being unchanged.

The amplitudes \( f_s(x) \) and the energies \( \epsilon_s \) are solutions of the eigenvalue equation

\[
[\epsilon - h(x) - V(x)]f_s(x) = \int M(x, x''; \epsilon)f_s(x'')d(x'') = 0\ ,
\]

in case of a discrete energy value \( \epsilon_s \). In the continuous part of the spectrum the solution of (5) in general gives a complex eigenvalue, \( \epsilon \). The real part of \( \epsilon \) represents some average energy of a group of excited states and the imaginary part of \( \epsilon \) the spread in energy of these states. It is understood that we use the analytical continuation of \( M \) into the complex \( \epsilon \) plane.

The self-consistent solution of Eq. (2) using \( M = M^{HF} \) gives a \( G \) built up from the \( f_s \) and \( \epsilon_s \) which are the one-particle functions and energy eigenvalues of the HF approximation. The \( N \) smallest values of the \( \epsilon_s \) correspond to occupied one-electron functions and the remaining to unoccupied or "virtual" functions.

Besides giving information on excitation spectra, the single-particle Green function allows us to calculate the expectation value of any one-particle operator by

\[
(\langle N | \sum_{i=1}^{N} 0(x_i) | N \rangle = \int \langle N | \psi^*(x) \psi(x) | N \rangle dx
\]

\( = -i \int \frac{d\epsilon}{2\pi} \langle -d(x) \epsilon \delta(0) G(x, x; \epsilon) \rangle, \quad (6)\)

and also that of the total-energy operator \( H \) by

\[
(\langle N | H | N \rangle = -i \int \frac{d\epsilon}{2\pi} \langle -d(x) \epsilon \delta(0) \rangle
\]

\( \times \{ \delta(x - x') \ (h(x') + \frac{1}{2}V(x')) + \frac{1}{2} \langle M(x', x') \rangle \}
\]

\( \times G(x', x; \epsilon) + \frac{1}{2} \sum_{nm} Z_n Z_m (R_n, R_m). \quad (7) \)

In Eq. (7) the term involving \( h \) gives the expectation value of the kinetic energy plus the electrostatic interaction between electrons and nuclei. The term containing \( V \) can be written

\[
\frac{1}{2} \int \rho(x) v(x, x') \rho(x') dx dx'.
\]

The $MG$ term gives all exchange and correlation contributions. It is easy to check that Eq. (7) reproduces the HF expression for the energy when $G^{HF}$ and $M^{HF}$ are used.

3. EXPANSION OF $M$ IN TERMS OF A SCREENED POTENTIAL, $W$

We now turn to our central problem, namely, the development of good approximations for $M$. The simplest approach is to develop $M$ in a power series of $v$. It is well known, however, that such an expansion diverges for metals. Even in cases when it is convergent, its convergence rate rapidly becomes poor with increasing polarizability of the system. One common way to handle this problem is to make partial summations to infinite order. The difficulty here is one of knowing what partial summations to choose in order to obtain a systematic theory.

In this paper a new method is developed. We use the Schwinger technique$^6$ of functional derivatives to generate an expansion in terms of a screened potential$^5$ $W$ rather than the bare Coulomb potential $v$.

The potential $W$ was first introduced by Hubbard$^5$:

$$\begin{align*}
W(1,2) = & \frac{\hbar}{i} \int (\psi^2(3)\rho^2(4)) \\
& \times \rho(1) \rho(2) d(3) d(4) = W(2,1),
\end{align*}$$

(9)

where

$$\rho^2(1) = \psi^2(1) - \psi^2(1)\psi(1); \quad \rho(2) = \psi(x_i, x_j) \delta(t_i - t_j).$$

$W(1,2)$ essentially gives the potential at point $1$ due to the presence of a test charge at point $2$, including the effect of the polarization of the electrons. $W$ represents the effective interaction between two electrons and is much weaker than the bare Coulomb interaction $v$ if the polarizability is large. $W$ is spin-independent.

The first two terms in the expansion of $M$ are

$$M(1,2) = i\hbar G(1,2)W(1+,2) - \hbar^2 \int G(1,3)G(3,4)$$

$$\times G(4,2)W(1,4)W(3,2)d(3)d(4) + \cdots, \quad (10)$$

where

$$1^+ = x_1, t_1 + \Delta.$$

The expansion for $M$ is represented by diagrams in Fig. 1. There is only one first-order and one second-order term while there are six third-order terms.

The definition (9) of $W$ is not directly useful since it is in terms of the density-density correlation function rather than the Green's function. Instead we find $W$ from the integral equation

$$W(1,2) = v(1,2) + \int W(1,3)P(3,4)v(4,2)d(3)d(4), \quad (11)$$

where the kernel $P$ can be expanded as

$$P(1,2) = -ihG(1,2)G(2,1) + \hbar^2 \int G(1,3)G(4,3)$$

$$\times W(3,4)G(4,2)G(3,2)d(3)d(4) + \cdots. \quad (12)$$

The expansion for $P$ is represented by diagrams in Fig. 2.

Equations (11) and (12) define $W$ as a diagram of $G$ and thus Eq. (10) gives $M$ as a functional of $G$. $G$ then has to be obtained self-consistently from Eq. (2). The practical usefulness of this scheme of course depends on how many terms in the expansions of $M$ and $P$ are needed to provide a good approximation. In the following we will try to illuminate that question as much as possible.

$^6$ Special cases of such functionals have been proposed by G. Baym and L. P. Kadanoff but no systematic expansion was developed. See G. Baym and L. P. Kadanoff, Phys. Rev. 124, 287 (1961); G. Baym, Phys. Rev. 127, 1391 (1962); L. P. Kadanoff and G. Baym, Quantum Statistical Mechanics (W. A. Benjamin, Inc., New York, 1962).
4. REPRESENTATION OF $M$ BY A "COULOMB HOLE" PLUS SCREENED EXCHANGE

To start with we exhibit the structure of the first-order term in $M$. From the spectral resolution of $G$ and of the density-density correlation function in $W$ we have

$$M(x',x'; \epsilon) = \int_{-\infty}^{\infty} \frac{d\tau}{\tau} \sum_{s} \exp \left[ \frac{i\tau}{\hbar} (\epsilon - \epsilon_{s}) \right] f_{s}(x) f^{*}_{s}(x') \left[ \theta(\tau) - \theta(\mu - \epsilon_{s}) \right] \times \left\{ v(x,x') \delta(r+\Delta) - \frac{i}{\hbar} \int v(x,x'') \sum_{r} R_{r}(x'') R_{r}^{*}(x'') \exp \left( \frac{i\tau}{\hbar} \epsilon_{r} \right) v(x',x'') dx'' dx''' \right\},$$  \hspace{2cm} (13)

The term inside the curly brackets is $W(1^{+}, 2)$. $R_{r}(x)$ is an oscillator strength function,

$$R_{r}(x) = \langle N_{r} | \psi(x) \psi(x) | N \rangle,$$  \hspace{2cm} (14)

the ordinary oscillator strength being

$$\frac{2m}{\hbar^{2}} \left| \int R_{r}(x) r \cdot n \ dx \right|^{2},$$  \hspace{2cm} (15)

where $n$ gives the direction of the dipole moment and $\epsilon_{r} = E_{N_{r}} - E_{N}$. The prime on the sum over $r$ in Eq. (13) indicates that the term with $\epsilon_{r} = 0$ is excluded.

One important use of $M$ is in Eq. (5), which gives the excitation spectra of the $(N \pm 1)$-particle systems. The energy shift of a level $k$ caused by $M$ is approximately,

$$\int f_{s}^{*}(x) M(x',x'; \epsilon_{s}) f_{s}(x') dx \ dx'$$

$$= \int d\tau \sum_{s} \exp \left[ \frac{i\tau}{\hbar} (\epsilon_{s} - \epsilon_{s}) \right] \left[ \theta(\tau) - \theta(\mu - \epsilon_{s}) \right] \times \langle ks | W(\tau) | ks \rangle.$$  \hspace{2cm} (16)

Here,

$$\langle ks | W(\tau) | ks \rangle = \int f_{s}^{*}(x) f_{s}(x') W(x',x'; \tau) \times f_{s}^{*}(x') f_{s}(x) dx \ dx',$$  \hspace{2cm} (17)

is a Coulomb integral when $k = s$, and an exchange integral when $k \neq s$. Generally the Coulomb integral will be much larger than the exchange integrals and the largest exchange integrals will correspond to energies $\epsilon_{s}$ close to $\epsilon_{s}$. In many cases then the important energy difference, $\epsilon_{s} - \epsilon_{s}$, will be small compared to the important energy $\epsilon_{s}$ that appears in $W$. Assuming that to be the case, we put the factor $\exp \left[ \frac{i(\tau/\hbar)}{\hbar} (\epsilon - \epsilon_{s}) \right]$ in $M$ equal to 1 and obtain,

$$M(x',x'; \epsilon) = \frac{1}{2} \delta(x' - x') W(x',x'; 0)$$

$$- W(x',x'; 0) \lbrace \psi^{+}(x') \psi(x) \rbrace.$$  \hspace{2cm} (18)

Here $W_{p} = W - v$ and we have used the fact that

$$\sum_{s} f_{s}(x) f_{s}^{*}(x') = \delta(x - x');$$

$$\sum_{s} f_{s}(x) f_{s}^{*}(x') \theta(\mu - \epsilon_{s}) = \langle \psi^{+}(x') \psi(x) \rangle.$$  \hspace{2cm} (19)

The first factor in Eq. (18) gives the contribution of a "Coulomb hole" since, according to general results of linear response theory,

$$W_{p}(x',x'; 0) = \int v(x,x'') \Delta \rho(x'') dx''$$

$$= -i \int v(x,x'') R(x'',x'''; 0) v(x''',x') dx'' dx'''$$,  \hspace{2cm} (20)

where $\Delta \rho(x'')$ is the change in number density at the point $x''$ caused by the presence of a point charge at point $x'$. $R(x,x'; 0)$ is the density-density correlation function. The factor $\frac{1}{2}$ arises mathematically from $\theta(\tau)$ and physically because the force on the electron due to the induced charge is proportional to

$$\text{grad}_{x} \int v(x,x'') \Delta \rho(x'') dx'' = \frac{1}{2} \text{grad}_{x} W_{p}(x,x; 0).$$

The last term in Eq. (18) is a screened exchange potential. If we replace $W$ by $v$, the Coulomb hole disappears, the screened exchange potential becomes unscreened and we are back at the HF expression for $M$. We will abbreviate the "Coulomb hole plus screened exchange" approximation by COHSEX.

For the Rydberg-like spectra of one electron outside a closed shell, the assumptions behind COHSEX are readily verified. Let us take sodium as an example. Here the smallest $(N+1)$-type excitation energy is $\epsilon_{1} = E(Na^{+}, 1s^{2}2s^{2}2p^{3}3c) - E(Na^{+}, 1s^{2}2s^{2}2p^{2}) = -0.378 \text{ Ry},$  \hspace{2cm} (18)

---

7 E. Wigner and F. Seitz, Phys. Rev. 43, 804 (1933); 46, 509 (1934); E. Wigner, ibid. 46, 1002 (1934); Trans. Faraday Soc. 34, 678 (1938).
while the smallest excitation energy appearing in $W$ is

$$E(Na^+, 1s^2 2s^2 2p^1(2p_z)^3 3s) - E(Na^+, 1s^2 2s^2 2p^1) = 2.414 \text{ Ry.}$$

The average ($\epsilon_1 - \epsilon_2$) will be numerically smaller than $\epsilon_1$ unless the exchange integrals with the continuum and the core states have great influence.

For higher Rydberg-like states the functions $f_2$ are well outside the closed shell. The exchange term then becomes negligible. We can further make a multipole expansion of the two $v_2$ in the Coulomb hole term. The result is simply

$$M(x, x'; \epsilon) = -\langle \alpha e^2 / 2 | r | \delta(x, x') \rangle,$$

where $\alpha$ is the ion-core polarizability. Eq. (21) was first derived by Born and Heisenberg in 1924. It has been rederived by quantum-mechanical methods, and widely used to obtain polarizabilities from spectral data.

The Coulomb-hole contribution will lower the energy while screening of the exchange will raise the energy relative to the HF value. Experimental values of $\epsilon_2$ are generally lower than the HF values for $\epsilon_2 > \mu$ and higher for $\epsilon_2 < \mu$. To the extent that Eq. (18) remains valid, this shows that the Coulomb-hole correction dominates for the higher orbitals while the screening of the exchange dominates for the core orbitals. A comparison between HF values and experimental values is given in Table I.

### Table I. Quasiparticle energies in rydbergs. (Experimental values without reference are taken from Charlotte Moore’s tables.)

<table>
<thead>
<tr>
<th>$N$</th>
<th>$1s$</th>
<th>$2s$</th>
<th>$2p$</th>
<th>$3s$</th>
<th>$3p$</th>
<th>$3d$</th>
<th>$4s$</th>
<th>$4p$</th>
<th>$5p$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>-1.8359</td>
<td>-1.8073</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>-5.5847a</td>
<td>-0.3934b</td>
<td>-0.2574b</td>
<td>-0.1135b</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>-65.5446a</td>
<td>-3.8606b</td>
<td>-1.7007a</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>-81.5190b</td>
<td>-6.1474a</td>
<td>-3.5944a</td>
<td>-0.3724d</td>
<td>-0.2188d</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>-79.85b</td>
<td>-5.8866</td>
<td>-3.4810</td>
<td>-0.3777</td>
<td>-0.2231</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>-8.944e</td>
<td>-5.990e</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>-16.17f</td>
<td>-12.41f</td>
<td>-3.275f</td>
<td>-2.639f</td>
<td>-1.839f</td>
<td>-1.538f</td>
<td>-1.319f</td>
<td>-0.793f</td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>-237.2202g</td>
<td>-19.1426g</td>
<td>-2.5545e</td>
<td>-1.1818e</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>-234.0h</td>
<td>-18.28e</td>
<td>-2.1491</td>
<td>-1.1627</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>-267.5042a</td>
<td>-23.5962a</td>
<td>-3.9275a</td>
<td>-2.3409a</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>-264.8a</td>
<td>-22.63a</td>
<td>-3.5288a</td>
<td>-2.3387</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>36</td>
<td>-5.557e</td>
<td>-3.755e</td>
<td>-0.6659e</td>
<td>-0.8295e</td>
<td>-0.6193e</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>36</td>
<td>-5.1634</td>
<td>-3.7743</td>
<td>-0.7478</td>
<td>-0.8725</td>
<td>-0.6416</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>36</td>
<td>-2.303b</td>
<td>-1.06b</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>36</td>
<td>-2.038e</td>
<td>-1.0453</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The Coulomb-hole contribution will lower the energy while screening of the exchange will raise the energy relative to the HF value. Experimental values of $\epsilon_2$ are generally lower than the HF values for $\epsilon_2 > \mu$ and higher for $\epsilon_2 < \mu$. To the extent that Eq. (18) remains valid, this shows that the Coulomb-hole correction dominates for the higher orbitals while the screening of the exchange dominates for the core orbitals. A comparison between HF values and experimental values is given in Table I.

### 5. Landau Fermi-Liquid Theory. The Quasiparticle Interaction in Terms of $W$

Many important aspects of the theory of metals depend only on the excitation spectrum close to the Fermi surface. This can advantageously be discussed in the framework of Landau's Fermi-liquid theory. For simplicity we here treat only the electron gas in a uniform background of positive charge.

Since the electron gas is translationally invariant, $G(1, 2)$ and $M(1, 2)$ depend only on the difference between 1 and 2. A Fourier transform with respect to space
and time transforms Eq. (2) into
\[ e\epsilon(k)G(k) - M(k)G(k) = \frac{1}{2} ; \]
\[ k = (k, \epsilon) ; \epsilon(k) = \frac{\hbar^2 k^2}{2m} . \]  
(22)

The Fourier transforms are defined as
\[
G(k) = \int \exp(i(kr + \epsilon r)/\hbar)G(x_1, i_1; x_2, i_2)d\tau; \]
\[ \tau = r_1 - r_2, \quad r = i_1 - i_2. \]  
(23)

\[
M(k) = \frac{i}{(2\pi)^4} \int \exp(i\epsilon k')W(k')G(k-k')dk' - \frac{1}{(2\pi)^2} \int W(k')W(k'')G(k+k')G(k+k'')dk'dk'' + \cdots ;
\]
\[
W(k) = (1 - \delta(k-P(k))); \quad \delta(k) = 4\pi \delta(k)\frac{1}{|k|} ;
\]
\[
P(k) = -\frac{2i}{(2\pi)^4} \int G(k')G(k-k')dk' + \frac{2}{(2\pi)^2} \int G(k')G(k'')G(k''-k)G(k'-k')dk'dk'' + \cdots .
\]  
(24)

The factor 2 in \( P(k) \) comes from the spin summation. The eigenvalue equation, Eq. (5), for the quasiparticle energies becomes
\[
E(k) = \epsilon(k) + M(k, E(k)) .
\]  
(25)

The basic assumption in Landau’s theory of a Fermi liquid is that for small excitation energies there exists a one-to-one correspondence between the noninteracting many-particle states and the true states. It has been proven\(^{19}\) that the Landau theory is exact to the extent that the interacting many-particle states can be obtained from the noninteracting ones by infinite-order perturbation theory.

The change in energy of the true state corresponding to a change in the distribution function, \( n_\alpha(k) \), is
\[
\delta E = \sum_{k, \alpha} E(k) \delta n_\alpha(k)
\]
\[ + \frac{1}{2} \sum_{k, k', \alpha, \alpha'} f_{\alpha\alpha'}(k, k') \delta n_\alpha(k) \delta n_{\alpha'}(k') + \cdots .
\]  
(30)

Here \( E(k) \) is defined by Eq. (25) and \( f \) is the quasiparticle interaction. The magnitude of \( k \) and \( k' \) is \( |k_0| \) and \( f \) depends only on the angle between them, \( f_{\alpha\alpha'}(\theta) \). We split \( f \) in two parts,
\[
f_{\alpha\alpha'}(\theta) = f_{\alpha}(\theta) + \delta_{\alpha\alpha'}f_{\alpha}(\theta) .
\]  
(31)

The specific heat and the paramagnetic susceptibilities are obtained from simple integrals involving \( f \). In the former the combination \( 2f_{\alpha} + f_{\alpha} \) enters and in the latter \( f_{\alpha} \).\(^{11}\) We can write \( f \) as
\[
f(k, k') = 2\pi i \delta_{k, k'} \otimes \delta(\theta) .
\]  
(32)

Here \( \delta(\theta) \) is defined by the integral equation
\[
\int f(k, k') \delta(\theta) = 2\pi i \delta_{k, k'} \otimes \delta(\theta) ,
\]
\[ \delta(\theta) = \int f(k, k') \delta(\theta) .
\]  
(33)


\[ \Gamma^0(\mathbf{k}, \mathbf{k}') = i \int \frac{d^3 k''}{(2\pi)^3} G^0(\mathbf{k}'') G^0(\mathbf{k}'') \Gamma^0(\mathbf{k}'', \mathbf{k}'') \mathbf{dk}'', \quad (33) \]

In Eqs. (32) and (33) we have for simplicity taken \( k \) to

\[ f_\psi(\mathbf{k}, \mathbf{k}') = \frac{-i}{\pi} \int \frac{2W(\mathbf{k} - \mathbf{k}'; 0) W(\mathbf{k}'') G(\mathbf{k} + \mathbf{k}'') G(\mathbf{k}'')}{(2\pi)^4} \mathbf{dk}''. \quad (34) \]

Here \( k = (\mathbf{k}, \epsilon) \) and \( k' = (\mathbf{k}', \epsilon') \). The volume of the system, which appears in the denominator of \( f \), is balanced since the number of terms in the sum in Eq. (30) is of the order of the number of particles. If we indicate the order in \( W \) by a superscript, we have that the functional derivative of \( M^{(3)} \) gives rise to \( f^{(3)} \) and \( f^{(2)} \) while that of \( M^{(2)} \) gives the first two terms in \( f^{(2)} \). The third term in \( f^{(3)} \) comes from the \( 2G^3 \) term in Eq. (33).

The first-order term in \( f \) involves only the static screened potential \(^{14,18} \) and corresponds to the COHSEX approximation (Sec. 4) for \( M \). That approximation for \( M \) is however not so clear-cut in the case of an electron gas since the \( \epsilon_2 \) spectrum of \( W \) starts at zero rather than at a large finite value. The average value of \( \epsilon_2 \) could, on the other hand, be fairly large since the plasmon energy carries a substantial fraction of the oscillator strength.

From Eq. (18) we find that COHSEX for an electron gas is

\[ M(\mathbf{k}, \epsilon) = \frac{1}{2 (2\pi)^3} \int \left[ W(\mathbf{k}', 0) - v(\mathbf{k}') \right] d\mathbf{k}' - \frac{1}{(2\pi)^3} \int d\mathbf{k}' W(\mathbf{k}', 0) \frac{1}{2\pi i} \int e^{i\epsilon \mathbf{e} \cdot \mathbf{k}} C(\mathbf{k} - \mathbf{k}'; \epsilon') d\epsilon'. \quad (35) \]

The Coulomb hole term is independent of \( \mathbf{k} \) and \( \epsilon \) and thus a constant. The integration over \( \epsilon' \) in the last term of Eq. (35) gives, closing the contour in the upper half-plane and using the analytic properties of \( G \),

\[ \int \frac{d\epsilon'}{2\pi i} e^{i\epsilon \mathbf{e} \cdot \mathbf{k}} C(\mathbf{k} - \mathbf{k}'; \epsilon') d\epsilon' = \frac{1}{2\pi i} \int \frac{\Im M(\mathbf{k}', \epsilon') d\epsilon'}{\epsilon' - \epsilon(\mathbf{k}') - \Re M(\mathbf{k}', \epsilon')^2 + [\Im M(\mathbf{k}', \epsilon')]^2}. \quad (36) \]

14 M. Watahe, (Ref. 14) has recently treated the Landau theory using this approximation for \( f \). He does not however have the \( \mathbf{k}^2 \) factor, which is about 0.5 for metallic densities, nor does he take the second-order terms into account.


include a spin index. Since \( M \) does not contain the Hartree-like potential, \( \psi \) and \( \eta \) are the "proper operators" marked with a tilde in Nozières' book.

Using the expansion for \( M \) given in Eq. (24) and derived in Appendix A, we obtain the following expansion of \( f \) in powers of \( W \)

\[ \frac{1}{(2\pi)^3} \int W(\mathbf{k}', 0) \mathbf{dk}' \times \left( 1 - \frac{\partial M[\mathbf{k} - \mathbf{k}', E(\mathbf{k} - \mathbf{k}')]}{\partial \epsilon} \right)^{-1} \mathbf{dk}' \quad (37) \]

The last factor in Eq. (37) equals \( z \) when \( |\mathbf{k} - \mathbf{k}'| = |\mathbf{k}_0| \) and it varies fairly slowly with \( |\mathbf{k} - \mathbf{k}'| \). Putting this factor equal to \( z \) and using Eq. (27), the specific heat comes out the same as from the linear term in \( f \). The magnitude of \( M \) is however about 25% too large at metallic densities. Judging COHSEX from what it gives for the magnitude and derivative of \( E(\mathbf{k}) \) at the Fermi surface, we conclude that it is a rough but reasonable approximation at metallic densities. From our numerical results, to be discussed later in detail, it is clear that COHSEX becomes better the smaller the value of \( r_s \). For small \( r_s \), the factor \( z \) poses no problem since it is small, \( z = 1 - 0.15 r_s \), and thus tends to 1.

An approximation similar to that in COHSEX is useful for estimating higher order diagrams. The expression for \( M^{(1)} \) can be written

\[ i \hbar G(1, 2) W(1^+, 2) = [\langle \psi(1) \psi(1) \rangle \theta(\tau) - \langle \psi'(2) \psi(1) \rangle \theta(\tau)] \left[ W(1^+, 2) + W(1^+, 2) - v(1^+, 2) \right] \]

\[ \tau = t_1 - t_2. \quad (38) \]

The approximation in COHSEX consists in neglecting the time-dependence of \( \langle \psi(1) \psi(1) \rangle \) and \( \langle \psi'(2) \psi(1) \rangle \), or equivalently by replacing

\[ W(1^+, 2) - v(1^+, 2) \rightarrow \delta(\tau) \left[ W(1, 2) - v(1, 2) \right] \quad (39) \]

\( M^{(1)} \) is exceptional in the sense that we have to use \( 1^+ \) rather than \( 1 \) in \( W(1, 2) \). When this is not the case we

can make an approximation in the same spirit as that of
COHSEX simply by replacing $W(r)$ by $\delta(r)W(\varepsilon=0)$,
or if we work with energy-variables, by replacing $W(\varepsilon)$
by $W(0)$.

It should be noted that while the energy dependence
of the $M$ operator is very important for an electron gas
(see Sec. 9), it is quite negligible for the alkali atoms
discussed earlier. Thus if we have an error $\Delta \varepsilon$ in the energy
argument of $M$, the correction is only of the order

$$\Delta \varepsilon [M(\varepsilon) - M^{\text{num}}]/(\varepsilon_0, \text{average}).$$

(40)

This is easily seen by noting that $M^{\text{num}}$ is energy-indepen-
dent and that the energy derivative of $[M(\varepsilon) - M^{\text{num}}]$ effectively introduces a factor $(\varepsilon_0, \text{average})^{-1}$.

6. ELECTRON GAS: SURVEY OF NUMERICAL RESULTS

So far the discussion has been mainly qualitative. We
will now see to what extent it is supported by numerical results
for the electron gas. Calculations have been made for $r_s=1$, 2, 3, 4, 5, and 6 and in a few cases for smaller and larger $r_s$ values. For $G$ we have used the expression

$$G(k, \varepsilon) = 1/(\varepsilon - \varepsilon(k) - \varepsilon_0);$$

$$\varepsilon(k) = (\hbar^2k^2/2m) + i\Delta \text{sgn}(\lvert k \rvert - \lvert k_0 \rvert),$$

(41)

where $\varepsilon_0$ is chosen so that $\mu = \varepsilon(k_0) + \varepsilon_0$. From Eq. (24) we see that if the $M$ operator is $M(k, \varepsilon)$ using (41) with $\varepsilon_0 = 0$, it becomes $M(k, \varepsilon_0)$. $P$ is independent
of $\varepsilon_0$. The equation for $\mu$ is $\mu = \varepsilon(k_0) + M(k_0, \mu - \varepsilon_0)$
which combined with the above expression for $\mu$ gives,

$$\varepsilon_0 = M[k_0, \varepsilon(k_0)].$$

(42)

It would have been desirable to have used a self-
consistent $G$

$$G(k, \varepsilon) = 1/(\varepsilon - \varepsilon(k) - M(k, \varepsilon)).$$

(43)

This should be possible to do but the size of the numerical
enterprise is probably considerably larger than is justified
in a first investigation. That (41) is not too bad is shown by the fact that $M(k, \varepsilon(k))$ is found to have a very weak $k$
dependency compared to $\varepsilon(k)$. On the other hand $\partial M(k, \varepsilon)/\partial \varepsilon$ is found to have an appreciable magnitude compared to 1. This might very well effect
our quantitative results but do little to change our qualitative conclusions regarding the convergence of the expansion in $W$ and the smallness of the specific-heat correction.

For $M$ we use the approximation $iGW$, and for $P$, the
approximation $-iGG$. A quite reliable estimate of the error
in the magnitude of $M$ is obtained from a con-
sideration of the total energy of the electron gas. The magnitude of the second-order term in $M$ is also estimated
and found to be of the same order as the error
in the first-order term.

From the relation $G = G_0 + G_0(M - \varepsilon_0)G$ we see that
the correction to $M^{(1)} = iGW$ from the use of $G_0$ instead
of $G$ is approximately $iG_0(M - \varepsilon_0)G_0W = iG_0MGW + \varepsilon_00M^{(1)}/\partial \varepsilon$. This term is appreciably smaller than the
uncrossed second-order term appearing in an expansion
with $\varepsilon_0 = 0$. The cancellations mentioned by DuBois21
(p. 54 in his paper) involving this term are discussed in
Sec. 9.

The first-order term in the quasiparticle interaction $f$
is trivial. The second-order terms have been calculated
using $W(k, 0)$. The contribution to the specific heat
coming from $f_0$ has been evaluated with $W(k, \varepsilon)$. It is
found that the $W(k, 0)$ approximation gives about 70% of
the $W(k, \varepsilon)$ approximation at metallic densities. We
assume that the error is about the same for the other
second-order term in $f$. The first-order term in $f$
is about three times larger than the second-order terms
for $r_s = 4$, the ratio being more favorable for smaller $r_s$.
The picture of $M$ that emerges shows a quite large first-
order term with a weak $k$ dependence and a small second-
order term with a $k$ dependence of about the same magnitude and opposite sign.17,18

7. ELECTRON GAS: COULOMB HOLE
AND CORRELATION HOLE

For the polarization propagator $P(1,2)$ we have used the
approximation $-iGG(1,2)G(2,1)$ with $G$ defined by
Eq. (41). This gives Lindhard’s expression,19 or as it is
often called, the Random Phase Approximation (RPA)
for the dielectric constant. To exhibit the properties of
this approximation we investigate the Coulomb and correlation holes associated with $P$.

We define a propagating dielectric function by the relation

$$W(1,2) = \int \nu(1,3)\varepsilon^{-1}(3,2)d(3).$$

(44)

From Eqs. (9) and (11) it follows that

$$\varepsilon^{-1}(1,2) = \delta(1,2) - \frac{i}{h} \int (T(\rho(1)\rho(3)) \times \nu(3,2)d(3) = (1 - Pe)^{-1}(1,2).$$

(45)

The function $\varepsilon^{-1}$ is closely related to the linear response function $\epsilon_L^{-1}$,

$$\epsilon_L^{-1}(1,2) = \delta(1,2) - \frac{i}{h} \int \left[\left(\rho(1)\rho(3)\right)\nu(3,2)d(3) \right.$$}

(46)

---

17 Recent calculations by Rice (Ref. 18) indicate that the energy dependence of $W$ is more important for the first term in $f$, Eq. (34), than for the other second-order terms in $f$. While this makes the convergence properties of the expansion for $f$ worse than anticipated from our results, it does not influence the conclusion regarding a weak $k$ dependence of $M$. Our values for the paramagnetic susceptibility on the other hand seem quite unreliable.


which gives the change in the density of the electrons,
\[ \rho \text{ind}(1) = \int [\epsilon - \epsilon^{-1}(1, 2) - \delta(1, 2)] d(2), \]  
(47)
caused by the presence of an external charge density, \( \rho^{\text{ext}} \). The Fourier transforms, \( \int \exp[i(\mathbf{r} \cdot \mathbf{h} - \mathbf{t}_j \cdot \mathbf{t}_i)] d\mathbf{t}_i \), of \( \epsilon^{-1}(1, 2) \) and \( \epsilon^{-1}(1, 2) \) are equal for \( \epsilon \geq 0 \). The former is an even function of \( \epsilon \), while in the latter the real part is even and the imaginary part odd.

From a knowledge of \( \epsilon^{-1} \) we can calculate the pair correlation function:
\[ g(r) = \rho^{-2} \sum_{ij}^n \langle \delta(r_i - r_j) \delta(r) \rangle \]
\[ = \rho^{-2} [\langle \rho(r) \rho(0) \rangle - \rho \delta(r)], \]  
(48)
where
\[ \rho(r) = \int \psi^*(r, \mathbf{f}) \psi(r, \mathbf{f}) d\mathbf{f}, \quad \rho = \langle \rho(r) \rangle. \]  
(49)

From the definition of \( g(r) \) it readily follows that
\[ g(r) \rightarrow 1 \quad \text{when} \quad r \rightarrow \infty \]
\[ \int \rho(g(r) - 1) d\mathbf{r} = -1. \]  
(50)
The Fourier transform of \( g(r) \) is related to \( \epsilon(k, \mathbf{e}) \) by
\[ g(k) = \rho^{-2} \left( \frac{1}{2\pi} \int \frac{1}{v(k)} \left[ 1 - \epsilon^{-1}(k, \mathbf{e}) \right] d\mathbf{e} - \rho \right) \]
\[ + (2\pi)^2 \delta(k). \]  
(51)

From \( \epsilon(k, \mathbf{e}) \) we can also calculate the linear response value for the change in the electron density around a fixed external point charge. From Eq. (47) we have, taking the external charge to be \( -\mathbf{e} \) and using the fact that \( \epsilon^{-1}(k, \mathbf{e}) = \epsilon^{-1}(k, 0) \),
\[ g_0(r) = \int [\epsilon^{-1}(1, 2) - \delta(1, 2)] d\mathbf{t}_1; \quad r = r_1 - r_2. \]  
(52)
The Fourier transform of \( g_0(r) \) is
\[ g_0(k) = \epsilon^{-1}(k, 0) - 1. \]  
(53)
The function \( g_0(r) \) gives the Coulomb hole discussed in Secs. 4 and 5, while \( \rho(g(r) - 1) \) gives the correlation hole surrounding an electron. From a well-correlated wave function for an atom, the correlation hole can be calculated fairly simply from Eq. (48), while the Coulomb hole requires calculations of the type needed to obtain polarizabilities.

We note that the Coulomb holes for an electron gas and for a system with an energy gap are qualitatively different. From Eqs. (46) and (52) we have for a system with an energy gap
\[ \int g_0(r) d\mathbf{r} = 0. \]  
(54)
For an electron gas, on the other hand, we have from Eq. (53)
\[ \int g_0(r) d\mathbf{r} = g_0(k=0) = -1. \]  
(55)
This relation should hold also for metals.\(^{19}\)

The Lindhard expression\(^{19}\) for the dielectric constant is
\[ \epsilon(k, \mathbf{e}) = 1 - \epsilon(k) \rho(k, \mathbf{e}) = 1 + \alpha(k, \mathbf{e}), \]
\[ \alpha(q, u) = (\mathbf{a} / 8\pi)(1/q^2)[H(q + u/q) - H(q)] = \alpha(q) - u, \]  
(56)
where
\[ H(z) = 2z + (1 - z^2) \ln(z + 1) \ln(z - 1) - H(-z), \]
\[ q = (k/2k_0), \quad u = \epsilon(k) k_0^2 / 2m, \]
\[ \alpha = (4/9\pi)^{1/3} = 0.52106. \]
The logarithm is taken from the branch where \( \text{Im} \ln z = -\pi i \). To obtain \( \epsilon \) we have to take \( \text{Im} u = \Delta \text{sgn}(\text{Re} u) \) while \( \epsilon_L \) is obtained by taking \( \text{Im} u = \Delta \). For further reference we note that
\[ H(z) = 4 \left( \frac{1}{3} + \frac{1}{15\pi^2} + \frac{1}{35\pi^6} + \cdots \right); \quad z \rightarrow \infty, \]
\[ H(z) = 4 \left( \frac{r^3}{3} + \frac{r^5}{15} + \frac{r^7}{35} + \cdots \right); \quad r \rightarrow 0 \]
\[ -\pi i(1 - z^2) \text{sgn}(\text{Im} z); \quad z \rightarrow 0, \]
\[ \alpha(q, 0) = (\mathbf{a} / \pi)^2 / q^2; \quad q \rightarrow 0; \]
\[ \alpha(q, 0) = (\mathbf{a} / \pi)^2 / q^4; \quad q \rightarrow \infty; \]
\[ \alpha(0, u) = - (\mathbf{a} / \pi)^2 / u^2; \]
\[ \alpha(q, u) = (\mathbf{a} / \pi)^2 / (q^4 - u^2); \quad |q + u/q| \rightarrow \infty; \]
\[ \alpha(q, 0) > 0 \quad \text{for all} \; q; \]
\[ \alpha(q, u) = \frac{\mathbf{a} \mathbf{h}}{4\pi^2} \left[ \frac{1}{2} + \frac{1}{2} + \frac{1}{2} \ln \left( \frac{1 + g}{g} \right) \right], \quad g = u / q. \]

The pair correlation function \( g(r) \) has been calculated from the RPA expression for \( \epsilon^{-1}(q, u) \), \[ 1 + \alpha(q, u) \]  
-1, and from the HF expression, \[ 1 - \alpha(q, u) \]  
and plotted in Fig. 3. The HF expression is obtained by using a HF wave function in Eq. (45). Both the RPA and the HF
\[ \ldots \]
\[ ^{19} \text{It is possible that Eq. (54) will remain valid if surface effects are taken into account. The corresponding contribution to} \]

\[ M \text{however tends to zero with increasing number of particles.} \]
and $W$ from the RPA approximation. For $r=0$ Eq. (58) gives simply

$$g(0)=0.5+0.5\left[g_{\text{RPA}}(0)-0.5\right], \quad (59)$$

e.g. it gives one half of the RPA correction to HF. Ueda’s approximation changes $g(0)$ for $r_1=1$ and 2 from the RPA values $-0.07$ and $-0.54$ to $0.224$ and $-0.02$ and thus Ueda’s expression also gives a negative $g(0)$ at metallic densities.

While Eq. (58) is a good approximation for the small values of $r_1$ that Ueda considered, for metallic densities one should rather use

$$e^{-1}=(1-P^0)^{-1}+\sum \left[1-P(\omega)^{-1}P(\omega)^{-1}\right]. \quad (60)$$

This expression however can be expected to give an even smaller correction to RPA than does Ueda’s. To improve significantly upon RPA it is thus not enough to take $P=P_0+P_1$ with a simple RPA approximation for $G$ and $W$.

Considering $P(k,\epsilon)$ in the limit of small $k$, Glick,25 reached the conclusion that one has to take the infinite sum of ladder-bubble diagrams,

$$P=\text{diagrams of Fig. 5,} \quad (61)$$

in order to keep Im$\epsilon(k,\epsilon)$ positive for all $\epsilon$. Starting from Ward identities Engelsberg and Schrieffer24 and Lundqvist27 also arrived at Eq. (61) in the cases of electron-phonon and electron-electron interactions, respectively. In Appendices A and B we will argue that the ladder-bubble sum does not give a systematic improvement as far as $M$ and $G$ are concerned. While for the lower metallic densities some infinite summation for $P$ has to be made, for the higher densities it seems more important to explore self-consistent solutions for $G$ to first or perhaps second order in $W$.

The Coulomb hole $g_0(r)$ has been calculated by Langer and Vosko,28 with the RPA expression for $\epsilon(g,\mu)$. The function $g_0(r)$ is qualitatively similar to $\rho_0(g,\mu)$. It extends over a distance of order $r_{\text{co}}$, obeys Eq. (55) and is finite for $r=0$. The magnitude of $g_0(0)$ is however much larger than $\rho$, and $g_0(0)$ ranges from $-2.20\rho$ for $r_1=1.5$ to $-6.35\rho$ for $r_1=6$. RPA thus predicts that more charge is pushed away, close to the external charge $-e$, than was present at the beginning. This feature

\[ \text{91 A. J. Glick and R. A. Ferrell (Ref. 21) have calculated the RPA approximation of $g(0)$ for $r_1=2$. They find that $g(0)=-0.15$ while the present calculation gives $0.34$. The quantity $g(0)$ can be written } 1-e^{-\epsilon} \int f(k)dk.\text{ The reason that their value is in error might be that they fitted $f(k)$ by a Gaussian which underestimates the asymptotic contributions to the integral.} \]

\[ \text{92 A. J. Glick and R. A. Ferrell, Ann. Physics 11, 359 (1960).} \]

\[ \text{93 S. Ueda, Progr. Theoret. Phys. (Kyoto) 26, 45 (1961).} \]

\[ \text{94 Ueda reports a slightly different value, 0.19.} \]

\[ \text{95 A. J. Glick, Phys. Rev. 129, 1399 (1963).} \]

\[ \text{96 S. Engelsberg and J. R. Schrieffer, Phys. Rev. 131, 993 (1963).} \]

\[ \text{97 B. Lundqvist, (unpublished note from Chalmers' University of Technology, Gothenburg, Sweden).} \]

might be true also for the correct $g_0(r)$ since it is defined from a linear response expression.

The behavior of $g_0(r)$ for small $r$ has however relatively small influence on $W(r,0) = \langle e^2 / r \rangle S(r)$,

$$S(r) = -4\pi \int_0^r r'(r'-r)g_0(r')dr', \quad (62)$$

as can be seen in Fig. 6 where the Thomas-Fermi (TF) and the RPA results$^{26,20}$ for $S(r)$ are plotted for $r_s = 3$. The TF $g_0$ tends to infinity for small $r$ but still the TF $S$ threads the RPA $S$ quite well. As a comparison we have also plotted Pines' expression,$^{21}$

$$S(r) = 1 - (2/\pi) Si(x), \quad x = k_s r, \quad k_s = 0.35 \sqrt{3/\hbar},$$

$$Si(x) = \int_0^x \frac{\sin t}{t} dt,$$  

which is quite different from the two others.

The HF expression for $\epsilon$, namely, $\epsilon^{-1}(q,\omega) = 1 - \alpha(q,\omega)$, gives a reasonable result for $r = 0$:

$$g_0(0) = -\frac{3}{2} \pi \alpha \rho,$$  

but predicts a completely wrong asymptotic behavior,

$$g_0(r) = -3\pi^2 \rho_s (a \rho_s / \rho)_p, \quad r \to \infty,$$  

which makes the integral in Eq. (55) divergent.

---

$^{26}$ S(r) has also been calculated by March and Murray (Ref. 30) by a rather complicated method. The results for $S(r)$ as obtained from Langer and Vosko's densities (Ref. 28) using Eq. (62) agree within 0.1% with those of March and Murray's for $r_s = 1.5$. Other $r_s$ values cannot be accurately checked since they lie far from those used by Langer and Vosko.


---

8. ELECTRON GAS: THE TOTAL ENERGY

Our primary interest in this paper is to calculate the electron self energy $M$. By considering the total energy we can obtain an estimate of the error in $\mu = (h^2 k_s^2 / 2m) + M(k_0)$, the relations between $\epsilon$, the energy per particle, and $\mu$ are$^{32}$

$$\mu = -\frac{3}{4} r_s (d\epsilon / dr),$$

$$\epsilon = 3r_s \int_0^{\infty} \frac{\mu(x)}{x^4} dx.$$  

The curve $\epsilon(r_s)$ has its minimum in the neighborhood of $r_s = 4$ and here an error in $\epsilon$ gives essentially the same error in $\mu$.

To calculate $\epsilon(r_s)$ we use the virial theorem for an electron gas$^{33}$:

$$V + 2T + r_s (d\epsilon / dr) = 0,$$  

where $V$ and $T$ are the expectation values of the potential and kinetic energies divided by the number of particles. Solving Eq. (67), we have, considering $V$ to be expressed in rydbergs,

$$\epsilon = \frac{1}{r_s^2} \left[ A + \int_0^{\infty} x V(x) dx \right] \text{Ry.}$$  

From the known behavior$^{34}$ of $\epsilon$ for small $r$, we infer that the integration constant $A$ is

$$A = 3 / 5 \chi^2 = 2.2099.$$  


For convenience we write \( V(r_s) \) as
\[
V(r_s) = \frac{1}{r_s}(V_{\text{corr}} - B)
\]
where \( B = 3/2\pi \alpha = 0.9163 \),
which allows us to express the correlation energy
\[
\epsilon_e = -\epsilon - e_{\text{HF}}
\]
as
\[
\epsilon_e = \frac{1}{r_s^2} \int_0^{r_s} V_{\text{corr}}(x) dx \text{ Ry.}
\]
\( V_{\text{corr}} \) can be calculated from the dielectric constant
\( 1 + \alpha(q, \omega) \):
\[
V_{\text{corr}} = \frac{4}{3\pi \alpha} \int_0^\infty dq \left( \frac{6}{\alpha r_s} \int_0^\infty \frac{q^2 \alpha(q, \omega)}{1 + \alpha(q, \omega)} dq - 1 \right) + B,
\]
which, when we use the RPA expression for \( \alpha(q, \omega) \), becomes
\[
V_{\text{corr}} = -\frac{24}{3\pi \alpha r_s} \int_0^\infty dq \int_0^\infty \frac{q^2 \alpha_r(q, \omega)}{1 + \alpha(q, \omega)}.
\]
From a general theorem given by Ferrell, we can deduce a restriction on \( V_{\text{corr}} \). Ferrell proved that
\[
\frac{d^2 \epsilon_e}{d(\epsilon^2)^2} \leq 0 \text{ at constant density,}
\]
where \( \epsilon_e \) is the exchange charge. From the relation
\[
\alpha(h^2/m)(3\pi^2)^{1/3} r_s = \epsilon^2
\]
we see that \( r_s \) is proportional to \( \epsilon^2 \) when the density is kept constant. The factor \( 1/r_s^2 \text{ Ry} = (1/r_s^2)(me^2/2\hbar^2) \) in Eq. (68) then becomes independent of \( \epsilon^2 \) and the Ferrell condition, Eq. (74), can be written
\[
\frac{d^2}{dr_s^2} \left[ A + \int_0^{r_s} [V_{\text{corr}}(x) - B] dx \right] = \frac{d}{dr_s} V_{\text{corr}}(r_s) \leq 0.
\]
In Fig. 7 we have plotted different expressions for \( V_{\text{corr}} \). The series expansion in \( r_s \) is taken from Carr and Maradudin:
\[
\epsilon_e = 0.0622 \ln r_s - 0.096 + 0.018 r_s \ln r_s - 0.036 r_s,
\]
\[
V_{\text{corr}} = d(r_s \epsilon_e)/dr_s = r_s (0.1244 \ln r_s - 0.130 + 0.054 r_s \ln r_s - 0.090 r_s).
\]
This \( V_{\text{corr}} \) violates Eq. (75) for \( r_s \approx 2 \). The RPA expression for \( V_{\text{corr}} \) satisfies Eq. (75) at least up to \( r_s = 100 \).

The correlation energy \( \epsilon_e \) has been calculated by Gell-Mann and Brueckner. They obtain the value 0.046 Ry which gives a contribution of 0.092 \text{ Ry} to \( V_{\text{corr}} \). When this is added to RPA, the Ferrell condition becomes violated from \( r_s = 3 \) (see Fig. 7). The unscreened second-order exchange terms
\[
\text{Ref. 35}
\]
\[
\text{Ref. 36}
\]
\[
\text{Ref. 37}
\]
\[
\text{Ref. 38}
\]
\[
\text{Ref. 39}
\]
\[
\text{Ref. 40}
\]
We estimate that the error in the RPA approximation for the chemical potential $\mu$ is positive and at most 0.02 Ry.

To further investigate the convergence properties of the expansion for $M$, Eq. (24), we consider the second-order term. While the first-order term is given by a four-dimensional integral, which easily can be reduced to a two-dimensional integral, the second-order term is given by an eight-dimensional integral which is difficult to reduce to less than a seven-dimensional one. As we discussed in Sec. 5, a rough value can however be obtained by using the static potential $W(k,0)$ instead of the full potential $W(k,e)$. The second-order term then becomes

$$M^{(2)}(k,e)=
\int \frac{dk_1dk_2}{\pi^2} \frac{d\epsilon(k_1,0)d\epsilon(k_2,0)}{(k_1^2-\mu^2-2k_1\cdot k_2)}\frac{1}{2}\Re,$$

where the integral is taken over the regions

$$|k_1+k_2| \leq 0.5 \quad |k_1+k_2| \geq 0.5,
|k_1+k_2| \leq 0.5 \quad \text{and} \quad |k_1+k_2| \geq 0.5,$$

and the $k$'s are expressed in units of twice the Fermi momentum and $\mu$ in units of $(4\hbar^2k_F^2/2m)$. One angular integration is trivial but there still remains a five-dimensional integral. For the particular case of $k=0$, $\mu=0$, Eq. (78) can however be reduced to a double integral,

$$M^{(2)}(0,0)=
\int \frac{dk_1dk_2}{\pi^2} \frac{\epsilon(k_1,0)\epsilon(k_2,0)}{2k_1k_2}\ln \left| \frac{2k_1k_2}{0.25-k_1^2-k_2^2} \right|\Re,$$

over the regions

$$0 \leq k_1-k_2 \leq 0.5, \quad \text{and} \quad k_1+k_2 \geq 0.5.$$

This integral was evaluated using a TF dielectric constant:

$$\epsilon(k,0)=1+(\sigma k_0/\pi)(1/k^2),$$

which is good enough for the present discussion. $M^{(2)}(0,0)$ was found to vary slowly with $r_s$ at metallic densities, reaching a maximum of 0.014 Ry at $r_s=3$. From values of $(d/dk)M^{(2)}(k,0)$, according to Eq. (41), we estimate that $\mu^{(2)}=M^{(2)}(0,0)$ is about 0.02-0.04 Ry i.e. of about the same size as the error in the first-order contribution $\mu^{(1)}$. It should be realized that while the preceding discussion suggests a very good convergence of the expansion of $\mu$ in terms of $W$, an accurate value of $\mu$ cannot be obtained by just adding $\mu^{(2)}$ to $\mu^{\text{RPA}}$ since the $\mu^{(1)}$ which corresponds to a self consistent solution for $G$ might well differ from $\mu^{\text{RPA}}$ by an amount comparable to $\mu^{(2)}$.

In the calculation of the energy we have assumed that

---

the ground state is paramagnetic. To obtain the energy of the ferromagnetic state we have to use a Green’s function which is zero for, say, spin down and for spin up has a Fermi momentum\(^{41}\)

\[
k_0^F = \beta k_0; \quad \beta = 2^{1/2}; \quad k_0 = (\alpha \sigma \omega r)^{-1}. \tag{81}\]

As is well known the HF expression for the energy of the ferromagnetic state is, in Rydbergs,

\[
e^F = \beta(3/2\alpha r^2) - \beta(3/2\pi r_0^2), \tag{82}\]

which lies below the energy of the paramagnetic state for \(r_s > 5.45\). In RPA we have the simple relation for the correlation energy

\[
e^F(r_s) = \frac{1}{2} e^F(r_0 \beta^{-4}). \tag{83}\]

To see that we introduce dimensionless variables as in Eq. (56) but with \(k_0\) replaced by \(k e^F\). From Eq. (24) we then find for the dielectric constant

\[
e^F(q, r_s) = e^F(q, r_0 \beta^{-4}), \tag{84}\]

and from Eq. (73)

\[
V^F(r_s) = \beta V^F(r_0 \beta^{-4}). \tag{85}\]

Substituting Eq. (85) into Eq. (71) finally gives Eq. (83). We note that Eq. (84) is not valid if we include higher terms in \(P(k, \epsilon)\), Eq. (24), or if we use a self-consistent \(G\).

Table II gives the values of the energy for the ferromagnetic state in the RPA as obtained from Eqs. (82) and (83). We see that \(e^F_\epsilon\) lies above \(e^F\) (given under the heading \(\epsilon\) in Table II) and approaches it asymptotically. At \(r_s = 10\) the difference between the energies is only 3% of their magnitude. This is a reasonable result since the influence of spin orientation has to vanish when the density tends to zero. The present results do not quite rule out the possibility that the electron gas should become ferromagnetic at some density since we know that the RPA value for \(e^F(r_s)\) lies too low. On the other hand, \(e^F(r_s)\) is also too low but perhaps less so since according to Eq. (83) the error in \(e^F\) is only half the error in \(e^F_\epsilon\).

It seems safe to predict that the electron gas does not become ferromagnetic for \(r_s < 7\).

The numbers in Table II not discussed so far are self-explanatory. We only note that the series expansion for \(e^F\) rapidly becomes bad for \(r_s > 3\) and that our values for \(e^F_{\text{corr}}\) do not quite coincide with Hubbard’s, his values\(^{42}\) being between 0.002 and 0.004 Ry higher than ours.

### 9. ELECTRON GAS: THE M OPERATOR

The \(M\) operator was calculated from the equation

\[
M(k, \epsilon) = \frac{i}{(2\pi)^4} \int \frac{e^{ik'k}}{\epsilon(k', \epsilon') - e^{i\Delta \epsilon'd'}} \frac{e^{-i\Delta 'd'}}{\epsilon(k - k')}, \tag{86}\]

cf. Eqs. (24), (41), and (56). The contour for \(\epsilon'\) runs just below the real axis for \(\epsilon' < 0\) and just above for \(\epsilon' > 0\).

\(^{41}\)Superscript \(F(P)\) here refers to the ferromagnetic (paramagnetic) state.

We first separate out the HF term:

\[ W(k, \epsilon) e^{-i\Delta} = \frac{v(k)}{\epsilon(k, \epsilon)} e^{-i\Delta} \]

\[ = v(k) e^{-i\Delta} + v(k) \left( \frac{1}{\epsilon(k, 0)} - 1 \right) \cdot \frac{1}{\epsilon(k, \epsilon)} \quad \text{(87)} \]

Since, according to Eq. (57), \(1/\epsilon(q, u) - 1\) tends to zero as \(|u|^{-2}\) for large \(|u|\), the convergence factor \(e^{-i\Delta}\) has been omitted in the last term of Eq. (87). We then separate out the static approximation of the last term in Eq. (87), cf. Sec. 5,

\[ W(k, \epsilon) e^{-i\Delta} = v(k) e^{-i\Delta} \]

\[ + v(k) \left( \frac{1}{\epsilon(k, 0)} - 1 \right) + v(k) \left( \frac{1}{\epsilon(k, \epsilon)} - 1 \right) \quad \text{(88)} \]

The contributions to \(M(q, u)\) from the first two terms of Eq. (88) are easily evaluated by closing the contour for \(\epsilon^3\) in Eq. (86) in the lower half-plane, giving the Coulomb plus screened exchange terms,

\[ M^s = \frac{4}{\pi \alpha \epsilon_s} \int_0^\infty \frac{dq'}{\epsilon(q', 0)} + \frac{4}{\pi \alpha \epsilon_s} \int_0^1 dq' \frac{\theta(0.25 - q'^2 - q'^2 - 2qq')}{\epsilon(q', 0)} \quad \text{Ry.} \quad \text{(89)} \]

To evaluate the contribution from the last term of Eq. (88) we follow Quinn and Ferrell\(^{44}\) and turn the contour of \(\epsilon^3\) in Eq. (86) to run along the imaginary axis. We pick up a contribution from the poles of the Green's function,

\[ M^p = \frac{4}{\pi \alpha \epsilon_s} \int_0^1 dq' \left( \frac{1}{\epsilon(q', u - (q - q'))} - \frac{1}{\epsilon(q', 0)} \right) \]

\[ \times \left( \theta(\epsilon - \epsilon(q' - q')) - \theta(0.25 - \epsilon(q - q')) \right) \quad \text{Ry;} \]

\[ \xi = q \cdot q' / (qq') \quad \text{(90)} \]

as well as the contribution from integrating \(\epsilon^3\) along the imaginary axis,

\[ M^r = \frac{1}{\pi \alpha \epsilon_s} \int_0^u dq' \int_0^\infty dq' \left( \frac{1}{\epsilon(q', u - (q' - q'))} - \frac{1}{\epsilon(q', 0)} \right) \]

\[ \times \left( u - (q' + q')^2 + u^2 \right) \quad \text{Ry.} \quad \text{(91)} \]

We thus have

\[ M(q, u) = M^s(q) + M^p(q, u) + M^r(q, u) \quad \text{(92)} \]

$M^{r\text{m}}$ gives the main part of $M^r$, being about three times as large as each of the first two parts with respect both to magnitude and derivatives. The essential contribution to the first part of $M^r$ comes from $q'<0.8$, and to the second part from $q'<2.4$, $u'<3$, the remaining contributions being small and practically independent of $q$, $u$, and $r_s$.

$M^r$ is easily evaluated since the integration over $\xi$ in Eq. (89) can be made analytically. In evaluating $M^r$ we have the advantage that $\epsilon(q,u)$ is much more well-behaved than $\epsilon(q,u)$. From Eq. (57) we see that $\alpha(q,u)$ only has three singular points, $u=0$, $q=0$, $\pm 1$, while $\alpha(q,u)$ is singular along the lines $(q=\pm u/q)=\pm 1$. The evaluation of $M^p$ involves $\alpha(q,u)$ but fortunately $M^p$ is small and the relative accuracy does not have to be pushed so far.

The integrals were evaluated for

\begin{align*}
q=0, & \quad u=\pm 0.01; \\
q=0.1, 0.2, 0.3, 0.4, & \quad u=q^2, (q+0.1)^2; \\
q=0.5, 0.6, 0.7, & \quad u=q^2, (q-0.1)^2.
\end{align*}

The results are given in Table IV. The values of $M$ for $u\neq q^2$ are not given directly but in the form

$$\epsilon^{-1}(q) = 1 - \Delta M/\Delta \epsilon. \quad (95)$$

For $q=0$ we have given the average of the results for $u=\pm 0.01$. To estimate how well $\epsilon$ approximates the limit when $\Delta \epsilon \to 0$, we compare the values of Re$\epsilon^{-1}$ for $q=0.4, 0.5, 0.6$. They agree to about two decimal places which, in conjunction with the fact that $M(q,q^2)$ is almost linear for these $q$ values, shows that $M(q,u)$ can be represented fairly well by a linear expression in $q$ and $u$ for $|q-0.5|<0.1$ and $|u-0.25|<0.1$, unless the $M(q,u)$ surface has an anomalous behavior for $u<q^2$, $q<0.5$ and $u>q^2$, $q>0.5$. To check Im$\epsilon^{-1}$ we note that for $u$ close to 0.25 we have from general arguments\(^9\)

$$M_{sc}(q,u) = C(u-0.25) g(0.25-u). \quad (96)$$

The values of $C_4$ for $q=0.4$ and 0.6 deviate by about 20% from those for $q=0.5$. We can also check $Z$ at $q=0$ where the calculations were made for three values of $u$. The values of Im$\epsilon^{-1}$ agree with a few percent while the values for Re$\epsilon^{-1}$ deviate from their mean value by 20%, 29%, and 65% at $r_s = 1, 4,$ and 6, respectively. We conclude that $M_4(q,u)$ varies very rapidly with $u$ and that our values for Re$\epsilon^{-1}$ is not very reliable when $q$ is small.

To solve Dyson's equation for the quasiparticle energies we expand

$$\epsilon = \epsilon(k) + M(k, \epsilon - \epsilon_0) = \epsilon(k) + M(k, \epsilon(k)) + \epsilon-\epsilon_0 \left( \frac{\partial M(k, \epsilon(k))}{\partial \epsilon} \right),$$

giving the solution for $\epsilon$

$$\epsilon = \epsilon_0 + \epsilon(k) + \left[ M(k, \epsilon(k)) - \epsilon_0 \right] / \left[ 1 - \partial M(k, \epsilon(k)) / \partial \epsilon \right], \quad (97)$$

where from Eq. (42)

$$\epsilon_0 = M(k_0, \epsilon(k_0)) = \mu - \epsilon(k_0).$$

We note that Eq. (97), owing to the $\epsilon_0$ in the denominator of our $G_0$, is different from the corresponding equation used by DuBois\(^{40}\)

$$\epsilon = \epsilon(k) + M(k, \epsilon(k))(1 + \partial M/\partial \epsilon).$$

In particular the cancellations mentioned by him between $M^{(1)} \partial M^{(1)}/\partial \epsilon$ and the noncrossed second order term of $M^{(2)}$ are taken into account in Eq. (97), cf. Sec. 6. The real and imaginary parts of the last term in Eq. (97) are given in Table IV under the headings $E_1$ and $E_2$. In Table IV we have also given the screened exchange approximation MS and Pines' approximation MP. We see that the difference between $E_1$ and MS is substantial, they even have opposite signs for $r_s>1$. Both $E_1$ and MS have a weak $k$ dependence compared to MP. This is also illustrated in Fig. 9.\(^{41}\) The almost horizontal curves give $E_1+\epsilon_0$ and the dashed curves give Pines' approximation. For comparison the kinetic energy $\epsilon(k)$ and the Hartree-Fock approximation for $M$ are also drawn. The infinite slope of the HF curve at $k=k_0$ is barely noticeable, owing to the weakness of a logarithmic singularity.

We note that the HF energies deviate from the true

\[\text{FIG. 9. Quasiparticle energy as a function of momentum. Above the axis: Free-particle part \((8m^2/2m)\). Below the axis: Exchange and correlation part. Dashed curve: Pines' approximation (Ref. 45). Curves with infinite slope at } k=k_0. \text{ HF flat curves: } E_1 \text{ in Table IV. The } r_s \text{ value is indicated for each curve.}\]

\(\text{\(40\) D. Pines, Ref. 31, p. 407. The value of } \beta \text{ in his Eq. (8.1) is taken as } \beta=0.375r_s.\)
\(\text{\(41\) This is the value used by V. Heine, Proc. Roy. Soc. (London) A240, 340 (1957) in his calculation on Al.}\)
TABLE IV. Quasiparticle energy in the momentum representation.

The full quasiparticle energy is \( E(k) = M(k) \), where \( M(k) \) is the kinetic energy, \( M = \frac{\hbar^2}{2m} k^2 \). The Fermi momentum is \( |k_F| \).

\[
M = M(k, \epsilon(k)) - M(k, \epsilon(k_0)); M \text{ in the RPA}
\]

\[
Z^{-1} = \frac{\partial^2 M(k, \epsilon(k)) / \partial \epsilon(k)}{M(k, \epsilon(k))}; M \text{ in the RPA}
\]

\[
E = MZ
\]

\[
MS = M(k) - M(k_0); M \text{ from a screened exchange potential}
\]

\[
MP = M(k) - M(k_0); M \text{ from Pines' approximation}^a\text{ with}
\]

\[
\beta = 0.375r^2\beta. \text{ This is essentially the same } \beta \text{ as used by V. Heine}^b \text{ in his paper on the band structure of Al.}
\]

\[
r_s \quad k/b_s = 0 \quad 0.2 \quad 0.4 \quad 0.6 \quad 0.8 \quad 1.0 \quad 1.2 \quad 1.4
\]

| 1 | \( M_1 \) | -0.1286 | -0.1232 | -0.1014 | -0.0735 | -0.0428 | 0 | +0.0407 | 0.0459 |
| 2 | \( M_2 \) | 0.0123 | 0.0002 | 0.0005 | 0.0009 | 0.0013 | 0.0017 | 0.0020 | 0.0028 |
| 3 | \( M_3 \) | 0.5268 | 0.2353 | 0.0205 | 0.0132 | 0.0056 | 0.0032 | 0.0014 | 0.0006 |
| 4 | \( M_4 \) | 0.0262 | 0.0250 | 0.0206 | 0.0139 | 0.0065 | 0.0053 | 0.0037 | 0.0013 |
| 5 | \( M_5 \) | 0.5230 | 0.0250 | 0.0154 | 0.0058 | 0.0020 | 0.0004 | 0.0009 | 0.0004 |
| 6 | \( M_6 \) | 0.5202 | 0.0195 | 0.0164 | 0.0116 | 0.0061 | 0.0020 | 0.0006 | 0.0004 |

\[^a\text{ D. Pines, Ref. 31, p. 407.}\]


Quasiparticle energies in qualitatively the same way for an electron gas as for alkali atoms, though on a largely magnified scale, cf. Sec. 4.

By comparing \( M \) with \( E \) in Table IV we find that the factor \( Z \) has a large influence. For \( r_s = 1 \) we note an anomaly. \( E_1 \) drops sharply in going from \( q = 0 \) to \( q = 0.1 \) before it starts rising again. This may be due to either inaccuracies in the \( Z \) values or to a discontinuity in the derivative \( \partial E(k) / \partial k_x \). There are however no indications of such a discontinuity in \( M(k, \epsilon(k)) \).

The accuracy of \( E(q) \) is not good enough to permit a more detailed statement about its second derivative than the general observation that on the average it is small compared to \( 2/L^2 \times \hbar \). This follows from the fact that \( E'(0.5) \) is small compared to \( 2/L^2 \times \hbar \) [see Table VI which gives \( E'(0.5) / \epsilon'(0.5) \)]
under the heading $f_e^{(r)}$, $f_{0}$ RPA [4], combined with the formula,

$$
1 \int_{0}^{0.5} \frac{E''(q)}{E''(0.5)} dq = E'(0.5)/e'(0.5). \tag{98}
$$

We have also calculated $M(r,\mu)$ from the formula,

$$
M(r,\mu) = \left( \frac{k_0}{\pi} \right)^2 \int e^{i k x} M(q,\mu) dq = \frac{8 e^{2 k a}}{\pi^2} \int_{0}^{\infty} dq \times e^{-(q-0.125)^{1/3} a} \times \cos(a+0.125)^{1/2} x; \quad a = \frac{1}{2}(u^2 + 0.0625)^{1/2}; \quad x = 2 k_0 \sigma. \tag{99}
$$

The result is given in Fig. 10. Judging from the values of $M(q,\mu)$ at $q=0.4$, 0.5, and 0.6 it varies considerably faster with $q$ than $M(q_0,\mu)$ and $E(q)$. $M'(0.5,\mu)/E'(0.5)$ equals 0.18, 0.39, and 0.62 for $r_s = 1, 3, \text{ and } 6$, respectively. The variation is however still mild compared to the logarithmic singularity of $M^{\text{HF}}(q)$, which can be seen by the suppression of long range oscillations in $M(r,\mu)$. Since $M(r,\mu)$ extends out to about $r = a_0 \sigma$, then $|k| M(k_0) \sigma$ is essentially different from zero only for $k$ smaller than $2 \pi/r = (2 \pi/a_0 \sigma) = 3 k_0$. Since $E(k)$ varies more slowly with $k$ than does $M(k_0)$, it is probable that $|k| E(k)$ extends further out than $3 k_0$. In that case the nonlocal potential corresponding to $E(k)$ will have a still smaller range than $M(r,\mu)$ which speaks in favor of using electron-gas results in a local density approximation for a metal.

We conclude this section with a comment on the Coulomb hole plus screened exchange approximation. Returning to Eq. (13) we see that the integral has a factor $\exp[i(\epsilon - \epsilon_0)(r/k)] \prod (\theta(\tau) - \theta(\mu - \epsilon_0))$. The Coulomb hole comes from $\theta(\tau)$ and the screened exchange from $\theta(\mu - \epsilon_0)$ when we put the exponential equal to 1. If we evaluate the contribution to $M$ involving $\theta(\mu - \epsilon_0)$ without approximation, we obtain an energy-dependent screened exchange,

$$
M^{\text{ex}}(q,\mu) = -\frac{4}{\pi r a \sigma} \int_{-1}^{1} d \xi \times \int dq \frac{\theta(0.25 - q^2 - q^2 - 2q^2 \xi)}{\epsilon(q, u - q^2 - q^2 - 2q^2 \xi)} R_y, \tag{100}
$$

which can be compared with the energy-independent screened exchange of Eq. (89). It has been suggested that the energy dependence should have only a small influence and to check that the integral in Eq. (100) was evaluated for $u = q^2$. Compared to the energy-independent screened exchange the magnitude of $M^{\text{ex}}(0.5,0.25)$ agreed quite well, being $3\% \text{ and } 8\%$ smaller for $r_s = 1 \text{ and } 6$, respectively. The slope at $q = 0.5$ on the other hand was larger by $4\% \text{, } 29\% \text{ and } 91\%$ for $r_s = 1, 3, \text{ and } 6$, respectively. The total variation between $q=0$ and $q=0.5$ was larger by $3\% \text{ and } 27\% \text{ and smaller by } 27\% \text{ and } 88\%$ for $r_s = 1, 3, \text{ and } 6$, respectively. The two expressions thus agree poorly except for high densities.

10. ELECTRON GAS: THE QUASIPARTICLE INTERACTION

The expansion of the quasiparticle interaction $f$ of the Landau theory of a Fermi liquid is given in Eqs. (31) and (34) up to second order in the screened interaction $W$. It is convenient to use dimensionless quantities and we redefine $f$ by

$$
\delta E_\sigma(k) = \frac{4 \pi e^2}{k_0^2 (2 \pi)^3 a_0} \sum_{\sigma'} \int f_{\sigma'}(k,k') \delta n_{\sigma'}(k') dk', \tag{101}
$$

where $E_\sigma(k)$ and $\delta n_{\sigma}(k)$ are defined as in Eq. (30). Writing $f$ as

$$
f_{\sigma'} = f_0 + f_1 \delta_{\sigma'}; \quad f_1 = f_1^{(1)} + f_1^{(2)}, \tag{102}
$$

we have the following simple expressions$^{44}$ for the specific heat $C$ and the paramagnetic susceptibility $\chi$,

$$
C_0/C = 1 - \int_{0}^{\pi} \left[ 2 f_0(\theta) + f_1(\theta) \right] \cos \theta \sin \theta d \theta, \tag{103}
$$

$$
\chi_0/\chi = C_0/C + \int_{0}^{\pi} f_1(\theta) \sin \theta d \theta,
$$

where $C_0$ and $\chi_0$ are the values for a noninteracting or Sommerfeld electron gas and $\theta$ is the angle between $k$ and $k'$. Both $k$ and $k'$ have the magnitude $|k_0|$.

$^{44}$ See e.g., P. Nostier's in Ref. 2.
With our present definition of \( f_i, \) Eq. (101), using Green's functions according to Eq. (41) and dimensionless integration variables according to Eq. (56) we have

\[
f_0^{(1)} = - V(k, 0),
\]

\[
f_0^{(2)} = \frac{i}{\pi^2} \int \frac{V(q_1, 0) dq_1 dq_2}{{q_1}^2 - 2q_1 q_1 q_1 + 4q_1 q_1 q_1 - 4q_1 q_1 q_1},
\]

\[
f_0 = \frac{i}{\pi^2} \int \frac{V(q_1, 0) dq_1 dq_2}{{q_1}^2 - 2q_1 q_1 q_1 + 4q_1 q_1 q_1 - 4q_1 q_1 q_1},
\]

where we have omitted the \( z^2 \) factors and used the notation

\[
V(q, w) = \lambda (q^2 e(q, w)); \quad \lambda = \sqrt{\frac{m}{\pi^2 r_s}} r_s / 6.03; \quad w = q - q = (k - k') / (2h_0); \quad \epsilon^2 = \frac{1}{2}(1 - \cos \theta) = \sin^2 \theta / 2.
\]

As discussed in Sec. 5, we can obtain rough approximations by replacing \( W(k, e) \) by \( W(k, 0) \), or, in the present notation, replacing \( V(q, w) \) by \( V(q, 0) \). The expressions for \( f_0^{(1)} \) and \( f_0 \) then become,

\[
f_0^{(1)} = \frac{1}{\pi} \int V(q_1, 0) dq_1 \left\{ \frac{2V(q_1, 0) \eta_1}{\kappa \cdot q_1} - \frac{V(q_1 + \kappa, 0) \eta_2}{(\kappa + q_1) \cdot q_1} \right\},
\]

\[
f_0 = \frac{1}{\pi} \int V(q_1, 0) dq_1 \left\{ \frac{\eta_1}{\kappa \cdot q_1} - \frac{\eta_2}{(\kappa + q_1) \cdot q_1} \right\},
\]

\[
\eta_1 = \theta(0.25 - \eta_1 + \eta_2), \quad \eta_2 = \theta(0.25 - \eta_1 + \eta_2).
\]

Using the \( G \) defined in Eq. (41) we have from Eqs. (27) and (28)

\[
C_0/C = 1 + z \left[ \frac{d}{dk} M(k, e(k)) \right] \left[ \frac{d}{dk} (e(k)) \right].
\]

Neglecting the \( z \) factors, the contributions to \( C_0/C \) in Eq. (107) are identical with those in Eq. (103) according to the following correspondences:

\[
f_0^{(1)}, \text{ Eq. (104)} \rightarrow M^*, \text{ Eq. (89)}, \]

\[
f_0, \text{ Eq. (104)} \rightarrow M^*, \text{ Eq. (91)}, \]

\[
f_0^{(2)}, \text{ Eq. (106)} \rightarrow M^*(2), \text{ Eq. (78)}.
\]

The first and third correspondences are easily checked by straightforward differentiation of \( M^* \) and \( M^{(2)} \). To prove the second correspondence we write the expressions for \( M^* \) in the form

\[
M^*(k, e(k)) = \frac{2}{(2\pi)^2} \int_0^\infty dk'' \int_0^\infty dw (e(k + k'') - e(k)) \times (W(k'', iw) - W(k'', 0)).
\]

We then perform a partial integration with respect to \( w \),

\[
M'(k, e(k)) = \frac{16}{(2\pi)^2} \int dk'' \int_0^\infty dw \frac{e(k + k'') - e(k)}{W(k'', iw)} \times \arctan \frac{(e(k + k'') - e(k))w_0 - 1}{(e(k + k'') - e(k))^2 + w_0^2}.
\]

The last integral in Eq. (110) can be written

\[
- \frac{m}{2h_0 w} < k \cdot \delta \left| k \cdot k' \right| dk' \int \frac{k \cdot k \delta \left| k \right| - k_0 \cdot k'}{(e(k' + k'') - e(k)) \left| k \right|^2 + w_0^2}.
\]

When we form \( d/dk = (k/k_0) \cdot d/dk' \) of \( M'(k, e(k)) \), the factor \( (k \cdot k')^{-1} \) drops out and it is relatively easy to check that we arrive at the same expression for \( C_0/C \) as when \( f_0 \) of Eq. (104) is used in Eq. (103). It is easily realized that we have the correspondence \( f_0, \) Eq. (106) \( \rightarrow M^*, \) Eq. (110) with \( W(k, 0) \) instead of \( W(k, iw) \).

Thus the RPA result for the specific heat is reproduced by \( f_0^{(1)} \) and \( f_0 \) apart from a factor \( z \). It seems probable, although we have not been able to prove it, that if we use Eq. (43) instead of Eq. (41) for \( G \), the \( GW \) expression for \( M^* \) will give exactly the same result for \( C_0/C \) as \( f_0^{(1)} \) and \( f_0 \) [cf. the discussion in connection with Eqs. (35) to (37)].

The numerical results for \( f_0^{(1)}, \) Eq. (104) and \( f_0^{(2)}, \) Eq. (106) are given in Table V and Fig. 11. The \( f \)'s are multiplied by \( \sin \theta \) to make it easier to estimate their contributions in Eq. (103). The \( z^2 \)-factor is not included in Table V and Fig. 11. Since we have numerical results for \( M(k, e(k)) \) we can evaluate the contribution to \( C_0/C \) from \( f_0 \), Eq. (104) and compare with the contribution from the static approximation for \( f_0 \), Eq. (106). These contributions are given in Table VI under the headings \( (f_0)^{RPA} \) and \( (f_0)^{static} \). We expect similar differences between the contributions from \( f_0^{(1)} \) according to Eqs. (104) and (106). The static approximation for the second-order terms in \( f \) is thus fairly rough and seems to somewhat underestimate them.

\( ^{47} \) We use the identity

\[
\int \nabla / \| k \| (1 - | k |) dk = \int (1 / | k |) \delta (| k | - | k |) dk.
\]
From Table V and Fig. 11 we see that the first-order term in \( f \) is appreciably larger than the second-order terms for the higher metallic densities. The convergence of the expansion for \( f \), however, does not seem to be as good as that for \( \mu \).

From the results for \( f_r^{(2)} \) and for \( M^{(2)}(0,0) \) we can estimate the magnitude of \( M^{(2)}[k, \epsilon(k)] \) at \( k = k_0 \). The derivative of \( M^{(2)}[k, \epsilon(k)] \) relative to that of \( \epsilon(k) \) at \( k = k_0 \) is roughly given by the value of \( f_r^{(2)} \), static in Table VI. Taking into account that \( M^{(2)}[k, \epsilon(k)] \) should flatten out at small \( k \) by introducing an extra factor of 0.5, we arrive at the estimate of \( M^{(2)}[k_0, \epsilon(k_0)] \) which was given in Sec. 8, namely 0.04–0.02 Ry for \( r_s \) varying from 3 to 6. For smaller \( r_s, M^{(2)} \) becomes larger and the ratio \( M^{(2)}/M^{(1)} \) smaller.

The influence of the errors in the second-order terms of \( f \) is suppressed since they should cancel each other to a large extent. This can be seen in Table VI by comparing the columns \( (f_0, f_r^{(2)}, \text{static}) \) with \( (f_r^{(1)}, \text{RPA}) \) or \( (f_r^{(1)}, f_0, f_r^{(2)}, \text{static}) \).

In Fig. 12~29 the results for the specific heat are plotted. The series expansion in \( r_s \), given by DuBois,\textsuperscript{41} starts to deviate from our result already at \( r_s = 0.5 \) and for \( r_s > 1 \) it is obviously wrong. Pines’ result, which is given by \( f_r^{(1)} \) with \( W(r_s, \epsilon) = \langle e^2/\epsilon \rangle S(r) \) and \( S(r) \) according to Eq. (63), is qualitatively similar to ours but exaggerates the difference between \( C' \) and \( C_0 \). Silverstein\textsuperscript{51} has recently tried to include the second-order term in \( M \) by an interpolation procedure similar to that used by Nozières and Pines\textsuperscript{52} for the correlation energy. Silverstein expressed \( C_0/C - 1 \) as an integral over the momentum transfer \( q \), using RPA for small \( q \) and unscreened perturbation theory up to second order for large \( q \). His results are however more negative than the RPA results (compare the last two columns in Table VI) even though the second-order terms give a positive contribution to \( C_0/C - 1 \). This probably is due to his use of a series expansion in \( q \) for the RPA part of his integrand rather than the complete RPA expression. Silverstein’s result\textsuperscript{14} for \( X_0/\chi \) minus his result for \( C_0/C \) are given in the last column of Table VII. They agree roughly with our results from \( f_r^{(1)} \) without the \( e^2 \) factor.

Since \( f_r^{(1)} \) gives the largest contribution to the specific heat as well as to the paramagnetic susceptibility, it is of interest to examine how sensitive the results are to the precise form of \( f_r^{(1)} \). The series expansion of the RPA expression for \( \epsilon_0(\epsilon) \) is easily

\textsuperscript{41} D. Pines, Ref. 31, p. 408, Eq. (8.4). \( a = 0.353 \sqrt{r_s} \).


\textsuperscript{52} S. D. Silverstein, Phys. Rev. 128, 631 (1962).


obtained from Eq. (57), and is
\[ e(\kappa,0) = 1 + \frac{1}{2} \lambda. \]

The first two terms in \( e(\kappa,0) \) give the TF approximation,
\[ f_s^{(1)} = -\frac{\lambda}{4} (\kappa^2 + \lambda); \quad \kappa^2 = \sin^2(\theta/2), \]
while the first three terms give the same expressions as Eq. (113) but with \( \lambda \) replaced by \( \lambda/(1 - \frac{1}{2} \lambda) \). Using Eq. (113) for \( f \) gives
\[ C_0/C = 1 - \lambda - \lambda(1 + \frac{1}{2} \lambda) \ln(\lambda/(1 + \lambda)), \]
\[ X_0/X = 1 - \lambda - \lambda^2 \ln(\lambda/(1 + \lambda)). \]

By comparing \( (f_s)^{(1),TF} \) and \( (f_s)^{(1),RPA} \) in Table VI and \( (f_s)^{(1),TF} \) and \( (f_s)^{(1),RPA} \) in Table VII, we see that the TF expression Eq. (114) gives a quite reasonable result.

Eq. (114) can also be compared with the high-density results\(^{6,6}\)
\[ C_0/C = 1 - \lambda - \frac{1}{2} \lambda \ln \lambda, \]
\[ X_0/X = 1 - \lambda - \frac{1}{2} \lambda^2 / (\ln \lambda - 1.534). \]

Thus in the high-density limit the lowest order term in \( f \) correctly reproduces the \( \lambda \ln \lambda \) and \( \lambda \) terms. It may be noted that while the HF expression for \( C_0/C \) diverges, the HF expression for \( X_0/X \), namely, \( 1 - \lambda \), gives a reasonable high-density description. Numerically the expressions for \( X_0/X \) according to Eqs. (114) and (115) are not too different at high densities. At \( r_s = 1 \) they are, respectively, 0.888 and 0.879.

Osaka\(^{57}\) has recently calculated \( C_0/C \) in what is stated to be the RPA. His result is identical\(^{16}\) with that of Eq. (114) when \( \lambda \) is replaced by \( \lambda/(1 - \lambda/3) \). He used a relation between specific heat and polarization propagator which was derived from Eq. (A1) in his paper. Equation (A1) is however not quite correct since the \( \mu \) factors should not be there.

Watabe\(^{15}\) has recently made an analysis of the influence of Coulomb correlations on metallic properties using the Landau Fermi-liquid Theory. He approximates \( f \) by \( f_s^{(1)} \), [cf. Eqs. (104) and (105)] neglecting higher order terms and the \( z^2 \) factor. For \( e(\kappa,0) \), he takes the limiting expression\(^{56} \) for small \( \kappa \)
\[ e(\kappa,0) = 1 + (\lambda \kappa / \kappa^2), \]
\[ \gamma^{-1} = X_0/X + 2 \int_0^\pi f_0(\theta) \sin \theta d\theta. \]

**TABLE VI. Different contributions to \( (C_0/C) - 1 \).**

<table>
<thead>
<tr>
<th>( r_s )</th>
<th>( f_s^{(1)} )</th>
<th>( f_0^{(0)} )</th>
<th>( f_s )</th>
<th>( f_s^{(1)} )</th>
<th>( f_s^{(1), TF} )</th>
<th>Silverstein</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-0.0890</td>
<td>-0.0157</td>
<td>-0.0127</td>
<td>0.0184</td>
<td>0.0058</td>
<td>0.0495</td>
</tr>
<tr>
<td>2</td>
<td>-0.0498</td>
<td>-0.0419</td>
<td>-0.0384</td>
<td>0.0551</td>
<td>0.0447</td>
<td>0.0404</td>
</tr>
<tr>
<td>3</td>
<td>-0.0451</td>
<td>-0.0712</td>
<td>-0.0482</td>
<td>0.0477</td>
<td>-0.0005</td>
<td>0.0446</td>
</tr>
<tr>
<td>4</td>
<td>-0.0392</td>
<td>-0.1017</td>
<td>-0.0649</td>
<td>0.0576</td>
<td>-0.0073</td>
<td>0.0460</td>
</tr>
<tr>
<td>5</td>
<td>-0.0332</td>
<td>-0.1326</td>
<td>-0.0890</td>
<td>0.0657</td>
<td>-0.0151</td>
<td>0.0429</td>
</tr>
<tr>
<td>6</td>
<td>-0.0275</td>
<td>-0.1655</td>
<td>-0.0954</td>
<td>0.0726</td>
<td>-0.0228</td>
<td>0.0447</td>
</tr>
</tbody>
</table>

* Including the renormalization factor \( \kappa^2 \).

**TABLE VII. Different contributions to \( X_0/X - C_0/C \).**

<table>
<thead>
<tr>
<th>( r_s )</th>
<th>( f_s^{(1)} )</th>
<th>( f_0^{(0)} )</th>
<th>( f_s )</th>
<th>( f_s^{(1)} )</th>
<th>( f_s^{(1), TF} )</th>
<th>Silverstein</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-0.1686</td>
<td>-0.0149</td>
<td>-0.1835</td>
<td>-0.1355</td>
<td>-0.1617</td>
<td>-0.157</td>
</tr>
<tr>
<td>2</td>
<td>-0.2459</td>
<td>-0.0177</td>
<td>-0.2636</td>
<td>-0.1566</td>
<td>-0.2305</td>
<td>-0.228</td>
</tr>
<tr>
<td>3</td>
<td>-0.2980</td>
<td>-0.0207</td>
<td>-0.3950</td>
<td>-0.1949</td>
<td>-0.2741</td>
<td>-0.301</td>
</tr>
<tr>
<td>4</td>
<td>-0.3567</td>
<td>-0.0241</td>
<td>-0.3326</td>
<td>-0.1347</td>
<td>-0.3049</td>
<td>-0.350</td>
</tr>
<tr>
<td>5</td>
<td>-0.3679</td>
<td>0.0431</td>
<td>-0.3240</td>
<td>-0.1176</td>
<td>-0.3280</td>
<td>-0.384</td>
</tr>
<tr>
<td>6</td>
<td>-0.3915</td>
<td>0.0784</td>
<td>-0.3131</td>
<td>-0.1094</td>
<td>-0.3460</td>
<td>-0.360</td>
</tr>
</tbody>
</table>

* Including the renormalization factor \( \kappa^2 \).


Since \( f_s^{(1)} \) depends on \( \epsilon(k,0) \) and \( \epsilon(k,0) \) depends on \( f \), Watabe's expressions for \( G_0/C-1 \) and \( \lambda_0/\gamma-1 \) are the same as those in Eq. (114) multiplied by \( \gamma^{-1} \) with \( \lambda \) replaced by \( \lambda \gamma \). This is obvious from Eq. (116a). Specifically he thus obtains \( \lambda_0/\lambda \), Watabe's result for \( \gamma \) ranges from 1.12 to 1.32 when \( r_s \) goes from 1 to 5. Our values for \( \gamma \) as given by Eq. (116b) using \( f_0, f_1^{(1)} \) and \( f_2^{(2)} \) with the \( z^2 \) factor agree with Watabe's within 10%. Also Glick's result\(^{26}\) for \( \gamma \) at \( r_s = 2 \) agrees accurately with Watabe's and ours. This is a quite remarkable coincidence, which we cannot explain.

We now make a few remarks on the analytical behavior of the different contributions to \( f_s^{(1)}(\theta) \). \( f_s^{(1)}(\theta) \) varies between \(-0.25 \) and \(-0.25(\gamma/(1+\gamma/2)) \). The slope of \( f_s^{(1)}(\theta) \) is zero at \( \theta = \pi \), \( f_s(\theta) \) and \( f_s^{(2)}(\theta) \) start out with finite values at \( \theta = 0 \) and go to infinity at \( \theta = \pi \) as \( \ln(1+\cos\theta) \). The coefficients of the \( \ln \) term have opposite signs and roughly the same magnitude. We thus have a singular attraction between quasiparticles of opposite momenta and opposite spin giving a tendency towards a superconducting state. This effect does not come from the logarithmic singularity in \( \epsilon(k,0) \). The same effect has been noted earlier in case of a dilute Fermi gas,\(^{26}\) and is there supposed to disappear when higher order terms are taken into account. To see if this attraction might be strong enough to make a spherical Fermi surface unstable, we considered the following distortion,

\[
1+\delta k/k_0 > 1, \quad \theta < \pi: \quad \delta n_+(k,\theta) = 1
\]

\[
1+\delta k/k_0 > 1, \quad \theta > \pi - \eta: \quad \delta n_-(k,\theta) = 1
\]

\[
1 > k/k_0 > 1-\frac{2\eta}{\delta}:
\]

\[
\delta n_+(k,\theta) = \delta n_-(k,\theta) = -1, \quad \delta \to 0, \quad \eta \to 0.
\]

The lowering in energy from \( f \) relative to the increase in energy from \( E \) then becomes \( a^2 \ln \omega \) where \( a \) is the coefficient of the singular term in \( f \), ranges between 0.015 and 0.038 when \( r_s \), goes from 1 to 6. The attraction is thus far too weak to be of any importance.

It should be pointed out that it is not clear if there should be a \( z^2 \) factor in \( f \) when we use an approximation \( G_0 \) instead of the self-consistent \( G \). To see this we use the results from Appendix B and write

\[
E = \sum_k \left[ \epsilon(k) + V_{\text{eff}}(k) \right] + \Delta E,
\]

\[
\Delta E = \frac{i}{(2\pi)^4} \int \left[ \phi(k') + \epsilon^{ik} \right] \times \mathcal{O} \left( V_{\text{eff}} G + G_0^{-1} G - 1 - \ln G_0^{-1} G \right) \mathrm{d}k'\langle \epsilon \rangle,
\]

\[
G_0(k,\epsilon) = (\epsilon - \epsilon(k) - V_{\text{eff}}(k))^{-1}; \quad \epsilon(k) = (\hbar^2 k^2/2m).
\]

Suppose now that we approximate \( G \) by \( G_0 \) in \( \Delta E \), which since \( \Delta E \) is stationary might not be too serious. We then have

\[
E = \sum \epsilon(k) + \frac{i}{(2\pi)^4} \int \phi(k') G \mathrm{d}k'\langle \epsilon \rangle.
\]

Since

\[
\delta G_0(k)/\delta \nu_k = 2\pi i \delta(k-k') \delta(\epsilon - \epsilon(k) - V_{\text{eff}}(k))
\]

we have that

\[
E(k) = \delta E/\delta \nu_k = \epsilon(k) + M(k,\epsilon(k) + V_{\text{eff}}(k)),
\]

\[
f(k,k') = \delta E(k)/\delta \nu_k = 2\pi i \mathcal{O}(T(k,k')); \quad \epsilon = \epsilon' + M(k,E(k)),
\]

\[
E(k) = \epsilon(k) + M(k,E(k)),
\]

where \( M \) is a functional of \( G_0 \). We then have for \( f \)

\[
f(k,k') = 2\pi i \mathcal{O}(T(k,k')); \quad \epsilon = \epsilon' + M(k,E(k)).
\]

The equations for \( f \), (121) and (123), may be compared to Eq. (32). We thus get different results depending on

\[^{26}\text{See A. A. Abrikosov et al., (Ref. 2), p. 36.}\]
which of several exact formulas we put the approximation \( G_0 \) in. It seems hard to resolve this ambiguity without a numerical comparison with a calculation involving some energy-dependent \( M \) in the denominator of \( G \).

11. SUMMARY

The main results from the formal analysis are (1) A set of self-consistent equations for the one-electron Green’s function involving a screened potential \( W \) (Sec. 3 and Appendix A). (2) A variational formulation for each self-consistent equation (Appendix B). (3) A specific approximation for the first-order equation. This approximation has been named COHSEX and it involves a “Coulomb hole” and a screened exchange term (Sec. 4). (4) An expansion of the quasiparticle interaction \( f(k,k') \) of the Landau Fermi-liquid theory in terms of the screened potential \( W \) (Sec. 5). (5) An explicit verification that for the first- and second-order terms in \( W \), the quasiparticle energy \( E(k) \) and the quasiparticle interaction \( f(k,k') \) give the same result for the specific heat of an electron gas (Sec. 10).

The numerical results are primarily intended to illustrate the convergence properties of the self-consistent equations for the Green function. Without actually solving the self-consistency problem, we have been able to draw some important conclusions. These derive mainly from calculations for the electron gas but also partly from analysis of spectral data for atoms. Qualitative conclusions regarding the electron gas are expected to hold also for metals. The main conclusions are: (1) For an electron outside a closed-shell structure, COHSEX is expected to work well (Sec. 4). (2) The magnitude of the quasiparticle energy \( E(k) \) for an electron gas is given quite well by the first-order equation (Sec. 8). To obtain a good representation of the \( k \) dependence of \( E(k) \), we have to go to the second-order equation (Sec. 10). (3) The expansion for the quasiparticle interaction has much poorer convergence than that for \( E(k) \). In particular it seems unreliable at the alkali-metal densities (Sec. 10). (4) The \( k \) dependence of \( E(k) \) is very small at the Fermi surface (Secs. 9 and 10). (5) The quantitative results for \( f(k,k') \) and \( k \) dependence of \( E(k) \) will probably be appreciably changed by going through a self-consistent solution. This might be done by parametrizing the spectral function for the Green function and using the variational formulation. (6) The energy-dependence of the self-energy \( M(k,e) \) is appreciable and cannot be neglected (Sec. 9). (7) The results largely confirm the values of the correlation energy for an electron gas obtained by Nozières and Pine
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**APPENDIX A. EXPANSION OF THE SELF-ENERGY M AND THE POLARIZATION PROPAGATOR P IN TERMS OF THE SCREENED INTERACTION W**

The results in this Appendix up to Eq. (A25) are well known to the “Green’s-function people”. The present derivation, however, utilizes only the Schrödinger equation. It constitutes a “low-brow” version of those parts of the “high-brow” Green’s-function theory that we need here.

We write the Schrödinger representation of the Hamiltonian for the system to be considered as

\[
H = H_0 + H_1,
\]

\[
H_0 = \int \psi^*(x)h(x)\psi(x)dx + \frac{1}{2} \int \psi^*(x)\psi^*(x')v(x,x')\psi(x)\psi(x')dx dx',
\]

\[
H_1 = \int \rho(x)\omega(x,t)dx , \quad \rho(x) = \psi^*(x)\psi(x),
\]

where \( h \) and \( v \) are defined as in Eq. (2). We use the notation \( t = (t,\mathbf{l}) - (r_1,\mathbf{l}_1), \) the potential \( \omega(x,t) \) is to be put equal to zero in the final formulas. Let the time-evolution operator for the state vectors in the Schrödinger representation be \( V(t,t') \) when \( \omega \neq 0 \), and \( U(t,t') \) when \( \omega = 0 \). The Schrödinger equation then gives

\[
V(t,t') = U(t,t') - i/\hbar \int_{t'}^t U(t,t'')H_1(t'')V(t'',t')dt''.
\]

The functional derivative of \( V \) with respect to \( \omega \) is

\[
\left( \delta V(t,t')/\delta \omega(x,t,t') \right) = -i/\hbar X_{\text{sgn}}(t-t')V(t,t')\rho(x,t)V(t,t'),
\]

if \( t_0 \) is inside the time interval determined by \( t \) and \( t' \), otherwise \( \delta V/\delta \omega \) is zero. We define the Heisenberg representation of the field operator by

\[
\psi(x,t) = V(-T_0, t)\psi(x)\psi(t, T_0),
\]

where \( T_0 \) is large and positive. Schrödinger’s equation then gives

\[
i\hbar (\partial/\partial t)\psi(x,t) = V(-T_0, t) \times [\psi(x), H_0 + H_1]\psi(t, T_0).
\]
By evaluating the commutator in Eq. (A5), we obtain

$$\left[ i\hbar \frac{\partial}{\partial t} - h(x) - w(x,t) \right] \psi(x,t) - \int v(x,x') \psi'(x',t) \psi(x,t) dx' = 0.$$  \hspace{1cm} (A6)

Using the facts that \( \frac{d\theta(t)}{dt} = \delta(t) \) and \( \psi(x) \psi'(x') + \psi'(x') \psi(x) = \delta(x,x') \), we obtain from Eq. (A6)

$$i\hbar \frac{\partial}{\partial t} - h(x) - w(x,t) \int T(\psi(x,t) \psi'(x',t)) \psi(x,t) \psi'(x',t) dx' = \delta(x,x') \delta(t,t'),$$  \hspace{1cm} (A7)

where \( T \) is the Dyson time-ordering operator. The product of four field operators in Eq. (A7) can be generated by a functional derivative. Using Eq. (A3) we have

$$\left( \frac{\delta}{\delta w(3)} \right) V(T_0 - T_0) T(\psi(1) \psi'(2)) = -\frac{i}{\hbar} V(T_0 - T_0) T(\psi'(3) \psi(3) \psi(1) \psi'(2)),$$  \hspace{1cm} (A8)

assuming \( t_2 \) to be in the interval \( T_0 - T_0 \). We define the one-particle Green's function by

$$G(1,2) = -\frac{i}{\hbar} \langle N | U(-T_0, T_0) V(T_0 - T_0) T(\psi(1) \psi'(2)) | N \rangle,$$  \hspace{1cm} (A9)

where \( |N\rangle \) is some state of the \( N \)-particle system with \( w=0 \). The definition Eq. (A9) coincides with Eq. (1) when \( w=0 \) and \( |N\rangle \) is the ground state. From Eqs. (A7), (A8), and (A9) we have

$$\left( i\hbar \frac{\partial}{\partial t} - h(1) - V(1) \right) G(1,2) = -i \int v(1+3,3) \frac{\delta}{\delta w(3)} G(1,2) d(3) = \delta(1,2),$$  \hspace{1cm} (A10)

where

$$V(1) = w(1) + \int v(1+3,3) \langle N | U(-T_0, T_0) V(T_0 - T_0) \psi'(3) \psi(3) | N \rangle d(3),$$  \hspace{1cm} (A11)

and \( v(1,2) = v(1,2) \times \delta(t_1 - t_2) \).

The second term in Eq. (A11) comes from the functional derivative of the denominator in Eq. (A9). If we had defined the Green's function without that denominator, we would have had \( \langle N | U(-T_0, T_0) V(T_0 - T_0) | N \rangle \times \delta(1,2) \) instead of \( \delta(1,2) \) in Eq. (A10). That, however, would have spoiled a simple definition of the inverse of the Green's function, cf. Eqs. (A14) and (A15) below. We note that it is important to use \( v(1+3) \) rather than \( v(1,3) \) in Eq. (A10) in order to correctly reproduce the four operators in Eq. (A7). In Eq. (A11), on the other hand, we can replace \( v(1+3) \) by \( v(1,3) \). From Eqs. (A9) and (A11) we have

$$V(1) = w(1) - \frac{i}{\hbar} \int v(1,3) G(3,3+) d(3).$$  \hspace{1cm} (A12)

\( T_0 \) is to be taken large enough so that all times of interest in \( G(1,2) \) lie in the interval \( (-T_0,T_0) \). Equation (A10) can be derived from Schwinger's dynamical principle, cf., e.g., the first or the second paper in Ref. 2. The present derivation of the basic Eq. (A10) has however the virtue of being very elementary and fairly short.

We define the self-energy operator or mass operator \( M \) by

$$\left( i\hbar \frac{\partial}{\partial t} - h(1) - V(1) \right) M(1,3) G(3,2) d(3) = \delta(1,2),$$  \hspace{1cm} (A13)

From the definition of the inverse Green's function

$$\int G(1,3) G^{-1}(3,2) d(3) = \delta(1,2),$$  \hspace{1cm} (A14)

follows the identity

$$\frac{\delta G(1,2)}{\delta w(3)} = -\int G(1,4) \frac{\delta G^{-1}(4,5)}{\delta w(3)} G(5,2) d(4) d(5).$$  \hspace{1cm} (A15)

Using Eqs. (A10), (A13), and (A15) we can write \( M \) as

$$M(1,2) = -i\hbar \int v(1+3) G(1,4) \frac{\delta G^{-1}(4,2)}{\delta w(3)} d(3) d(4).$$  \hspace{1cm} (A16)
We define the screened interaction \( W \) by
\[
W(1,2) = \int \sigma(1,3) \frac{\partial V(2)}{\partial \omega(3)} d(3). \tag{A17}
\]
From Eqs. (A3) and (A11) it is easily seen that this definition gives the same result as Eq. (9), remembering that \( \omega \) has to be put equal to zero when the functional derivative has been taken. Using Eqs. (A12), (A15), and (A17) we can write \( W \) as
\[
W(1,2) = \sigma(1,2) + i h \int \sigma(1,3) \sigma(2,4) G(4,5)
\times \frac{\delta G^{-1}(5,6)}{\delta \omega(3)} G(6,4^+) d(3) d(4) d(5) d(6). \tag{A18}
\]
Using the identity
\[
\frac{\delta}{\delta \omega(1)} = \int \frac{\delta V(2)}{\delta \omega(1)} \frac{\delta V(2)}{\delta W(2)} d(2), \tag{A19}
\]
\( W \) can be written
\[
W(1,2) = \sigma(1,2) + \int W(1,3) P(3,4) \sigma(4,2) d(3) d(4), \tag{A20}
\]
where
\[
P(3,4) = i h \int G(4,5) G(6,4^+) \frac{\delta G^{-1}(5,6)}{\delta V(3)} d(5) d(6). \tag{A21}
\]
Introducing the vertex function \( \Gamma \),
\[
\Gamma(1,2; 3) = -\langle \delta G^{-1}(1,2) / \delta V(3) \rangle,
\]
\[
= \delta(1,2) \delta(1,3) + (\delta M(1,2) / \delta V(3)), \tag{A22}
\]
we finally obtain the following expressions for \( M \) and \( P \):
\[
M(1,2) = i h \int W(1^+, 3) G(1, 4) \Gamma(4, 2; 3) d(3) d(4), \tag{A23}
\]
\[
P(1,2) = -i h \int G(2,3) G(4,2^+) \Gamma(3, 4; 1) d(3) d(4). \tag{A24}
\]
The functional derivatives of \( G \) and \( W \) can be written
\[
\frac{\delta G(1,2)}{\delta V(3)} = \int G(1,4) G(5,2) \Gamma(4,5; 3) d(4) d(5), \tag{A25}
\]
\[
\frac{\delta W(1,2)}{\delta V(3)} = \int W(1,4) W(5,2) \frac{\delta P(4,5)}{\delta V(3)} d(4) d(5). \tag{A26}
\]
Equation (A25) follows immediately from Eqs. (A15) and (A22). To prove Eq. (A26) we write \( W \) in the form \( W = \tau(1,2) + i h \int \tau(1,3) \tau(2,4) G(4,5) G(5,6) \delta G^{-1}(5,6) / \delta \omega(3) d(3) d(4) d(5) d(6) \) and use an identity similar to that of Eq. (A15). From Eqs. (A22) to (A26) we can now generate series expansions in \( W \).

The contribution to \( \Gamma \) of zero order in \( W \) is
\[
\Gamma^{(0)}(1,2; 3) = \delta(1,2) \delta(1,3) . \tag{A27}
\]
The lowest order contributions to \( M \) and \( P \) are thus
\[
M^{(1)}(1,2) = i h G(1,2) W(1^+, 2), \tag{A28}
\]
\[
P^{(1)}(1,2) = -i h G(1,2^+) G(2, 1). \tag{A29}
\]
To obtain the first-order contribution to \( \Gamma \) from Eq. (A22) it is sufficient to take the functional derivative only of the explicit \( G \) in \( M^{(1)} \),
\[
\Gamma^{(1)}(1,2; 3) = i h G(1,3) G(3, 2) W(1^+, 2) . \tag{A30}
\]
This gives for \( M \) and \( P \)
\[
M^{(2)}(1,2) = (i h)^2 \int W(1^+, 3) G(1,4) G(4,3) G(3,2) W(4^+, 2) d(3) d(4), \tag{A31}
\]
\[
P^{(2)}(1,2) = - (i h)^2 \int G(2,3) G(4,2^+) W(3^+, 4) G(3, 1) G(1,4) d(3) d(4). \tag{A32}
\]
The second-order contribution to \( \Gamma \) arises both from \( M^{(1)} \) and \( M^{(2)} \). From \( M^{(1)} \) we have
\[
\Gamma^{(2)}(1,2; 3) = i h W(1^+, 2) \int G(1,4) G(5,2) \Gamma^{(1)}(4,5; 3) d(4) d(5)
\]
\[
+ i h G(1,2) \int W(1^+, 4) W(5,2) \Gamma^{(1)}(4, 3) G(3, 5) d(4) d(5), \tag{A33}
\]
and from \( M^{(2)} \)
\[
\Gamma^{(3)}(1,2; 3) = (i h)^3 \int W(1^+, 4) W(5^+, 2) G(1,3) G(3, 5) G(5,4) G(4, 2)
\]
\[
+ G(1,5) G(5,3) G(3, 4) G(4, 2) + G(1,5) G(5, 4) G(4, 3) G(3, 2)) d(4) d(5). \tag{A34}
\]
The third-order contribution to \( \Gamma' \) contains 49 terms, 6 from \( G \) and 6 from \( W \) in \( M^{(1)} \), 3 from the \( G \)'s and 4 from the \( W \)'s in \( M^{(2)} \) and 30 from the \( G \)'s in \( M^{(3)} \).

We can obviously continue in this way and generate as many terms as we wish. We can also generate infinite partial summations in \( W \). Thus if we, e.g., decide to approximate \( M \) by \( M^{(1)} \) in Eq. (A22) and to consider only the functional derivative of the explicit \( G \), we obtain the following integral equation for \( \Gamma' \):

\[
\Gamma'(1,2;3) = \delta(1,2)\delta(1,3) + \int W(1^+,2) XG(4,1)G(5,2)\Gamma'(4,5;3)d(4)d(5). \tag{A33}
\]

Eq. (A33) generates for \( P \) the ladder-bubble sum given in Eq. (6f). When we insert this \( \Gamma' \) into Eq. (A23) we obtain for \( M \) only one diagram in each order. Thus we include the first but not the second and the third of the third-order diagrams of Fig. 1. This does not seem to be a systematic improvement on \( M \). If at all an infinite summation should be made, a wider class of diagrams should be included. This conclusion is supported also by our results in Appendix B.

**APPENDIX B. VARIATIONAL PRINCIPLES**

We start by treating the case of an electron gas. The results are then generalized to the case of an arbitrary system. Klein\(^{48} \) has proved that when we express the energy difference between the interacting and noninteracting ground states as a certain functional \( \Delta E(G) \) of the one-particle Green’s function \( G \), this functional is stationary with respect to small changes of \( G \) relative to the true \( G \). We write \( \Delta E \) as\(^{48} \)

\[
\Delta E(G) = \frac{\Omega}{(2\pi)^4} \int \{ \Phi(k')G(k') - 1 \} dk', \tag{A34}
\]

where \( \Phi \) is the functional whose integral is readily shown to have the property

\[
\int \Phi(k')G(k')dk' = -M(k;G)e^{i\epsilon\Delta}. \tag{B2}
\]

Here \( \Omega \) is the volume of the system. The variable \( k \) includes spin, momentum and energy, while in \( k' \) spin is left out. \( \Phi \) stands for spin summation. The functional \( M(k;G) \) becomes the true \( M(k) \) when \( G \) equals the true \( G \). From Eqs. (B1) and (B2) we see that the demand that \( \delta \Delta E(G)/\delta G(k) \) be zero for all \( k \) gives

\[
-M(k;G) + G_2^{-1}(k) - G^{-1}(k) = 0,
\]

for

\[
(\epsilon - \epsilon(k) - M(k;G))G(k) = 1. \tag{B3}
\]

Since Eq. (B3) is satisfied for the true \( G \), \( \Delta E \) is stationary. Klein expressed \( \Phi \) as an infinite sum of “skeleton” diagrams ordered after increasing powers of the bare interaction \( \epsilon \). If we replace this \( \Phi \) by some truncated expression \( \Phi' \), we obtain truncated functionals \( \Delta E' \) and \( M' \) from Eqs. (B1) and (B2). The functional \( \Delta E' \) is stationary if and only if \( G \) is a self-consistent solution of Eq. (B3), \( M \) replaced by \( M' \).

We will now develop expressions for \( \Phi \), that give an \( M(k;G) \) expanded in the screened potential \( W \). Equation (B3) then gives the self-consistent equations for \( G \) that we derived in Appendix A and discussed in Sec. 3. We start by writing down the expectation value of the potential energy, Eq. (7):

\[
\langle V \rangle = \frac{i}{2(2\pi)^4} \int e^{i\epsilon\Delta}M(k)G(k)dk. \tag{B4}
\]

The Fourier transforms of \( M \) and \( P \), Eqs. (A23) and (A24), are

\[
M(k) = \frac{i}{(2\pi)^4} \int e^{-i\epsilon\Delta}W(k')G(k-k')\Gamma(k,k')dk', \tag{B5}
\]

\[
P(k') = \frac{i}{(2\pi)^4} \int e^{i\epsilon\Delta}G(k-k')\Gamma(k,k')dk, \tag{B6}
\]

where the vertex function \( \Gamma'(1,2;3) \) has been regarded as a function of \( x_1-x_3 \) and \( x_2-x_1 \) in taking the Fourier transform. We note that the \( P(k) \) of Eq. (B6) has to be integrated over spin to give the \( P(k') \) of Eq. (24). Comparing Eqs. (B4), (B5), and (B6) we see that

\[
\langle V \rangle = \frac{i}{2(2\pi)^4} \int P(k')W(k')dk', \tag{B7}
\]

where for \( P(k') \) we have used a slightly modified expression,

\[
P(k') = -\frac{i}{(2\pi)^4} \int e^{i\epsilon\Delta}e^{-i\epsilon\Delta'}
\]

\[
\times G(k)G(k-k')\Gamma(k,k')dk, \quad \Delta > \Delta'. \tag{B8}
\]

We have to choose \( \Delta' \) smaller than \( \Delta \) since the limit \( \Delta' \to 0 \) is taken before \( \Delta \to 0 \) in Eq. (B4). This modification of \( P(k) \) only influences its asymptotic behavior at large \( \epsilon \). It corresponds to redefining the explicit \( G \)'s in \( P \) as \( G_{\epsilon=\epsilon}G(k) = e^{i\epsilon\Delta}G(k) \) or \( G_{\epsilon=\epsilon}G(1,2) = G(1,2+\epsilon) \). We can consider the \( G \)'s appearing in \( \Gamma' \) and \( W \) as so modified without changing Eq. (B7). The expression for \( \langle V \rangle \) can be written

\[
\langle V \rangle = \frac{i}{2(2\pi)^4} \int \frac{v(k)TrP(k)}{1-v(k)TrP(k)}dk. \tag{B9}
\]

Equation (B9) gives a modification of the usual rela-
tion between $\langle V \rangle$ and the inverse dielectric function, the infinite constant being taken care of by the redefinition of the Green function.

The energy shift $\Delta E$ is obtained from $\langle V \rangle$ by the well-known expression

$$\Delta E = \int_0^1 \frac{d\lambda}{\lambda} \langle V \rangle,$$

where all $\lambda$'s in $\langle V \rangle$ are replaced by $\lambda v$. If we neglect the $\lambda v$ dependence of $P$ we have, from Eqs. (B9) and (B10),

$$\Delta E = -\frac{i}{2} \frac{\Omega}{(2\pi)^4} \int \ln(1-v(k)) \text{Tr} P(k) dk.$$  \hfill (B11)

Since the imaginary part of the dielectric function always has the same sign we have no trouble with the branches of the logarithm. The modification of $P$, Eq. (B8), occurs only when $P_0$ is small compared to 1 and thus has no influence in this question. By taking the functional derivative of the $\Phi$ corresponding to Eq. (B11) we can find out what more terms are needed in $\Phi$ to make it satisfy Eq. (B2). The expression for $\Phi$ which gives $M$ up to $(n+1)$st order in $W$ is

$$\Phi^{(n)}(k') = -\frac{1}{2} \left\{ \ln(1-v(k)) \sum_{m=0}^n \frac{\text{Tr} P^{(m)}(k)}{m} \right\} + W(k) \sum_{m=0}^{n-1} \frac{\text{Tr} P^{(m)}(k)}{m+1},$$

where $W$ is defined as $P = \sum_{m=0}^n P^{(m)}$. To verify this we form the functional derivative of Eq. (B12),

$$\frac{\delta \Phi^{(n)}(k'; G)}{\delta G(k)} = \frac{1}{2} \sum_{m=0}^n \frac{1}{m+1} \left[ W(k) \frac{\delta P^{(m)}(k')}{\delta G(k)} - m P^{(m)}(k') \frac{\delta W(k')}{\delta G(k)} \right]$$ \hfill (B13)

The functional derivatives of the $m$W's in $P^{(m)}$ cancel the last term in Eq. (B13), while the functional derivatives of the $2(m+1)$ explicit G's in $P^{(m)}$ give $-M^{(m+1)}$. A look at the details shows that $W \frac{\delta P^{(0)}}{\delta G}$ would not have given $M^{(1)}$ if we had had normal G's instead of modified G's in $P^{(0)}$. We have actually checked Eq. (B12) only for $n = 0$, 1, and 2, but from the structure of the theory we conjecture that Eq. (B12) is valid for arbitrary $n$.

There are a few comments that can be made in connection with the important Eq. (B12). We note that there is a definite coupling between $P^{(n)}$ and $M^{(n+1)}$. We can thus not expand P to say first order and obtain an equation with $M$ also of first order. It is further not possible to sum just the ladder bubbles of Eq. (61). This is clear if we look at $P^{(2)}$, Fig. 2, where there is a mutual cancellation between the $W$ derivatives of the first three diagrams. Each of these gives one third the sum of the first three diagrams in $M^{(3)}$, Fig. 1. The last three diagrams in $P^{(2)}$ on the other hand cancel their $W$ derivatives individually and are in one-to-one correspondence with the last three diagrams of $M^{(3)}$.

So far we only know that the $\Phi$ of Eq. (B12) obeys Eq. (B2). We have also to check that Eq. (B1) is satisfied. It is enough to prove that $\lambda \langle d\Delta E/d\lambda \rangle = \langle V \rangle$ since $\Delta E = 0$ for $\lambda = 0$. Comparing Eqs. (B12), (B9), and (B1) we see that $\lambda (dG/d\lambda) \equiv \lambda v\langle k \rangle$ applied on the explicit $\lambda v$ of the logarithm in Eq. (B11) gives $\langle V \rangle$. The remaining $\lambda v$'s appear in connection with $W$ and $G$. It is easy to see by comparing with Eq. (B13) and the discussion following that equation that these terms vanish.

The generalization of the electron-gas results to a non-uniform system is fairly simple. In the general case we have to take account also of the $V(x)\phi$ term of Eq. (7), which vanishes identically for an electron gas in a uniform background. Glancing at Eqs. (7), (B1), and (B12) we write

$$\Delta E = -\frac{1}{2} \int dx dx' \frac{d^2 e}{2 \pi} \int d\Psi \frac{d^2 e}{2 \pi} \ln(1-P(\psi) + W(\psi) \sum_{n=0}^{n+1} P(\psi) \frac{\delta W(\psi')}{\delta G(\psi')}) \right] + i \int d^2 e \frac{d^2 e}{2 \pi} \text{Tr} \ln(1-P(\psi) + W(\psi) \sum_{n=0}^{n+1} P(\psi) \frac{\delta W(\psi')}{\delta G(\psi')}) \right]$$ \hfill (B14)

The quantities inside the trace are considered as matrices labelled by $(x,x')$, where $x$ includes position and spin. The unperturbed state is taken with full interaction between electrons and nuclei. On account of the cyclical property of a trace we can take derivatives of the matrices as if they were scalars. The proof that Eq. (B14) gives the correct energy shift and the correct equation for $G$ follows similar lines as that for the electron gas.

Equation (B14) is however rather inconvenient since $G_0$ is very different from $G$ as soon as the nuclear charge $Z$ is larger than, say, 2. It is easy to realize that all occupied functions in $G_0$ will then be closely the same as those of an ion with charge $Z$. Thus, e.g., in case of a metal, what must become conduction electrons in $G$ will in $G_0$ look like tightly bound core electrons. To improve the situation we split the Hamiltonian into an unperturbed part

$$\tilde{H}_0 = \int \psi^+(x) \psi(x) dx$$

occupied functions in $G_0$ will then be closely the same as those of an ion with charge $Z$. Thus, e.g., in case of a metal, what must become conduction electrons in $G$ will in $G_0$ look like tightly bound core electrons. To improve the situation we split the Hamiltonian into an unperturbed part

$$\tilde{H}_0 = \int \psi^+(x) \psi(x) dx$$

occupied functions in $G_0$ will then be closely the same as those of an ion with charge $Z$. Thus, e.g., in case of a metal, what must become conduction electrons in $G$ will in $G_0$ look like tightly bound core electrons. To improve the situation we split the Hamiltonian into an unperturbed part

$$\tilde{H}_0 = \int \psi^+(x) \psi(x) dx$$
and a perturbation

\[ H_1 = \lambda \left\{ \frac{1}{2} \int \psi^\dagger(x)\psi^\dagger(x')v(x,x')\psi(x')\psi(x)dxdx' - \int \psi^\dagger(x)V_{e\text{ff}}(x,x')\psi(x')dxdx' + \frac{1}{2} \sum_{n,n'} Z_nZ_{n'}v(R_n,R_m) \right\}. \]  

(B16)

\( V_{e\text{ff}} \) can be chosen quite arbitrary but we may think of a Hartree potential plus Coulomb-hole and screened-exchange potentials. The \( \Delta E(G) \) corresponding to \( H_1 \) of Eq. (16) is given by Eq. (B14) plus two additional terms,

\[ \Delta E(G) = \text{Eq. (B14)} + \int \frac{d \epsilon}{2\pi} e^{i\epsilon} \text{Tr} [V_{e\text{ff}}(\epsilon)] + \frac{1}{2} \sum_{n,n'} Z_nZ_{n'}v(R_n,R_m). \]  

(B17)

The \( G_0 \) of Eq. (B14) now of course corresponds to Eq. (B15). It is easily checked that Eq. (B17) gives the correct energy shift and equation for \( G \).

The unperturbed energy corresponding to Eq. (B15) is simply the sum of the \( N \) smallest eigenvalues of the one-electron operator \( h + V_{e\text{ff}} \). While this generally is not a good approximation of the true energy, it is on the other hand not very far off. The importance of the split into \( h + H_1 \) lies however in the fact that \( G_0 \) has now become quite realistic. Specifically, if we approximate \( G \) by \( G_0 \) in Eq. (B17) we find that the \( V_{e\text{ff}} G \) term cancels against the same term in \( E_0 \) and that the last integral in Eq. (B14) vanishes. The \( GG_0 \) term is the Coulomb energy and the \( \ln(1-P) \) term gives in the lowest approximation the HF exchange energy. If we want, we can gradually improve \( V_{e\text{ff}} \) to make \( G_0 \) more closely like \( G \). This is, however, only possible up to a certain point since \( V_{e\text{ff}} \) is energy-independent.
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Extensive observations at 1.5 K and both 23.8 Gc/sec and 74.2 Gc/sec of cyclotron-resonance phenomena in cadmium are reported. One group of experiments is done with the steady applied field parallel to the sample plane (Azbel'-Kaner geometry). A large number of signals are observed, only some of which are sufficiently reliable to identify with cyclotron masses. All the masses are plotted versus the crystallographic orientation of the steady applied field in three of the principal planes. The reliable, well resolved signals are identified and associated tentatively with orbits. Most of these orbits are consistent with the current model of the Fermi surface of cadmium, but some of them require small modifications of it. These orbits are either on the "pillow" or on the large surface associated with holes in the second band. The masses observed with the magnetic field parallel to the sample plane are all too large to identify plausibly with the smaller pieces of the Fermi surface such as the "butterflies" and "cigars". It is suggested that the resonances associated with the charge carriers of smaller mass are lost in the signals from harmonics of those of larger mass. In another group of experiments, data have been obtained with the steady applied field normal to the sample surface. Here signals are obtained at classical cyclotron-resonance fields equal to those observed in the other geometry although the signals are in the anomalous-skin-effect regime and the much larger effects associated with Doppler-shifted cyclotron resonance are at magnetic fields too high to be observed. A theoretical treatment and a discussion of the physics of these effects is given. In this geometry, a cyclotron mass of approximately 0.22 \( m_0 \) is also observed. The related orbit is only tentatively identified, but it is definitely thought to involve one of the smaller pieces of the Fermi surface.

---

**I. INTRODUCTION**

Extensive observations of cyclotron resonance in cadmium obtained by plotting the variation of surface absorption coefficient as a function of steady applied magnetic field are presented in this paper and interpreted in terms of current theoretical understanding of the Fermi surface. The experimental results given here extend previously reported preliminary studies on this metal. Data were obtained at 1.5 K.
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