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S U M M A RY I N S W E D I S H

Denna avhandling behandlar artificiella neuron nätverk och deras ap-
plikation inom medicin. Den utgår ifrån att det är viktigt att kunna
uppskatta en patients överlevnadschanser för att kunna erbjuda rätt
behandling för olika former av cancer. Generellt kan man säga att ju
värre prognos desto mer omfattande behandling behöver man sätta
in. Vissa patienter kan botas med enbart kirurgi eller strålbehandling
medan andra även kräver tilläggsbehandling så som cytostatika (cell-
gifter). Eftersom behandlingen kan vara påfrestande är det givetvis
ett mål att inte överbehandla patienter. I vissa fall har man endast till-
räckligt med resurser för att erbjuda en viss andel av patienterna den
mer omfattande behandlingen. I båda fallen finns det ett stort behov
av att tillförlitligt kunna uppskatta en patients prognos.

Det finns en uppsjö av olika faktorer som påverkar överlevnad och
eventuell risk. Till exempel ökar många gånger koncentrationen av
PSA (äggviteämne som produceras i prostatans körtelceller) i blodet
vid prostatacancer och höga halter av östrogen och progesteron (två
hormoner) kan ge ökad risk för bröstcancer. Att blodprov skulle upp-
visa förhöjda nivåer av PSA eller östrogen är dock långt ifrån ett en-
tydigt bevis på förekomsten av cancer. Bättre prediktion är möjlig om
man även tar hänsyn till andra faktorer så som ålder eller genetik,
men det blir snabbt ohanterligt att kombinera fler än ett fåtal faktorer,
speciellt om man måste göra det med hänsyn till tusentals patienter.

I överlevnadsanalys försöker man lösa detta hjälp av statistiska mo-
deller som kan kombinera ett teoretiskt sätt obegränsat antal faktorer.
Ett sätt att skapa statistiska modeller är genom att använda sig av ma-
skininlärning, även kallat artificiell intelligens i vissa sammanhang.
Maskininlärning tillåter en dator att på egen hand lära sig att identifi-
era mönster och samband. Det är med hjälp av maskininlärning som
en dator kan tyda dina röstkommandon, posten kan sortera dina vy-
kort och du kan söka efter bilder hos Google. I avhandlingen ligger
fokus på en speciell metod inom maskininlärning kallad artificiella
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neuron nätverk (ANN) och på hur man kan träna dessa nätverk för
applikationer inom överlevnadsanalys. Ett ANN är en förenklad mo-
dell av vår egen hjärna. Denna består av ett komplext nätverk av mil-
jarder nervceller kallade neuroner. I jämförelse består ett ANN oftast
av ett tiotal men ibland upp till flera tusen neuroner. Trots den högst
begränsade kapaciteten jämfört med en mänsklig hjärna är ANN väl-
digt kapabla att lära sig att hitta mönster i data.

En annan maskininlärningsteknik som är inspirerad av naturen är
genetiska algoritmer. En genetisk algoritm är en simulering av na-
turlig evolution där en population av modeller tillåts para sig och
generera nya modeller som är korsningar av sina “föräldrar”. Pre-
cis som i naturen förekommer det också slumpmässiga mutationer
som introducerar förändringar i avkommans “gener”. Genom att lå-
ta strukturen hos ANN representera generna kan datorn automatiskt
utveckla egna modeller.

Konventionella träningsalgoritmer för ANN kräver ofta att den fel-
funktion (ett mått på hur mycket fel modellen gör vid prediktion av
till exempel överlevnad) man försöker minimera kan deriveras, vilket
för prognostiska tillämpningar ofta innebär en begränsning. Kombi-
nationen av genetiska algoritmer och ANN gör det möjligt att bygga
prognostiska modeller på ett mer direkt sätt än vad som annars ha-
de varit möjligt. Detta eftersom en genetisk algoritm kan minimera
vilken felfunktion som helst.

vi
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Till Åsa,
som fick in mig på fysik



Begin with a function of arbitrary complexity. Feed it values, “sense data”.
Then, take your result, square it, and feed it back into your original

function, adding a new set of sense data. Continue to feed your results
back into the original function ad infinitum. What do you have? The

fundamental principle of human conscioussness.

Academician Prokhor Zakharov, “The Feedback Principle”.



1
I N T R O D U C T I O N

The idea of an intelligent machine is far from new — it is an-
cient. Hephæstus, blacksmith to the gods, is for example said to
have created various robotic servants for his workshop on Mount
Olympus. Today, artificial intelligence and machine learning are ev-
erywhere: computers automatically identify people in photos, inter-
pret our speech, recommend movies and books to us, and play chess.
This thesis deals with the application of machine learning in medicine,
specifically clinical decision support [1]. On hearing the terms machine
learning and clinical decision support, one might imagine a patient walk-
ing into a doctor’s office, inputting their symptoms and vital values
on a terminal, dispensing a drop of their blood, allowing a computer
to announce the most likely illness and suitable course of treatment
— but this is not the point at all. The goal is to assist clinicians in
determining the prognoses of patients, and to, in the long run, offer
treatment specifically suited for each individual.

Clinical decision support could mean several things but the one
aspect which is the focus of all the articles in this thesis is risk predic-
tion. In many clinical applications, the choice of treatment depends
on the prognosis [2]. In cancer, the treatments themselves can often
be more physically straining than the actual disease symptoms, and
it is naturally the case that doctors try to avoid subjecting patients to
them if possible. The great uncertainty in prognosis however means
that many are treated unnecessarily [3]. Developing better clinical de-
cision support systems could decrease the uncertainty in prognoses,
allowing treatment to be focused on the patients with the worst ex-
pected survival chances.

1



2 introduction

While there are many methods used in the machine learning field,
this thesis focuses on one in particular which is inspired by the hu-
man brain: artificial neural networks. In Section 1.1 I explain how
they work, followed by a discussion on how they are capable of learn-
ing on their own in Sections 1.2 and 1.3. Finally, in Section 1.4, I
conclude by discussing some issues specific to survival data.

1.1 artificial neural networks

Artificial neural networks [4], also commonly referred to simply as
neural networks, is an approach which is based on a very simple
and abstract version of how the original biological neural networks
in our brains function. Because it is inspired by the brain, we “know”
a priori that artificial neural networks ought to be incredibly useful
for machine learning and this is why it has enjoyed much publicity
and speculation over the years. Even in popular culture one can find
many references to neural networks: Lieutenant Commander Data
from Star-Trek: The Next Generation frequently mentions that his an-
droid brain is based on a neural net, and Skynet from The Termina-
tor is described as a neural network which becomes self-aware (and
promptly decides to exterminate humanity).

A neural network is made up by a collection of neurons. Each
neuron has a number of input and output connections to other neu-
rons called synapses. Biological neurons are able to send signals to
other neurons by “firing” electrical impulses via these connections.
Multiple impulses from different neurons might amplify or dampen
each other, depending on the synapses. With enough incoming sig-
nal strength, a neuron will “fire” and propagate the signal to other
neurons. There are a lot more details to biological neurons such as
ion-channels, sodium-levels, their relations to other nerve cells etc,
but these facts are irrelevant when describing an artificial neuron. All
that essentially matters is the propagation of the electrical signal. A
simple abstract representation of a biological neuron called a percep-
tron [5] can be seen in figure 1.1.

In this figure, the electrical signals have been replaced by simple
numbers. Bigger numbers represent stronger signals and just as an
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Input

X2

X1

Y Output

Bias

ω2

ω1

ω0

Figure 1.1: A linear perceptron with inputs, and a bias which always out-
puts 1. Connection strengths are determined by weights ω. The
output of the perceptron is Y = ωo + ω1 · X1 + ω2 · X2.

electrical current has a polarity, the number can be either positive or
negative. Input signals are sent from the nodes marked X along the
connections (arrows) to the perceptron. The connections have differ-
ent strengths ω called weights which modulate the signals; making
them stronger/weaker and maybe changing their signs (polarity). At
last, the signals reach the perceptron, which does its own modulation
of the combined signal together with an already present current of
strength ω0 called the bias, and then re-transmits the final output sig-
nal. Mathematically, the process I have just described is quite straight-
forward:

Y(�X) = ω0 +
2

∑
i=1

ωi · Xi (1.1)

All incoming signals, or input values, are multiplied with correspond-
ing weights and then summed together with the bias weight. Even
with this abysmally primitive model of a one-neuron brain,1 we can
solve some simple problems such as building logic gates.

As you may or may not know, a computer at its very core is com-
prised of a complex network of logic gates. These gates individually
solve very simple problems but as a whole are capable of doing a
great deal of computation. Each gate takes a number of inputs which
are either 1 or 0. If we fix the number of inputs to two, figure 1.1 fits
perfectly as a model of such a gate. For each unique input pattern,
there is a corresponding target T, which also is either 1 or 0. Our per-

1 A human brain has 100 billion (1011) neurons, each connected to 7000 other neu-
rons [6], give or take.
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X1 X2 T Y

0 0 0 −10

0 1 0 −4

1 0 0 −4

1 1 1 2

Table 1.1: AND-gate targets in T, replicated by a perceptron in Y with weights
�ω = {−10, 6, 6}. Y ≥ 0.5 is considered equivalent to T = 1, and
Y < 0.5 equivalent to T = 0.

ceptron’s output can take any value, so let us say that a value Y ≥ 0.5
is considered equivalent to 1, and any value Y < 0.5 is equivalent to
0. As a first example, let us take the AND-gate which only outputs 1
if both of its inputs are 1, otherwise it outputs 0. One set of weights,
making the perceptron replicate this gate, is: ω0 = −10, ω1 = ω2 = 6.
All possible inputs, target values, and corresponding perceptron out-
puts can be seen in table 1.1. Constructing a weight vector for the
OR-gate, which outputs 0 if all inputs are 0, or 1 if either input is 1, is
left as an exercise for the reader.

One logic gate which a single perceptron cannot solve [7] is the
exclusive-or (XOR). XOR outputs 1 if only a single input is 1, otherwise
it outputs 0. To understand why a perceptron cannot solve the XOR-
problem, we can express XOR with boolean algebra:

X1 ⊕ X2 = (X1 ∨ X2) ∧ ¬(X1 ∧ X2) (1.2)

Which reads “X1 exclusive-or X2 equals (X1 or X2) and not (X1 and
X2)”. In other words, the XOR-gate is made up by one OR-gate, two
AND-gates, and one NOT-gate (a NOT-gate merely turns 1 into 0, and 0
into 1).

To solve it we would need to connect several perceptrons (each
implementing a specific gate) and construct a multi-layer perceptron
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(neural network). But multiple perceptrons can always be reduced to
just a single perceptron:

Y = ∑
j

ω̃j ∑
i

ω̂j,i · Xi = ∑
i

Xi

�
∑

j
ω̃j · ω̂j,i

�
= ∑

i
Xi · ωi (1.3)

So even though we have used the perceptron to create some logic
gates, we are unable to combine them to construct a functional com-
puter.2

To be able to construct a multi-layer perceptron, we’ll have to tweak
eq. 1.1 slightly by introducing an activation function (denoted by ϕ):

Y(�X) = ϕ

�
ω0 +

2

∑
i=1

ωi · Xi

�
(1.4)

So far, the perceptrons have used a linear activation function, e.g.
ϕ(x) = x. One non-linear activation function we can use instead is
the sigmoid function (also called the logistic function), an illustration
of which can be seen in figure 1.2:

ϕ(x) =
1

1 + exp (−x)
(1.5)

The sigmoid is merely a monotonic mapping from (−∞, ∞) to (0, 1)
(meaning that if xi < xj then ϕ(xi) < ϕ(xj)), so the weights which
made the perceptron function as an AND-gate still work.

Figure 1.3 shows a neural network implementing an XOR-gate as
described by eq. 1.2 using sigmoid activation functions, and the cor-
responding truth table is presented in table 1.2. This solution cannot
be reduced to a simple perceptron, courtesy of the sigmoid function.
A neural network such as this is also called a feed-forward neural net-
work because the neurons only connect from the inputs, towards the
outputs; there are no connections going back.

2 You can actually construct any gate, and hence a computer, using only NAND-gates
(NOT-AND) [8], which outputs 0 if both inputs are 1, and 1 otherwise.
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x

ϕ(x)

0

0.5

1

−3 −2 −1 0 1 2 3

Figure 1.2: Illustration of the non-linear sigmoid activation function ϕ(x) =
1

1+exp(−x) .

X1 X2 T Y

0 0 0 0.08

0 1 1 0.87

1 0 1 0.87

1 1 0 0.04

Table 1.2: Truth table for the XOR-solution in figure 1.3. Y < 0.5 is considered
equivalent to T = 0, and Y ≥ 0.5 equivalent to T = 1.

The neurons are organized in layers.3 The first layer (to the left) is
the input layer, and is made up by the data. The last layer (to the
right) is the output layer. Any layers — and the neurons they con-
tain — located between the input and the output are called hidden.
The network in figure 1.3 has a single hidden layer with two hidden
neurons, which are connected to the inputs and the bias. The single
output neuron is then in turn connected to the hidden neurons and
the bias (and sometimes also to the inputs). There can be many hid-
den layers, but this is theoretically not any better than a single hidden
layer [9, 10].

The non-linearity of the sigmoid activation function mean we can
now make an arbitrarily complex neural network. In theory, we could

3 Some authors make the restriction that layers can only be connected to immediately
adjacent layers.
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Input

X2

X1

ϕ

ϕ

ϕ Output

Bias

Bias

Bias

10

10

−1

−6

−6

10

6

6

−10

Figure 1.3: A neural network with a hidden layer containing two hidden
neurons. ϕ is the sigmoid activation function, and the weights
solve XOR exactly as the boolean expression in eq. 1.2. See also
table 1.2.

even build a computer by combining many networks, each imple-
menting a specific logic gate.

1.2 training a neural network

Having a complex neural network is no good unless we can find
appropriate weights for the connections. In the previous section, I
demonstrated a few manually constructed solutions to some fairly
simple problems. Manually constructing a solution to a more diffi-
cult problem would however be nigh on impossible. Take for exam-
ple something which comes natural to most of us: recognizing a face
in a picture. Facial recognition is something that humans excel at but
I challenge you to explain how you do it. Now you might think to
yourself something along the lines of “a face has eyes, a nose, and a
mouth”, to which I would ask how do you recognize an eye, or a nose for
that matter? How do you go from a picture, a collection of pixels, to
saying “that picture contains a face”? It is a question that most of us
are fundamentally unable to answer.

So how is it that we are able to recognize so many things around
us? No one ever tells children what a face is; they learn it on their
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own. But, at some point someone does say to them “that is a chair”.
They do not explain how to visually identify an object as a chair, they
merely point to one. A child might point to a table and say “chair”
but then he would be corrected “no, that is a table”. Each “yes” or
“no” will alter the synapses in the child’s brain — altering the weights
of the neural network. This is an example of supervised learning and
we can use the same technique to teach an artificial neural network
to recognize things. Of course, one question is still how to alter the
weights of the network.

First, I have to introduce the concept of an error function. If you
look at table 1.2, T lists the correct answers, 1 (yes) or 0 (no), and Y
is the output from the neural network. Obviously, a perfect network
would output 0 and 1 instead of 0.08 and 0.87. So an output Y closer
to the target T would have less error. Let us define a total error E as
the sum of all (one for each row in the table) such differences:

E =
4

∑
i=1

(Ti − Yi)
2 (1.6)

I also took the liberty of squaring each difference. Squaring the values
mean that the minimum value is zero, which only a perfect solution
can achieve. It also means that it does not matter if a network is
outputting a Y too high, or too low; sign does not matter. Eq. 1.6 is
commonly known as the sum of squares error function. It works well
when we have access to exact target values because this means that
we know a priori what the output of a perfect network would be and
thus how far away our current network is from that solution.

Now, the clever bit enters the stage. We can calculate how we
should change a weight to make the solution better by simply dif-
ferentiating the error function with respect to a weight:

Δωi = −η
δE
δωi

(1.7)

This is called gradient descent [11], and η is just a small constant called
the learning rate. You can of course be increasingly clever, but all
gradient techniques are based on the principle that you move in the
decreasing direction of the derivative for as long as you can, and then



training a neural network 9

0 10 20 30 40 50 60 70 80

Epoch

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

E
rr
or

Figure 1.4: Using gradient descent to find a solution to the XOR-problem
starting from a completely random set of weights. Less than 80
weight adjustments (called epochs) were required to reduce the
error to basically zero. The final weights can be seen in fig. 1.5.

you have arrived at your solution. An example of gradient descent
is shown in figure 1.4 where less than 80 weight adjustments were
required to move an initially completely random network to a set of
weights which solve XOR. The weights can be seen in figure 1.5.

Gradient descent works very well if you have proper targets to train
on, but real data does not have simple ones and zeros as in the XOR-
problem, instead it is noisy and contains random fluctuations. If you
consider an actual XOR-gate, as in a piece of hardware made up by
transistors, its output is a voltage. If you were to measure this out-
put, you would note that it is not a constant 1V. Most measurements
would be close to 1V but some measurements would deviate4 to 0.9V,
or even be 1.2V. What we would expect is a random normal distribu-
tion of values centered around the true value (1V). If we had enough
measurements, we could simply average them all and the noise would
be canceled out.

But with limited data, a neural network would eventually learn
the noise specific to the training data, something that is called over-
training. Greater flexibility in a model, e.g. more hidden neurons,

4 Voltage differences are exaggerated for this example.
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Figure 1.5: Weights found by doing gradient descent on XOR.

increases the possibility of over-training. However, it is possible to
turn it to our advantage by combining many different models into an
ensemble [12]. By averaging the model predictions, the ensemble will
perform better than the average model. This effect is also commonly
referred to as the wisdom of the crowds in other contexts [13]. The
ensemble effect is visible in figure 1.6, where each individual neu-
ral network gets to train on the XOR-data in table 1.2 with gaussian
random noise added to the targets; resulting in target vectors such
as {−1.47,−0.89,−0.03, 1.9}. They are then tested on the true data
where there is no noise ({0, 1, 1, 0}) to see if they learned the noise
or the XOR-logic. To prove my point, any networks that do manage to
learn the XOR-logic are discarded and only the rest are combined into
an ensemble. No individual network is capable of correctly solving
the problem but as you can see in the figure, as the ensemble grows
the success rate increases. To make sure each member gets to train on
different noise in a real setting, you could add random noise to the
data as I have done here but usually you would randomly pick pieces
of the data to train on for each member, so-called bagging [14].

Gradient methods are fast and efficient but some problems cannot
be defined with differentiable error functions.
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Figure 1.7: A neural network’s weights can be written as a vector which can
be used as the genome in a genetic algorithm.

1.3 training with genetic algorithms

Luckily, it is still possible to train a network even without gradient
information. One way of doing this is using a genetic algorithm [15],
sometimes also referred to as an evolutionary algorithm. Much like
neural networks are abstract simple versions of human brains, a ge-
netic algorithm encodes the gist of natural selection [16], where the
strongest and most adapted individuals are more likely to repro-
duce and pass on their genes. The genes of a neural network are
its weights [17] and they can be encoded into a genome by writing
them as a vector in a predetermined order, as illustrated by figure 1.7.

Instead of training a single network as during gradient descent, a
genetic algorithm generates a population of networks and each net-
work’s fitness is assessed using an error function, called a fitness func-
tion in this context. The networks having the highest fitness (lowest
error) are more likely to be selected for breeding. Breeding two net-
works means producing offspring: a third (or more) network which
is a mix between the two parent networks. Just as a child inherits half
of its chromosomes from each parent [18], a neural network will in-
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herit some weights from each parent network. Mixing two genomes
is referred to as crossover. Even though the population may start out
with completely random weights, networks with better fitness will
evolve over time. The size of the population is usually kept constant,
so to make room for the new generation every new-born network
means the death of the least fit network in the population. A gen-
eration is said to have elapsed when a population has given birth to
as many children as there are networks in the population. Over suc-
cessive generations, it is highly probable that a dominant “bloodline”
will emerge and take over the entire population. This will lead to in-
breeding, which is why crossover alone is not enough for the genetic
algorithm to be successful. Crossover is furthermore not enough if
all individuals in the population lacks a certain gene, vital for the
solution. As an example, take a population of humans who all have
brown eyes. If no one in the population carries the gene for green
eyes, then it does not matter how long you wait; no children with
green eyes will ever be born. That is, unless a child is born with a
mutation.

In nature, many mutations are either harmless or have a negative
impact on the individual. Some however give rise to useful adapta-
tions to the environment. Mutation is the reason some adult humans
are able to digest milk [19], but it is also the cause of certain genetic
disorders such as color blindness [20] and accelerated aging (Proge-
ria) [21]. In the genetic algorithm, mutation promotes population
diversity. Crossover will otherwise reduce the genetic diversity over
time as in-breeding becomes more common. Also, as in the example
with eye color, mutation is necessary in order to introduce otherwise
missing genes. A simple way of introducing mutation into neural net-
works is to randomly change some weights in children after crossover.
For example, for each new-born network, select one weight at ran-
dom, and add a random number which is picked from the normal
distribution:

ω� = ω + R (1.8)

Most random numbers will be very close to zero, and so most mu-
tations will only barely effect the networks. But, some can be just
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Crossover Mutation

Figure 1.8: Generation of offspring in the genetic algorithm. First, two par-
ents are selected at random (but individuals with better fitness
are more likely to be selected). The genes of the two parents are
colored differently in-order to trace their origin throughout the
process. Second, crossover is performed on the parents. Here a
pivot point is selected between the second and third genes. Each
offspring gets one side of the pivot point from each parent. Third,
the offspring are subjected to random mutations before being in-
serted into the population.

enough of a nudge “in the right direction”, increasing the fitness of
the offspring. Figure 1.8 illustrates the how two parents can give rise
to two offspring. Here, a pivot point is randomly selected between
the second and third genes. After crossover, one offspring has the
first two genes of its mother and the last three genes from its father,
while the second offspring sports the opposite set. Then, some ran-
dom mutations are introduced: the first offspring gets its third gene
mutated, and the second offspring gets its fifth gene mutated. The
final result is two offspring which are similar, but not quite identical
to their parents. Note that even if the two parents were genetically
identical, mutation would ensure that the offspring were not.

A genetic algorithm is a flexible optimization method with few con-
straints. This freedom means that you could in theory use a genetic
algorithm to figure out the best solution to many problems which are
difficult to express mathematically. Two such examples are designing
electronic circuits [22] and designing race cars [23]. A third example
is ranking cancer patients according to survival chance [2].

1.4 survival data

Previous sections have demonstrated how neural networks can be
constructed and trained to solve problems. Specifically, I showed a
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few designs and corresponding sets of weights that would answer
questions such as “are both inputs active?” (AND), and “Is only one
input active?” (XOR). The exact same approach can be used to answer
a more clinical question like “is this patient, given these test results,
at risk of dying from cancer?”.

For the data sets used in this thesis, the endpoint of interest is
typically death or cancer recurrence. If this were all, then training a
neural network would be easy and not much different from training
on the XOR-problem. What complicates matters is that a patient can
exit the study for reasons other than the endpoint of interest. This
patient is then said to be censored. To give a grim example, consider
a patient which is part of the study for one year and then gets run
over by a bus. The patient has now exited the study for reasons other
than cancer-related death. The complication arises because now we
have partial information and it is not obvious how to take that into
account because there is no target variable to train on in this case.
We know the patient was alive one year into the study, but have no
idea on what would have happened next. A more cheerful example
of censoring is when people simply survive the study, referred to as
tail-censored as they make up the end of the survival time distribution.
For many kinds of cancer, a substantial fraction of the patients will
not die or have recurrence during the medical study’s limited time
frame. Ironically, improved treatment methods during the last fifty
years have meant that more people are censored from studies, making
future data analysis more difficult and studies more expensive.

When approached from a statistical perspective, censoring is con-
sidered to be uninformative [24], e.g. random and uncorrelated from
the true survival time. A naive approach to dealing with this might
be to simply discard all censored times and train your neural net-
works directly on the remaining non-censored times, but this would
introduce a bias in the model. It is most apparent when you con-
sider discarding a chunk of tail-censored patients from the data set.
You would be removing the healthiest individuals from the data set:
those that survived, and thus train only on the ones with the worst
prognoses. If the goal is to identify the ones with the best prognoses
to avoid over-treating them, this is clearly not a bright idea. A sub-
stantial part of the available data can also be censored. Figure 1.9
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Figure 1.9: Kaplan-Meier plot of disease free survival in breast cancer [2].
The solid lines includes all patients in the data set (2695), while
the dashed line only includes the non-censored individuals (732).
All patients start at year 0 after the tumor(s) was removed sur-
gically. Over time, patients are removed from the data due to
cancer recurrence or are censored.

illustrates how the survival in a data set looks if the censored individ-
uals are ignored. For the data sets used in this thesis, typically 50%
or more patients are censored. One data set [25] even has more than
87% censoring. Discarding them would make smaller data sets all but
disappear.

A further complication arises when you consider what kind of error
function to use. The partial nature of censored survival times make
something like the sum of squares unusable. This goes for all statis-
tical models and not just ANN. One performance measure which is
often used in medical statistics is Harrell’s concordance index [26] (c-
index). The c-index is a measure of how well a model is able to sort,
or rank, the patients. It is a number which is calculated by comparing
all predictions and survival times pair-wise:

C =

∑
i,j∈V

c(i, j)

|V| (1.9)
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Figure 1.10: In dashed, the censoring range which would invalidate the pair
from inclusion in calculation of the concordance index. Solid
line indicates where censoring still makes it a valid pair. If none
are censored, then any pair of times are valid.

You count the number of valid pairs (i, j in V) of predictions that are
in concordance (c(i, j)) with the corresponding event times, and then
divide by the number of valid pairs (|V|). Concordance means that
if event times Ti < Tj, then the corresponding predictions τi < τj. A
pair is valid if either none of Ti and Tj are censored, or if one of them
is censored after the event time. This is also illustrated in figure 1.10.

The c-index is a number between 0 and 1 where 1 means the model’s
predictions results in a perfect sorting of the patients according to sur-
vival time. 0 means a perfect reversed sorting, so multiplying predic-
tions by -1 results in perfect ranking. 0.5 is the expected result for a
completely random ordering. It is not a differentiable function, which
rules out using it as an error function in gradient descent but it can
be used as the fitness function in a genetic algorithm. That means a
neural network can be trained to rank patients according to survival
time. The output of such a model is referred to as a prognostic index
(or sometimes prognostic score). An accurate prognostic index could
be used in a clinical setting to differentiate treatment, or to stratify
groups according to risk in a phase-2 trial [27].

Hopefully, you should by now have some idea of how neural net-
works can be trained into prognostic models. The next chapter pro-
vides an overview of the articles, summarizing the goals and method-
ologies, and outlining the results.
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2
O V E RV I E W O F T H E A RT I C L E S

In Articles I–III neural networks are trained to maximize the c-index
using a genetic algorithm. Article V also features a genetic algorithm,
but it optimizes the area under the survival curve instead in order to
predict risk groups. A gradient method is used in Article IV to train
on survival times which are estimated using a maximum likelihood
approach.

2.1 training artificial neural networks directly on the
concordance index for censored data using genetic
algorithms

Censored data often means that prognostic models are evaluated us-
ing the concordance index (c-index) [1]. Using machine learning
methods to generate prognostic models is then often challenging be-
cause the c-index is not differentiable, and machine learning usually
uses some kind of gradient method [2] to train the models. A com-
mon workaround is to construct a function which is similar to the
c-index, but also differentiable [3], which allows common gradient
methods to be applied. In this article, we generate a prognostic model
using neural networks by modifying the training method instead. By
using a genetic algorithm [4, 5], we are able to use the c-index itself
as the error function during training.

Each neural network outputs an arbitrary number which can be
used to sort the patients according to survival. Because each network
will have its own arbitrary scale, making an ensemble of many such
networks is not possible by the usual method of averaging results. We

21
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introduce the concept of a normalized relative rank to allow an ensem-
ble [6] to be created. By comparing each network prediction to its
own outputs on the training data, a rank relative to the training data
can be calculated. By dividing by the size of the training data, a nor-
malized rank between 0 and 1.0 is achieved which can be averaged in
the ensemble result.

Our neural network model is compared to the well-known Cox
proportional hazards model [7] on two data sets: one artificial, and
one clinical. The artificial data set is constructed so as to be unsolv-
able by the Cox model in-order to demonstrate the neural network’s
advantage to detect non-linear correlations in the data and that our
training method actually works in practice. The clinical data set is an
amalgamation of 5 different medical studies [8–12]; all dealing with
recurrence of breast cancer.

The results indicate that a linear model works best for the clinical
data set. In terms of c-index, the two models are nearly identical and
the difference is not statistically significant. This means that neural
networks, in combination with the genetic training approach, are at
least as good as the Cox model on linear data. But the ability to also
exploit non-linear correlations, if they are there, makes the neural
network approach ultimately more flexible.

My contributions

I did much of the theoretical work, performed all computational work,
generated figures 3–8, and co-authored the manuscript.

2.2 analysis of regional bone scan index measurements
for the survival of patients with prostate cancer

In prostate cancer, as in many other forms of cancer, an advanced
state of the disease will have tumors spreading to the skeleton of the
patient. These bone metastases have a severely negative impact on the
survival [13, 14]. A common method for monitoring bone metastases
is a bone scan. By scanning the skeleton, the tumor burden can be
measured and calculated as a percentage of total skeletal mass, a so-
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called bone scan index (BSI) [15]. Previous studies have shown that
the BSI is correlated with survival in prostate cancer [16–18] but the
question if tumor location plays a role is less known [19, 20]. This
work tries to answer the question if it makes a difference where the
tumors are located from the point of view of survival.

An automated method [21] for analyzing bone scan images was
used to compute BSI values in twelve skeleton regions for 1013 pa-
tients diagnosed with prostate cancer. These input values were used
to generate prognostic models with both the Cox model and the neu-
ral network approach we introduced in Article I. Both models per-
formed similarly on the test set, as compared by the c-index, ruling
out significant non-linear effects among the skeletal regions.

To ascertain whether any region is more strongly associated with
survival than any other, a combination of forward and backward-
elimination was used. While information about locality did not in-
crease the c-index performance of models compared to models using
only the total BSI value, we were able to conclude that information
about three specific regions gives comparable information to that of
all twelve regions or equivalently the total BSI.

My contributions

I was part of the theoretical work, performed all computational work,
generated all figures, and co-authored the manuscript.

2.3 ensembles of genetically trained artificial neural
networks for survival analysis

When developing the genetic training approach in Article I, enabling
the c-index to be used directly as the error function when training
neural networks, our approach was compared to the linear Cox model.
In this paper, we extend the comparison to include another machine
learning approach called support vector machines (SVM) on two other
clinical data sets. The SVM approach, developed by Van Belle et
al. [22, 23], uses a modified version of the c-index as its error func-
tion.
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For this new comparison, the training methodology has also been
refined. Optimal training parameters in the genetic algorithm, and
the best number of hidden neurons in the networks, are found for
each data set separately. In addition, the minimally optimal ensemble
size is found to be 30 neural networks for both data sets.

Because we did not have access to the source code of Van Belle et al.,
we had to compare our results to what they reported in their paper.
Slightly differing methodologies and different test set randomization
makes the test results slightly numerically different. As a numerical
guide, the Cox models can be compared directly between their and
our results. When taking that difference into account, all three models
(ANN, SVM, Cox) seem to perform very similar on the two data sets.

My contributions

I shared equally in the theoretical work, performed all computational
work and co-authored the manuscript.

2.4 a regression model for survival data using neural
networks

A prognostic index, as calculated in Articles I–III, can be used to sort
patients into risk groups. A genetic algorithm allowed us to use the
c-index, a ranking measure, as our error function during training. In
this article a different approach is taken. Instead of changing the
training algorithm, we construct a new error function which models
the future survival of censored patients.

An estimation of the survival time can still be used to sort patients
into risk groups but offers additional information compared to a prog-
nostic index. While perhaps not useful directly in terms of treatment
choice, it could assist a clinician in the communication with the pa-
tient. Furthermore, such point estimations can make it easier to ascer-
tain which input variables are the most important contributors to the
predicted survival [24]

This new error function is differentiable, which allows gradient
methods to be used during training. The error function is a modi-
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fication of the mean square error (MSE). The error to the true sur-
vival time of censored events is modeled using a maximum likelihood
framework, thus the name mean square likely error (MSLE). The nature
of the error function means that the neural networks will output a
prediction of the actual survival time of the patients. A one-time
pre-calculation of many factors is possible making the error function
efficient (O(N)) during actual training. The aim is to utilize infor-
mation present in the data set about the future of censored events;
information which is ignored by the c-index.

The new MSLE function is compared to a simpler and more naive
approach which we call mean square censored error (MSCE), originally
presented by Van Belle et al. [25]. In the MSCE, predictions for cen-
sored events can only have an error if the prediction is an under-
estimate of the censoring time, as no data exists beyond the censoring
point.

The two error functions are compared on five distinct data sets [26–
30] with differing characteristics in terms of number of patients, cen-
soring, and number of input variables. MSLE had significantly better
performance in terms of c-index on two data sets. In addition to com-
paring the c-index, we also compared the actual predictions using
the mean square error. To be able to validate the predictions on cen-
sored events, we used only the non-censored events and randomly
censored the data ourselves. This allowed the models to train on cen-
sored data, while still enabling predictions to be validated against the
true survival times. In this case, MSLE gave rise to better predictions.
We conclude that MSLE has advantages on large data sets with a high
degree of censoring.

My contributions

I was part of the theoretical work, performed all computational work,
generated all figures, and co-authored the manuscript.
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2.5 identifying risk groups by optimizing on the area
under the survival curve

A prognostic index, or survival predictions, are often used to sort pa-
tients into risk groups. Risk grouping can be used to guide treatment
choices, or to stratify clinical studies [31]. Most prognostic models,
whether they are based on neural networks [3, 29], SVMs [22, 23], or
Cox models [7], generate risk groupings almost as an after-thought.
They are primarily concerned with optimizing something other than
the optimal grouping. In many instances though, risk grouping is the
primary use-case for prognostic models. In this article, we investi-
gate the potential benefits of training neural networks specifically on
generating the best possible risk grouping. We focus on generating
groups corresponding to low, intermediate, and high risk.

Intuitively, it should be easier to find a good grouping such as that
compared to ranking all patients individually according to risk. A
ranking model might get trapped in local optima where any change
would be worse than the current patient sort order. A grouping model
however is not constrained by what the individual sort order might be
and might thus be free to explore more aspects of the parameter space.
The hypothesis is that this might allow more non-linear correlations
to be exploited by the neural networks.

It is difficult to define what the best possible risk grouping is. It
is clear that for the outer low and high-risk groups, the bigger the
better: a low-risk group of 100 patients is clearly more trustworthy
than a “group” of 1. For two groups of the same size, which is bet-
ter depends on the survival of the patients. A good low-risk group
would be expected to have a high median survival time, and a high
end survival rate. Oppositely, a good high-risk group should have as
low median survival time and end survival rate as possible. These
properties are both captured in the survival curves (Kaplan-Meier
estimator [32]). By once again using a genetic algorithm, and train
neural networks on either maximizing, or minimizing, the area under
the survival curve it is possible to implicitly optimize the risk-grouping
directly. As a final step, we create ensembles which outputs a predic-
tion: “low”, “intermediate”, or “high” risk.
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This optimization procedure is compared with Cox proportional
hazards [7] — which generates a prognostic index, and a decision
tree method known as recursive partitioning (Rpart) [31] — which also
generates a risk-grouping directly, on five clinical data sets with vary-
ing properties. Our interpretation of the results is that the method
works and stands up well against Cox and Rpart, and that it manages
to combine strengths from both models.

My contributions

I did much of the theoretical work, performed all computational work,
generated all figures, and co-authored the manuscript.
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sum of squares, 8

evolutionary algorithm, see ge-
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