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Abstract  
We have performed a systematic computational study of the relative energies of possible 

protonation states of the FeMo cluster in nitrogenase in the E0–E4 states, i.e. the resting state and 
states with 1–4 electrons and protons added but before N2 binds. We use the combined quantum 
mechanics and molecular mechanics (QM/MM) approach, including the complete solvated 
heterotetrameric enzyme in the calculations. The QM system consisted of 112 atoms, i.e. the full 
FeMo cluster, as well all groups forming hydrogen bonds to it within 3.5 Å. It was treated with 
either the TPSS-D3 or B3LYP-D3 methods with the def2-SV(P) or def2-TZVPD basis sets. For 
each redox state, we calculated relative energies of at least 50 different possible positions for the 
proton, added to the most stable protonation state of the level with one electron less. We show 
quite conclusively that the resting E0 state is not protonated using quantum refinement and by 
comparing geometries to the crystal structure. The E1 state is protonated on S2B, in agreement 
with most previous computational studies. However, for the E2–E4 states, the two QM methods 
give diverging results, with relative energies that differ by over 300 kJ/mol for the most stable E4 
states. TPSS favours hydride ions binding to the Fe ions. The first bridges Fe2 and Fe6, whereas 
the next two bind terminally to either Fe4, Fe5 or Fe6 with nearly equal energies. On the other 
hand, B3LYP disfavours hydride ions and instead suggests that 1–3 protons bind to the central 
carbide ion.  

Key Words:  Nitrogenase, QM/MM, protonation, E4 state, broken-symmetry DFT, quantum 
refinement.  



 3 

Introduction 
The N–N triple bond in N2 is one of the strongest bonds in nature. For this reason, nitrogen is 

often a limiting element in plants, although the atmosphere is dominated by N2.1 Nitrogenase (EC 
1.18/19.6.1) is the only enzyme that can cleave this bond, by performing the reaction 
 
 N2 + 8 e– + 8 H+ + 16 ATP ® 2 NH3 + H2 + 16 ADP + 16 Pi (1) 
 
It is notable that H2 seems to be a compulsory by-product of the reaction, although it is not 
stoichiometrically needed and it adds an extra cost of four ATP and two electrons. Owing to the 
importance of nitrogenase for biological systems, the enzyme has been extensively studied.1–3 

Crystal structures show that nitrogenase consists of two proteins, the Fe protein, which 
delivers electrons, and the MoFe protein, which binds the substrate and performs the chemical 
reactions.4–8 The latter protein contains two unusual and complicated iron–sulfur cofactors. The P 
cluster is a Fe8S7 complex with an electron-transfer function. The active site is the FeMo cluster, 
which is a MoFe7S9C(homocitrate) complex that is connected to the protein by a histidine and a 
cysteine residue.6,9 There also exist alternative nitrogenases in which the Mo ion is replaced by V 
or Fe.10 It is currently believed that the binding of the ATP-loaded Fe protein to the MoFe protein 
triggers a conformational change that leads to a slow transfer of an electron from the P cluster to 
the FeMo cluster. The P cluster is then rapidly re-reduced by the Fe protein. Finally, ATP is 
hydrolysed and the Fe protein dissociates again in a rate-limiting step.1–3,11 

The reaction mechanism of nitrogenase is traditionally discussed in terms of the Lowe–
Thorneley scheme, in which nine enzymic states are recognized, differing in the number of added 
electrons and protons, called E0 to E8.12 Recent EPR and freeze-trapping experiments have 
significantly advanced our knowledge about the reaction mechanism.1–3,9,13 According to these, 
four electrons and protons have to be added to FeMo cluster before N2 can bind. In particular, it 
has been suggested that the binding of N2 and probably the first two protonations of N2 are 
facilitated by the formation and dissociation of H2 from the FeMo cluster.14,15 This provides an 
attractive explanation why H2 is a obligate by-product in the reaction mechanism of the 
nitrogenases. However, the atomistic details of the mechanism are still not clear. 

Nitrogenase has also been extensively studied by computational methods.1,13,24–28,16–23 Earlier 
studies were hampered by the fact that the central carbide ion in the FeMo cluster was not 
identified until 20145–9 and that the redox state of the cluster was not settled until 2017.29–31 
Moreover, earlier studies did not involve the loading of the active site by four electrons and 
protons before the actual reaction could take place. However, even among the latest quantum 
mechanical (QM) studies, there are no agreement among the reaction mechanism. For example, 
Dance has suggested that N2 binds side-on to one Fe ion and is protonated alternatively on the 
two N atoms,32 whereas Nørskov and coworkers have proposed a mechanism in which N2 binds 
with one N atom bridging two Fe ions, after the dissociation of one of the sulfide ions, and the 
non-coordinating N atom is fully protonated and dissociates before the other N atom is 
protonated.25 On the other hand, Siegbahn has suggested that N2 binds side-on, bridging between 
two Fe ions, after a triple protonation of the central carbide ion, which thereby moves to the 
periphery of the cluster and after the reduction of the cluster by six26 or eight electrons.33  
Moreover, McKee has suggested that N2 instead binds end-on to the central C atom and is 
protonated first on the distal N atom,27 whereas Rao et al. has proposed that the central C is 
singly protonated and covalently interacts with N2, which is protonated in a sequential manner.28  

In fact, the various studies do not even agree on the most stable protonation states of the 
FeMo cluster in the various En states. On the contrary, there has recently been a dispute 
concerning the structure of the E4 state: The Hoffman group suggested that it involves the 
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protonation of two sulfide ions and two hydride ions bridging two Fe ions each.34 On the other 
hand, Siegbahn, has argued that it is energetically much more favourable (by 390 kJ/mol) to 
protonate the central carbide ion.35 

Computational studies of nitrogenase are a formidable task. In the FeMo cluster, there are at 
least 21 sites that can be protonated (Mo, seven Fe, nine S, the carbide ion, as well as the 
cysteine, histidine and homocitrate ligands) and each of them can typically be protonated at two 
or three distinct positions. Moreover, for the metals, the hydride ion may either bind to a single 
metal ion or it can bridge two ions. As will be discussed in more detail below, this gives over 50 
possible positions for each added proton. Thus, for the E4 state, with four added protons, there are 
in principle 504 = 6.25×106 distinct structures and for each, there are 35 possible broken-
symmetry states and 2–4 possible spin states, giving of the order of 109 possible states (and 
Siegbahn recently suggested that as much as eight protons and electrons need to be provided 
before N2 binds,33 giving ~1015 possible structures). Of course, it is currently impossible to 
systematically study all these states and it is therefore not unexpected that different scientists 
come to diverging conclusions regarding the most favourable protonation state, in particular as 
the energies depend on the QM approach employed, the density functional theory (DFT) method 
and the size of the QM system. Therefore, any computational scientist studying this system needs 
to apply some sort of heuristic approach to find the best protonation states. 

The FeMo cofactor has a complicated electronic structure. All Fe ions are in the high-spin 
Fe(II) or Fe(III) state, whereas the Mo ion is in the +III state.13 In DFT, this is normally treated 
by the broken-symmetry (BS) approach20 and Noodleman and coworkers have shown that there 
are 35 possible BS states for the FeMo cluster in the asymmetric protein.20,36 In a recent study, 
we suggested an approach to deal with these BS and spin states in studies of the  nitrogenase 
mechanism.37 We showed that the great majority of the states can be discarded by single-point 
energy calculations with medium-sized basis sets. Only states within 20 kJ/mol of the best one 
need to be studied by geometry optimisations and single-point energy calculations with big basis 
sets. However, both a pure and a hybrid DFT method should be employed, as they can give 
widely differing results. 

In this study, we employ this approach to study the reduction and protonation of the FeMo 
cluster in nitrogenase from the resting E0 state to the E4 state. We employ the QM/MM 
approach,38,39 which is less dependent on the size of the QM system than QM-cluster 
calculations.40,41 Moreover, all atoms of the full (tetrameric) protein, as well a large amount of 
explicit water molecules, are included in the calculations, reducing the risk of making a biased 
choice of the QM system and avoiding the use of an ill-defined dielectric constant for the 
heterogeneous surroundings. Only a few QM/MM studies have previously been published for 
nitrogenase21,31,37 and none of them has dealt with the protonation and reduction of the active site. 
We first address the question of the protonation state of the resting E0 state by comparing to the 
crystal structure. Then, we study the E1–E4 states by systematically adding a proton to ~50 
potential protonation sites, starting from the most stable structure of the state with one proton and 
electron less. All states are studied with both a pure and a hybrid DFT functional.  

Methods 

The protein  
All calculations were based on the 1.0-Å crystal structure of nitrogenase from Azotobacter 

vinelandii (PDB code 3U7Q).6 The setup of the protein is identical to that of our previous studies 
of the protein.37,42 The entire heterotetramer was included in the calculations, because the various 
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subunits are entangled without any natural way to separate them. The QM calculations were 
concentrated on the FeMo clusters in the C subunit because there is a buried imidazole molecule 
from the solvent rather close to the active site (~11 Å) in the A subunit. The P cluster and the 
FeMo cluster in subunit A were modelled by MM in the fully reduced and resting states, 
respectively.42 

The protonation states of all residues were the same as before:42 All Arg, Lys, Asp, and Glu 
residues were assumed to be charged, except Glu-153, 440, and 231D (a letter “D” after the 
residue number indicates that it belongs to that subunit; if no letter is given, it belongs to subunit 
C; subunits A and B are identical to the C and D residues). Cys residues coordinating to Fe ions 
were assumed to be deprotonated. His-274, 451, 297D, 359D and 519D were assumed to be 
protonated on the ND1 atom, His-31, 196, 285, 383, 90D, 185D, 363D and 457D were presumed 
to be protonated on both the ND1 and NE2 atoms (and therefore positively charged), whereas the 
remaining 14 His residues were modelled with a proton on the NE2 atom. The homocitrate was 
modelled in the singly protonated state with a proton shared between the hydroxyl group (which 
coordinates to Mo) and the O1 carboxylate atom. This protonation state was found to be the most 
stable one in a recent extensive QM/MM, molecular dynamics and quantum-refinement study42 
and this protonation state is also supported by another recent study.30 

The protein was solvated in a sphere with a radius of 70 Å around the geometrical centre of 
the protein. 160 Cl– and 182 Na+ ions were added at random positions (but not inside the 
protein42) to neutralise the protein and give an ionic strength of 0.2 M.43 The final system 
contained 133 915 atoms. The added protons, counter ions and water molecules were optimised 
by a simulated annealing calculation (up to 370 K), followed by a minimisation, keeping the 
other atoms fixed at the crystal-structure positions.42  

All MM calculations were performed with the Amber software.44 For the protein, we used the 
Amber ff14SB force field45 and water molecules were described by the TIP3P model.46 For the 
metal sites, the MM parameters were the same as in our previous investigation.42 The metal sites 
were treated by a non-bonded model47 and charges were obtained with the restrained electrostatic 
potential method, obtained at the TPSS/def2-SV(P) level of theory48,49 and sampled with the 
Merz–Kollman scheme.50  

QM calculations 
All QM calculations were performed with the Turbomole software (versions 7.1 and 7.2).51 

We employed two DFT methods, TPSS48 and B3LYP,52–54 and two different basis sets of 
increasing size, def2-SV(P)49 and def2-TZVPD.55 The calculations were sped up by expanding 
the Coulomb interactions in an auxiliary basis set, the resolution-of-identity (RI) 
approximation.56,57 Empirical dispersion corrections were included with the DFT-D3 approach58 
and Becke–Johnson damping,59 as implemented in Turbomole. 

The FeMo cluster was modelled by MoFe7S9C(homocitrate)(CH3S)(imidazole), where the 
two last groups are models of Cys-275 and His-442. In addition, all groups that form hydrogen 
bonds to the FeMo cluster within 3.5 Å in the crystal structure6 were also included, viz. Arg-96, 
His-195 and Arg-359 (sidechains), Gly-356, Gly-357 (backbone), as well as two water 
molecules, in total 114 atoms (shown in Figure 1a). Following recent Mössbauer, anomalous 
dispersion and QM investigations,13,26,29,30 we used the oxidation state-assignment  
of the metal ions in the resting state, giving a net charge of –5 for the QM system. In the present 
work, we studied five oxidation states of the FeMo cluster, obtained by adding 0–4 electrons to 
the resting states, denoted E0, E1, E2, E3 and E4. One proton was added together with the electron. 
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However, for E0, we also tried to add one proton without adding any electron.  
Experiments have shown that the ground spin state of E0 and E2 are quartets with a surplus of 

three a electrons, whereas E4 is a doublet.1,13 Consequently, we used these spin states for these 
three states. However, before starting with a new oxidation state (using the most likely 
protonation state, based on our previous experience), we checked which the three lowest spin 
states had the lowest energy at the TPSS and B3LYP/def2-SV(P) levels of theory. This was also 
repeated after the completed study of the protonation states for the best structures of each 
oxidation state. For the E1 and E3 states (for which no experimental information is available), our 
calculations indicated that the ground spin states are the quintet and triplet, respectively.  

The electronic structure of all QM calculations was obtained with the BS approach:20 Each of 
the seven Fe ions were modelled in the high-spin state, with either a surplus of a (four Fe ions) or 
b (three Fe ions) spin. Such a state can be selected in 35 different ways  
( ).37 A starting wavefunction was obtained by first optimising the all-high-spin state with 35 
unpaired electrons and then changing the total a and b occupation numbers to the desired net 
spin. This gave one of the BS states. The other BS states were obtained by simply swapping the 
coordinates of the Fe ions.60 In some cases, we instead used the fragment approach by Szilagyi 
and Winslow to obtain a proper BS state.61  

We have thoroughly studied the 35 BS states for the resting state, the protonated resting state 
and the reduced state, and how their energies vary with the QM method, the size of the basis set, 
the geometry and the influence of the surroundings.37 The conclusion was that the effect of the 
basis set and the surroundings were restricted (up to 7–11 kJ/mol), the effect of geometry 
intermediate (up to 37 kJ/mol, but the correlation, R2, was 0.92–0.98) and that the effect of the 
DFT functional was large (up to 58 kJ/mol). Therefore, for each new oxidation (En) state, we here 
studied all BS states for the most likely structure. This study was then repeated again for the best 
protonation states at the end of the study and if the preference had changed, the protonation study 
was redone. In both cases, all 35 BS states were studied using single-point energy calculations. 
The energies were calculated with both the TPSS-D3 and B3LYP-D3 methods with the def2-
SV(P) basis set. For all BS states within 20 kJ/mol of the lowest one at either level of theory, the 
geometry was optimised with that BS state and the TPSS/def2-SV(P) method. Finally, more 
accurate energies were calculated with TPSS-D3 and B3LYP-D3 and the larger def2-TZVPD 
basis set. The various spin states are defined in in Table S1 in the Supporting information (they 
are the same as in our previous study37). For the best structures of each En state, we also tested to 
optimise structures with the def2-SVP basis set (i.e. with polarising functions also on the added 
protons or hydride ions. However, as can be seen from Table S8, this did not change the bond 
length of these added H atoms by more than 0.02 Å and relative energies changed by less than 7 
kJ/mol. 

As have been discussed before,37 TPSS-D3/def2-SV(P) calculations give geometries that 
reproduce the crystal structure of the resting state of nitrogenase excellently with average and 
maximum deviations of 0.05 and 0.09 Å for the metal–metal and 0.02 and 0.06 Å metal–ligand 
distances, respectively and a root-mean-squared-deviation (RMSD) of 0.06 Å for the metals and 
the first-sphere ligands. This is similar to the results obtained with the TPSSh approach30 and 
appreciably better than with the B3LYP-D3/def2-SV(P) method, which gives average and 
maximum deviations of 0.08 and 0.12 Å for the metal–metal and 0.04 and 0.11 Å metal–ligand 
distances, respectively and a RMSD of 0.08 Å. Therefore, we used TPSS-D3/def2-SV(P) for all 
geometries, except in cases where it could be expected that the geometries obtained with B3LYP-
D3/def2-SV(P) are significantly different (in particular when the central carbide is protonated). 
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QM/MM calculations   
The QM/MM calculations were performed with the COMQUM software.62,63 In this approach, 

the protein and solvent are split into three subsystems: System 1 (the QM region) was relaxed by 
QM methods. System 2 contained all residues and water molecules with at least one atom within 
6 Å of any atom in system 1 and it was optionally relaxed by MM. Finally, system 3 contained 
the remaining part of the protein and the solvent and it was kept fixed at the original coordinates 
(equilibrated crystal structure). The total system was spherical and non-periodic with 133915 
atoms. An example file is given in the Supporting Information. In the great majority of the 
calculations, system 2 was kept fixed at the crystal geometry (to avoid the risk that different 
calculations end up in different local minima for system 2), but some test calculations with a 
relaxed system 2 are presented in Table S9 for the best En states. They show that the bond 
distances involving the added H atoms change by less than 0.02 Å (occasionally the longer 
distance of a bridging hydride change by up to 0.07 Å) and relative energies change by less than 
13 kJ/mol. 

In the QM calculations, system 1 was represented by a wavefunction, whereas all the other 
atoms were represented by an array of partial point charges, one for each atom, taken from the 
MM setup. Thereby, the polarisation of the QM system by the surroundings is included in a self-
consistent manner (electrostatic embedding). When there is a bond between systems 1 and 2 (a 
junction), the hydrogen link-atom approach was employed: The QM system was capped with 
hydrogen atoms (hydrogen link atoms, HL), the positions of which are linearly related to the 
corresponding carbon atoms (carbon link atoms, CL) in the full system.62,64 All atoms were 
included in the point-charge model, except the CL atoms.41 

The total QM/MM energy in ComQum was calculated as62,63 
 

 𝐸QM/MM = 𝐸QM1+ptch23HL + 𝐸MM123,q1=0
CL − 𝐸MM1,q1=0

HL  (3) 
 
where 𝐸QM1+ptch23HL  is the QM energy of the QM system truncated by HL atoms and embedded in 
the set of point charges modelling system 2 (but excluding the self-energy of the point charges). 
𝐸MM1,5678
HL  is the MM energy of the QM system, still truncated by HL atoms, but without any 

electrostatic interactions. Finally, 𝐸99:;<,=:78>?  is the classical energy of all atoms in the system 
with CL atoms and with the charges of the QM region set to zero (to avoid double-counting of 
the electrostatic interactions). Thus, ComQum employs a subtractive scheme with electrostatic 
embedding and van der Waals link-atom corrections.65 No cutoff is used for any of the 
interactions in the three energy terms in Eqn. 3. 

The geometry optimisations were continued until the energy change between two iterations 
was less than 2.6 J/mol (10–6 a.u.) and the maximum norm of the Cartesian gradients was below 
10–3 a.u. The QM/MM geometry optimisations were performed using the TPSS-D3 method48,58 
and the def2-SV(P)49 basis set. For all structures, single-point QM/MM energy were also 
calculated with the B3LYP-D3 method and some structures were also optimised with this 
method. For structures within 20 kJ/mol of the most stable one, single-point QM/MM energies 
were calculated also at the TPSS-D3/def2-TZVPD and B3LYP-D3/def2-TZVPD levels of theory.  

Quantum refinement 
Quantum refinement is standard crystallographic refinement supplemented by quantum 

chemical calculations for a small, but interesting part of the protein.66,67 Such calculations were 
performed with the ComQum-X software,66 which is a combination of Turbomole51 and the 
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crystallography and NMR system (CNS), 68,69 version 1.3. The quantum-refinement calculations 
were based on the same crystal structure as all the other calculations in this paper.6 Coordinates, 
occupancies, B factors, and structure factors were obtained from the 3U7Q protein data bank 
files. From these files, we also obtained the space group, unit-cell parameters, resolution limits, R 
factors and the test set used for the evaluation of the Rfree factor. 

The calculations were performed the same way as in our previous study:42 The full protein 
was used in all calculations, including all crystal water molecules. In each cycle of the geometry 
optimisation, the surrounding protein was allowed to relax by one cycle of crystallographic 
minimisation and one cycle of individual B-factor refinement. However, the new coordinates and 
B factors were accepted only if the R factor was reduced. For the protein, we used the standard 
CNS force field (protein_rep.param, water_rep.param, and ion.param). However, CNS does not 
support anisotropic B factors, so only isotropic B factors were used. The MM force field for non-
standard residues were downloaded from the hetero-compound information centre Uppsala.70 The 
wA factor was determined by CNS to 0.0793. After quantum-refinement, anisotropic B factor and 
occupancy refinement was performed using phenix.refine71. Electron density maps were 
generated using phenix.maps. The QM calculations were performed at the TPSS/def2-SV(P) 
level of theory.  

The quality of the models was compared using the real-space difference density Z-score72 
(RSZD), calculated by EDSTATS, which measures the local accuracy of the model. The negative 
RZSD value for the protonated atoms was taken as the quality metric. In all calculations, the 
maximum value was positive. RSZD is typically < 3.0 in absolute values for a good model. 

Protonations 
To simplify the discussion, we will often say protonation of the various sites of the FeMo 

cluster, even if protonation of the metals gives rise to hydride ions bound to the metal with a 
significant covalent character. To facilitate comparisons with previous studies, the atoms in the 
FeMo cluster were named according to the crystal structure.6 These names are depicted in Figure 
1b. 

We have tried to test all reasonable protonation sites for the entire FeMo cluster and also 
several possible directions of the proton for each site. For the carbide ion, we tested protonation 
from each of the three sides of the cluster, which we will call C(2367), C(3457) and C(2456) 
(indicating that the proton is on the Fe2–Fe3–Fe6–Fe7, Fe3–Fe4–Fe5–Fe7 and Fe2–Fe4–Fe5–
Fe6 faces, respectively). For the Cys-275 ligand, we initially tested three different directions of 
the proton (towards the Fe2, Fe3 and Fe4 ions, respectively), but because these were always high 
in energy, we tested for most systems only one direction (towards Fe4). The His-195 ligand was 
always protonated on the NE2 atom, which is directed towards S2B. Therefore, we added a 
proton on ND1 when this residue was protonated. The homocitrate ligand (HCA) was always 
protonated on the alcohol O7 atom with a proton shared with the carboxylate O1 atom. We tested 
to protonate it also on the O2 carboxylate atom, which we have shown in our previous study to be 
the second most stable state.42 

For the belt (µ2) sulfide ions (S2B, S3A, S5A), we tested two directions of the proton, viz. 
towards the other two belt sulfide ions. These two directions will be called S2B(3) and S2B(5) in 
the following (and similar for the other two ions). Protonation in the orthogonal direction is 
typically prohibited by hydrogen bonds to the second-sphere residues in the protein model. 
Likewise, two directions were tested for the Fe-side (S1A, S2A and S4A) and Mo-side (S1B, 
S3B and S4B) µ3 sulfide ions, directed either towards Fe1 or Mo and therefore called S1A(Fe1) 
and S1A(Mo) or similar. However, in some cases, the proton moved to point towards some of the 
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other nearby Fe ions instead of pointing to the opposite side of the cluster (e.g. S2A(Fe2)). 
For the metal ions, we initially tested several different directions of the hydrogen atoms. 

However, we soon found that binding trans to the carbide ion was always most favourable and 
therefore we in general tested only that direction for Fe2–Fe7 (and this conformation is indicated 
by only giving the number of the Fe ion (e.g. Fe2). For Fe1, such a binding is not possible and we 
initially tested three different directions, which are named after closest atom (e.g. Fe1(S2A), 
Fe1(Fe2) and Fe1(Fe4)). However, these were often hard to find and high in energy. Therefore, 
we tested only one direction for most states. The same applied to protonation of Mo, which was 
even harder to find, because it is six-coordinated and therefore more crowded than Fe1. 

In addition, we tried to add the hydrogen atom between all pairs of metal ion that are 
neighbours (cf. Table 1). They are named by giving the numbers of the two metal ions, e.g. Fe2/6 
or Mo/Fe7. When Fe1 or Mo are involved, only a single direction is possible. The same applies 
also for Fe ions on the same side (Fe- or Mo-side) of the cluster. However, for hydrides bridging 
Fe ions on different sides of the cluster (Fe2/6, Fe3/7 and Fe4/5), two conformations are possible, 
depending on which side of the belt sulfide ions they are located. As for protonation of the belt 
sulfides, they are called after which belt sulfide atom they are directed towards, e.g. Fe2/6(3) or 
Fe2/6(5).  

As can be seen in Table 1, we have tested in total about 50 different protonation states (68 in 
the initial studies) for each oxidation and protonation level of the FeMo cluster. In many cases, 
the optimisation failed to give the desired states. Then we tried to obtain them by using one or 
two H–X distance restraints and if the geometry optimisation now was successful, these restraints 
were removed and the structures were reoptimised (thus, all presented structures were obtained 
without any restraints). If this did not give the desired state, we made no further attempts to get 
that state. Therefore, each table or figure does not include all 50 states, only those that were 
actually found. 

Finally, it should be noted that several states are close to each other. For example, 
protonation of the carbide ion always puts the proton close also to several (up to four) Fe ions. 
Likewise, there is an almost continuous transition between terminal binding to a metal and 
bridging between two metals. The latter binding is almost always asymmetric, with a difference 
between the two Fe–H distances. When this difference becomes large, the binding is essential 
terminal. A typical terminal Fe–H binding distance is 1.51–1.56 Å and we will consider the 
binding bridging if both Fe–H distances are shorter than 2.3 Å. In many cases, the binding 
became terminal, even when started from a bridging position. 

Likewise, there are sometimes finer distinctions between various binding modes. For 
example, protonation of the carbide may sometimes lead to a proton symmetrically positioned 
with a similar distance to all four neighbouring Fe ions, whereas it sometimes is more tilted 
towards one of the sides with two shorter and two longer distances to the Fe ions. Likewise, a 
bridging binding may sometimes have almost the same Fe–H distances and sometimes more 
dissimilar Fe–H distances. However, we have not investigated the energetics of these fine details 
systematically, but only report the energy and the distances of the various states found. 

Result and Discussion 
In this paper, we study the reduction and protonation of the FeMo cluster in nitrogenase with 

QM/MM methods, starting from the resting state and adding up to four electrons and protons, to 
obtain the E4 state, which is believed to be the state that binds N2.1 As discussed in the 
introduction, this is a formidable task, as there are billions of possibilities for the E4 state. 
Therefore, we need to use some heuristic but systematic approach to study the various 
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protonation states. In a recent article, we examined the problem of the BS states and designed a 
procedure to deal with the BS states.37 In this study, we follow that procedure: At the start and the 
end of the study of each oxidation state, we consider all possible BS states with two DFT 
functionals, TPSS and B3LYP. For the lowest states (within 20 kJ/mol), we optimise all 
structures and also use large basis sets (def2-TZVPD). 

For the protonation states, we use a similar procedure. For each oxidation level, we start from 
the protonation state that was most stable with one proton and electron less and then add the 
proton to all possible sites (~50 different positions). When the TPSS and B3LYP functionals give 
different results (for E2–E4), we separately investigate the best structures obtained with the two 
functionals. In practice, it turned out to be hard to follow this procedure strictly as new best states 
were sometimes found based on experience gained from the more reduced states, and the 
problems with the DFT functionals and BS states were found to be more serious than expected. 
Moreover, several structures were sometimes found close in energy and then one of them had to 
be selected for further investigation. 

Protonation of the resting state 
To start with, we performed a thorough study of various protonations of the resting state (E0) 

of the FeMo cluster. As discussed in the methods section, we tested almost 70 different possible 
protonation states of the cluster (cf. Table 1). All calculations were performed for the quartet spin 
state,  which is the most stable state, in agreement with experiments,1 and the BS7-3 BS state, 
which is the most stable BS state, as was shown in our previous study.37 All structures were 
optimised with QM/MM, using the TPSS-D3/def2-SV(P) method, restraining the distance to the 
proton, followed by an unrestrained optimisation. For the successful optimisations (i.e. leading to 
the desired structure), we also calculated single-point TPSS-D3 and B3LYP-D3 energies with the 
large def2-TZVPD basis set. For optimisations that did not lead to the expected state, another set 
of optimisations was run, exploiting the experience gained from the successful optimisations.  

The obtained structures are described in Table 2. It can be seen that we found 53 distinct 
structures. This included most of the structures in Table 1, except those with a hydride bridging 
Mo and a Fe ion, as well as two of the structures with the hydride bridging Fe1 and another Fe 
ion, and the bridging Fe5/6 and Fe6/7 structures (those structures changed to other states during 
the optimisation, typically terminal binding to Fe). 

The geometries were mostly as expected. The protons bound to sulfides and to the SG atom 
of Cys-275 with S–H distances of 1.36–1.40 Å, except when it is also close to a Fe ion, in which 
cases, it increased to 1.45–1.50 Å. A hydride ion terminally bound to Fe had a Fe–H bond length 
of 1.52–1.55 Å, whereas the Mo–H bond was 1.69 Å. When the hydride bridges two Fe ion, the 
two Fe–H bonds were typically similar, 1.63–1.75 Å, but there were some cases with more 
dissimilar distances. The C–H distance was fairly variable, 1.22–1.29 Å, depending on the 
interaction with the surrounding four Fe ions. 

Energies of the various protonated states are also shown in Table 2. Three energies are 
shown, viz. the QM/MM energies from the TPSS-D3/def2-SV(P) geometry optimisations, as well 
as single-point QM/MM energies with the larger def2-TZVPD basis set, obtained both at the 
TPSS-D3 and B3LYP-D3 levels of theory. It can be seen that the increase in the basis set 
changed the relative TPSS energies by less than 16 kJ/mol (4 kJ/mol on average); the correlation 
(R2) between the two sets of relative energies is 0.98. Therefore, we will discuss only the result 
with the large basis set in the remainder of this section. On the other hand, the B3LYP energies 
are quite different, with differences in the relative energies of up to 123 kJ/mol and a correlation 
coefficient of only 0.55. The difference is largest for structures in which the proton binds to the 
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metals, whereas when it binds to sulfur atoms, the difference is up to 27 kJ/mol. The MM energy 
(𝐸MM12,q1=0

CL − 𝐸MM1,q1=0
HL  in Eqn. 3) had only a small influence on the energies, less than 12 

kJ/mol. 
The most favourable protonation states were observed for the central belt (µ2) sulfide ions, 

S2B, S3A and S5A. In particular, protonation of the S2B ion with the orientation shown in Figure 
2 (S2B(3), i.e. with the proton directed towards S3) was found to be lowest in energy. This is the 
atom accepting a hydrogen bond from His-195 (Figure 1a), which is believed to deliver protons 
to the FeMo cluster. Thus, our results support such a suggestion and show that this is the most 
favourable protonation state of the FeMo cluster in the resting state. The most favourable 
conformation of the proton is perpendicular to the Fe2–Fe6 vector and pointing away from the 
HE2 atom of His-195 (His-195 is protonated on NE2 and not on ND1 in all our calculations). The 
structure with the proton pointing in the opposite direction is 17 kJ/mol higher in energy with 
both TPSS and B3LYP. 

Protonation of S5A is only 6 kJ/mol less stable at the TPSS level (12 kJ/mol with B3LYP). 
This ion receives two hydrogen bonds from water molecules and from the sidechain of Arg-359. 
The other Arg group is also nearby. Protonation of this ion leads to some reorganisation of the 
hydrogen bonds. The opposite orientation of the proton is 14 (TPSS) or 4 kJ/mol (B3LYP) higher 
in energy. 

Protonation of S3A is 23 kJ/mol less favourable than protonation of S2B at the TPSS level 
(14–17 kJ/mol with B3LYP). The reason for this is that it already receives two hydrogen bonds 
from the backbone of Ile-355 on one side and it is close to CG of Arg-96 on the other side. 

Protonation of the three µ3 sulfide ions on the Fe side of the FeMo cluster (S1A, S2A and 
S4A) is 33–65 kJ/mol less favourable than protonation of S2B at the TPSS level of theory. 
However, these structures are more stable at the B3LYP level of theory and protonation of S4A is 
actually only 2 kJ/mol less stable than protonation of S2B (14–31 kJ/mol for S1A and S2A). It is 
stabilised by a hydrogen bond from the added proton to one of the QM water molecules. The 
structure with the other direction of the proton, is 8 kJ/mol less stable, but it is still the third best 
structure at the B3LYP level of theory. Structures with S2A protonated are also among the low-
lying structures at this level of theory.  

Interestingly, protonation of the corresponding µ3 sulfide ions on the Mo side of the cluster 
(S1B, S3B and S4B) is much less favourable, 58–111 kJ/mol less stable than the state with S2B 
protonated (71–126 kJ/mol with B3LYP). A reason may be that this side is more crowded, both 
by the extra Mo ligands (homocitrate and His-442) and by the second-sphere residues. However, 
it is likely that these sites are also intrinsically less favourable, perhaps owing to the Mo ion. The 
most stable of these structures has S4B protonated, although the proton also interacts with Fe5 
(1.75 Å distance). 

The Cys-275 SG atom can also be protonated. We obtained two different conformations, but 
they were 54–75 kJ/mol less favourable than protonation of S2B (55–79 kJ/mol with B3LYP). 
Likewise, protonation of the homocitrate ligand on a carboxylate atom not coordinating to Mo 
was 130 kJ/mol (120 kJ/mol with B3LYP) less stable than protonation of S2B. Protonation of the 
proton donor His-195 on the ND1 atom (i.e. the one not hydrogen-bonding to S2B) was more 
unfavourable, 148 (128) kJ/mol less stable than protonation of S2B. This shows that the FeMo 
cluster is readily protonated by His-195.  

Three structures were studied with the central C4– ion protonated, viz. with the proton facing 
each of the three sides of the cluster, each surrounded by four Fe ions. These states were strongly 
disfavoured, 90–95 kJ/mol less stable than the best state at the TPSS level. However, they are 
more favourable with B3LYP, 38–81 kJ/mol.  
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Next, we studied various protonations of the metal ions, which rather represents the binding 
of hydride ions to the metals, after the transfer of two electrons to the proton (and therefore 
oxidising the metal ions two steps). Protonation of Mo was unfavourable, 128 (166) kJ/mol less 
stable than protonation of S2B. No structures with the hydride bridging between Mo and Fe were 
found.  

However, a great wealth of structures with the hydride bound to the Fe ions were obtained. 
First, it could coordinate terminally to any of the seven Fe ions. The structures with the lowest 
energy typically had the hydride ion trans to the central C4– ion. However, other structures were 
also possible and they were typically only 10–15 kJ/mol less stable. The best structures had the 
hydride bound to Fe3, Fe4 or Fe5 and they were 26–30 kJ/mol less stable than protonation of 
S2B at the TPSS level. Protonation of Fe2, Fe6 and Fe7 were 44–50 kJ/mol less stable than 
protonation of S2B. On the other hand, all these states were strongly disfavoured by B3LYP, 99–
128 kJ/mol less stable than protonation of S2B. The Fe1 ions is special, because it is at the end of 
the cluster, coordinating to Cys-275. Protonation of this ion, was the least stable at the TPSS 
level 69–76 kJ/mol less stable than protonation of S2B, but within the range of the other ions at 
the B3LYP level, 115–125 kJ/mol. 

Finally, several structures with the hydride ion bridging between two Fe ions were obtained. 
These structures were quite unfavourable, 59–96 kJ/mol less stable than protonation of S2B, with 
the state with the hydride bridging Fe3 and Fe7 (Fe3/7) lowest in energy. At the B3LYP level, 
this increased to 125–186 kJ/mol. For the special Fe1 ion, the proton comes close to a sulfide ion, 
giving a S–H distance of 1.53 Å and two Fe–H distances of 1.70 and 1.95 Å. This structure was 
77 kJ/mol less stable than protonation of S2B at the TPSS level, i.e. in the middle among the 
other bridging structures. However, at the B3LYP level, it became the most stable bridging 
structure, 90 kJ/mol less stable than protonation of S2B. 

In some cases of hydride ions bridging between the two sides (Mo and Fe1 sides) of the 
FeMo cluster, structures with distinctly unequal bond lengths were obtained, 1.52 Å and 2.05–
2.25 Å. The former distance indicates that these are better classified as terminal hydrides binding 
to one Fe ion, which happen to be rather close to another Fe ion. However, in all cases, these 
structures were appreciably less stable than the corresponding structures with the hydride ion 
terminally bound trans to the central C4– ion, by ~35 (~15) kJ/mol. On the other hand, this is 
similar to the stability of the structures with the hydride bridging two Fe ions. 

In conclusion, we get the following approximate trends for the various types of protonation at 
the TPSS level of theory: belt sulfide < Fe terminal < Fe-side sulfide < Cys < Mo-side sulfide ≈ 
Fe bridging < C4– < homocitrate < Mo < His-195. With the B3LYP functional, protonation of all 
metals is strongly disfavoured and the protonation of C4– is strongly favoured. Therefore, the 
trend is:  belt sulfide < Fe-side sulfide < C4– < Cys-275 < Mo-side sulfide < Fe terminal < 
homocitrate < Fe bridging < His-195 < Mo. However, we have seen that the local surroundings 
around the protonation site may change the energy by up to 54 kJ/mol, so there are extensive 
variations in the relative energies also for similar protonation sites. Therefore, the best 
conformation of each site needs to be investigated for each electronic state of the FeMo cluster.  

All the data in Table 2 were obtained for the BS7-3 state. As is detailed in our previous 
article, this was found to be the most stable BS state for both the best state, protonated on S2B 
state and the state protonated on the S2A atom, although at the B3LYP level, some BS10 states 
also came close in energy.37 In all cases, the quartet state was lowest in energy. 
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Is the resting state protonated? 
It is normally (tacitly) assumed that the resting state of nitrogenase involves a MoFe7S9C 

cluster that is not protonated (besides on the homocitrate ligand, which according to recent QM 
and quantum-refinement investigations is in the –3 charge state with one proton shared between 
the alcohol group and one of the carboxylate groups31,42). However, this is not evident. The 
resting state may very well be protonated, as has been assumed in some studies (for example, 
Nørskov and coworkers used a doubly protonated cluster for the resting E0 state25). For the 
continued protonation studies, it is of course mandatory to first settle the protonation state of the 
resting state. Fortunately, this can be done by comparing geometries of various protonated states 
with the high-resolution crystal structure available for the resting state of the protein,6 as has been 
recently done to settle the protonation state of homocitrate and the most stable BS state.31,42 

To this aim, we compared the structures of all protonated states discussed in the previous 
section with the crystal structure of nitrogenase. In particular, we calculated the root-mean-
squared deviation of the coordinates of all metal ions and the directly coordinating atoms 
(RMSD), as well as the average and maximum deviation of all 15 short metal–metal distances 
(below 3.0 Å) and all 34 metal–ligand distances (always the same for all structures). The results 
are collected in Table 3. 

It can be seen that the RMSD is lower for the unprotonated structure (0.06 Å) than for any of 
the protonated structures (0.07–0.23 Å). The protonated structures with the lowest RMSD are 
those with His (0.07 Å) and HCA (0.08 Å) protonated, which are not among the low-energy 
structures. Likewise, the unprotonated structure has a lower average deviation for the metal–
ligand distances (0.02 Å) than any of the protonated structures (0.03–0.05 Å). The same applies 
for the maximum deviation, which is 0.06 Å for the unprotonated structure and 0.06–0.59 Å 
protonated structures. Again, the best protonated structures were those with His (0.07 Å) or HCA 
(0.06 Å) protonated, illustrating that protonation inside the FeMo cluster lead to larger changes in 
the structure than outside the cluster (for HCA and His, the protonated atoms are not directly 
coordinated to the Mo or Fe ions). 

However, for the metal–metal distances, the results are somewhat different. For these, the 
structure protonated on the central C atom (on the C(3457) side) gives the lowest average and 
maximum difference, 0.03 and 0.06 Å, respectively, whereas the unprotonated structure gives 
slightly worse results, 0.05 and 0.09 Å and this result is similar to the best of the other protonated 
structures, which give 0.05–0.10 and 0.09–0.44 Å, respectively. Still, it is clear that the best 
protonated state (in energy terms, S2B(3)) is worse than the unprotonated state for all five 
measures. 

The reason for these results is that protonation of the sulfide ions typically leads to an 
elongation of the S–Fe bonds for the Fe ions to which it is bound. This can directly be seen from 
Table 3, which shows that the largest deviation from the crystal structure is always found for a 
Fe–S distance, involving the protonated S ion. The effect is relatively small for the belt sulfide 
ions (0.09–0.18 Å), but in general larger for the µ3 sulfide ions, 0.17–0.59 Å. The effect on the 
Fe–Fe bonds is much smaller, 0.10–0.14 Å, i.e. only slightly larger than the maximum error in 
the unprotonated structure. 

Terminal hydrides on the Fe ions have some effect on the Fe–ligand bond trans to the hydride 
(normally the central carbide), which changes by 0.10–0.16 Å). Likewise, bridging hydrides 
shorten the corresponding Fe–Fe bond by 0.14–0.19 Å.  

Protonation of His, Cys, HCA and C(2367) has smaller effects on the structure and therefore 
these structures are most similar to the crystal among the protonated states. The good Fe–Fe 
distances in the C(3457) structure are caused by error cancellation: The TPSS-D3/def2-SV(P) 
calculations give systematically slightly too short Fe–Fe bonds (by 0.05 Å on average for the 
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unprotonated resting state). However, protonation of the central carbide leads to a slight 
expansion of the FeS cluster, leading to a few Fe–Fe distances that actually are too long, but a 
slightly improved result on average. However, this most likely do not represent any real 
improvement of the structure or an indication that the resting state is actually protonated on the 
carbide, as the other three measures and the relative energies indicate. 

To further confirm this important conclusion, we have also re-refined the crystal structure 
with quantum refinement, using either the unprotonated or the structures protonated on S2B(3). 
Although the difference-density maps are noisy due to Fourier truncation ripples that occur 
around the heavy metal atoms in the FeMo cluster, one can clearly notice both positive and 
negative difference density peaks next to the S2B atom when it is protonated (marked with red 
arrows in Figure 3b). These difference density peaks are not present in the unprotonated structure 
(Figure 3a). This is further supported by the maximum negative RSZD value of the S2B atom 
going from –0.3 in the unprotonated structure to –2.6 in the protonated structure. Thus, the results 
conclusively show that the unprotonated structure fits the experimental data best.  

This is a most important result for the remainder of this study. It shows that the resting E0 
state is not protonated and gives us a firm starting point for the protonation study. In the 
following we will successively add one to four electrons and protons to the FeMo cluster. 

The E1 state 
To reach the E1 state, we added one electron to the various singly-protonated resting states. 

Since we found only minor effects (4 kJ/mol on average) when the basis set was enlarged, these 
calculations were performed with the def2-SV(P) basis set (but still with both the TPSS-D3 and 
B3LYP-D3 functionals). Single-point energies with the def2-TZVPD basis set were calculated 
only for the most stable states (within 20 kJ/mol for each DFT method).  

The results are presented in Table 4 and they are quite similar to those obtained for the 
resting state. The most favourable protonation site is still S2B, shown in Figure 4. The two 
directions of the proton differ by 7 kJ/mol with TPSS (4 kJ/mol with the large basis set), but 35 
kJ/mol at the B3LYP level (34 kJ/mol with the large basis set). The most stable direction 
(S2B(3)) is the same as for the resting state. For TPSS, the third and fourth best states have 
hydrides on Fe4 and Fe5 (27–31 kJ/mol less stable than the best state), whereas the third best 
state is protonated on S2A for B3LYP (65 kJ/mol). When optimised at the B3LYP level, 
structures protonated on the central carbide were strongly stabilised (as will be further discussed 
in the coming sections), but they are still 9–29 kJ/mol less stable than the structure protonated on 
S2B. 

At the TPSS level of theory, we get the following trends: belt S < Fe terminal < Fe-side S < 
Mo-side S < Fe bridging < Mo–Fe bridging < C < Cys < HCA < His. At the B3LYP level, metal 
binding is again strongly disfavoured and carbide binding is more favoured, giving the order: belt 
S < Fe-side S < C < Fe terminal < Mo-side S » Mo–Fe bridging < Fe bridging < Cys < HCA < 
His.  

For the best state (protonated on S2B), we checked that BS7-3 still was the most stable BS 
state. As can be seen in Figure S1, this is the case by 33 and 24 kJ/mol for the TPSS and B3LYP 
calculations. We also confirmed that the quintet was the most stable spin state, by 33 and 46 
kJ/mol before the singlet and triplet states, respectively.  
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The E2 state 
Next, we added another electron and studied the various doubly-protonated states of the E2 

state. To reduce the number of possibilities, we always kept S2B(3) protonated (the best 
protonation site for E1) and studied the energies of the states obtained by adding a second proton 
to the various positions (still with the def2-SV(P) basis set with both the TPSS-D3 and B3LYP-
D3 functionals). The calculations were performed for BS7-3 in the quartet state, in accordance 
with experimental observations.1 The results in Table 5 are somewhat different from those 
obtained for the E0 and E1 states, showing large differences between the two QM methods. 

At the TPSS-D3 level, three structures are most stable and essentially degenerate in energy. 
Two of them has the second hydrogen atom bridging between Fe2 and Fe6, i.e. the two Fe ions 
that are bridged by S2B, which is already protonated. The two structures differ in which side of 
S2B they are: Fe2/6(3) or Fe2/6(5) (i.e. on the sides directed towards S3A or S5A), as is shown 
in Figures 5a and b. In the former case, the hydride ion is on the same side as the proton on S2B, 
with a H–H distance of only 2.33 Å. The hydride ion is much closer to Fe2 (1.53 Å) than to Fe5 
(2.31 Å). In the other structure, the two hydrogen atoms are on different sides of S2B with a H–H 
distance of 3.49 Å. In this case, the two Fe–H distances are somewhat less different: 1.57 and 
2.01 Å for Fe2–H and Fe6–H. With the def2-TZVPD basis set, the former structure is 3 kJ/mol 
more stable, whereas the opposite is true with the smaller basis set. The third structure, which is 3 
kJ/mol less stable than the best one with both basis sets, has a hydride ion terminally bound to 
Fe5 (Figure 5c). The binding position is opposite to the carbide ion and with a Fe–H distance of 
1.54 Å.  

The other states are significantly less stable, with hydrides on Fe4 or Fe7 22 kJ/mol less 
stable and Fe4/5 26 kJ/mol less stable (Table 5). The general trend is Fe bridging ≈ Fe terminal < 
belt S < Fe-side S < Mo-side S < Mo–Fe bridging ≈ C < Cys < His ≈ HCA. 

Unfortunately, the results are totally different at the B3LYP level, with differences in the 
relative energies of up to 291 kJ/mol. For this functional, protonation the Fe-side sulfides and the 
central carbide give the most stable structures. The best structure with S2B protonated and 
studied in the BS7-S state involves protonation of S2A(Mo). Protonation of the other Fe-side 
sulfides is 19–47 kJ/mol less stable. However, protonation of the central carbide on the Fe3–Fe4–
Fe5–Fe7 side is only 11 kJ/mol less stable (23 kJ/mol with the def2-TZVPD basis set). As usual, 
B3LYP strongly destabilises all protonation of the metals. The best state has Fe5 protonated, but 
it is 52 kJ/mol less stable than the state protonated on S2A(Mo) (59 kJ/mol with the large basis 
set). The two Fe2/6 states that were most stable with TPSS were 63 and 74 kJ/mol less stable 
than the state with S2A protonated (70 and 85 kJ/mol with the large basis set). At the B3LYP 
level, the ordering of the states is approximately: Fe-side S < C < Mo-side S < belt S ≈ Fe 
terminal < Fe bridging < Cys < Mo–Fe bridging < His < homocitrate. 

However, based on results from the more reduced states, we found out that the structures 
(especially those protonated on the carbide ion) are sensitive to the method used for the 
optimisation and also to the BS state used. Therefore, we reoptimised the best B3LYP structures 
at the B3LYP-D3/def2-SV(P) level. Interestingly, then a state doubly protonated on the carbide 
ion (on the C(2367) and C(3457) faces) in the BS8-6 state became most stable. It has two C–H 
bonds of 1.13 and 1.15 Å, although the C atom remains in the centre of the cluster, as can be seen 
in Figure 5d. This state is 194 kJ/mol less stable than the best Fe2/6 state at the TPSS level. The 
second-best structure had a proton on C(3457) (in addition to S2B(3); shown in Figure 5e) and 
was 31 kJ/mol less stable (optimised in the BS9-2 state; 39 kJ/mol with the def2-TZVPD basis 
set). The third structure was 53 kJ/mol less stable than the best one (41 kJ/mol with the larger 
basis set) and had a proton on S2A, but directed towards Fe1 (Figure 5f).  

Finally, we studied the energies for the various BS for the best protonated states. As can be 
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seen in Table S2, BS7-3 is still the lowest state by 23–29 kJ/mol for the best TPSS structure 
(Fe2/6(5)). The same applies for the S2B(3) + S2A(Fe1) state (by at 13 kJ/mol). However, for the 
C(2367) + C(3457) state, BS8-6 was found to be most stable, as has already been mentioned, 50–
68 kJ/mol more stable than the BS7 states. Likewise, for the S2B(3) + C(3457) state, BS9-2 was 
found to be lowest (43–50 kJ/mol lower than the BS7 states), although in both cases other BS 
states are close in energy (2–3 kJ/mol). 

As mentioned above, experiments have indicated that E2 is in the quartet state1 and therefore 
all calculations were performed with this state. However, at the end of the investigation, we 
checked the relative energies of the doublet, quartet and sextet states for the most stable 
protonation states. As can be seen from Table S3, three protonation states (S2B(3) + Fe2/6(3), 
S2B(3) + Fe5 and C(2367) + C(3457)) gave the quartet lowest in energy, whereas for the other 
states, the doublet (S2B(3) + C(3457) or S2A(Fe1)) or the sextet (S2B(3) + Fe2/6(5)) was lower 
in energy, although by only 2–9 kJ/mol for both the TPSS and B3LYP functionals. Thus, the 
different spin states are too close in energy to allow a conclusive assignment of the ground spin 
states of the FeMo cluster.  

The E3 state 
Next, we added a third proton and electron to the E2 state. Since the TPSS and B3LYP 

calculations gave differing predictions for the lowest E2 state, we first started three series of 
systematic protonation of all possible sites (all with S2B(3) protonated and TPSS structures): one 
with a hydride bridging Fe2 and Fe6 on the S3A side (Fe2/6(3)), one protonated on S2A(Mo) and 
one protonated on the central carbide on the C(3457) face. The first was studied primarily with 
TPSS-D3, the other two with B3LYP-D3. Different BS states were tested for the different sets. 

We start to discuss the TPSS results of the first series. We obtained 35 different structures 
from these optimisations, listed in Table 6a. All of them retained the protonation on S2B (1.37 Å) 
and Fe2 (1.51–1.60 Å), and in most cases, the latter hydride ion bridged also to Fe6 (1.85–2.40 
Å). The longer Fe2–H distances are connected with the shorter Fe6–H distances. As can be seen 
from Table 6a, the best structures were those protonated on a single Fe ion. Protonation of Fe5 
gave the most stable structure, 9, 18 and 18 kJ/mol more stable than protonation of Fe4, Fe6 and 
Fe7, respectively (7, 7 and 17 kJ/mol with the def2-TZVPD basis set). A structure with a hydride 
ion bridging between Fe2 and Fe6, but on the other side of S2B was also low in energy, 19 
kJ/mol above the best structure (28 kJ/mol with the large basis set). In general, the ordering of the 
protonation states was Fe < Fe bridging < belt-S < Fe-side S < Mo-side S < C < Fe–Mo bridging 
< Cys < His < HCA. At the B3LYP level, the energies and ordering were quite different: The best 
two were protonated on S2A(Mo) or C(3457), but they were 258–261 kJ/mol less stable than the 
best B3LYP structure.  

As discussed in the previous section, two additional structures were low in energy for the E2 
state (Fe2/6(5) and Fe5). Based on the results in Tables 5a and 6a, we tested a number of 
combinations that were expected to be low in energy and they are presented at the end of Table 
6a. The one with the lowest energy was protonated on S2B(3), Fe2/6(5) and Fe5(Mo). It was 
actually 1 kJ/mol lower than the corresponding Fe2/6(3) structure (isoenergetic with the def2-
TZVPD basis set). It is shown in Figure 6a. A state with S2B(3), Fe5 and Fe4 protonated (Figure 
6b) was only 5 kJ/mol higher in energy and it was actually the best structure with the large basis 
set by 8 kJ/mol. It was most stable in the BS2 state. 

Next, we consider the second series with structures protonated on S2B(3), S2A(Mo) and a 
third atom (Table 6b), and we discuss primarily energies obtained with B3LYP (on TPSS 
structures). It can be seen that the best three structures have a proton on S3B (but the proton is 
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also close to Fe6, 1.91 Å), on C(3457) or on Fe2. In the BS7-3 state, the three structures have the 
same energy within 1 kJ/mol. However, for the C(3457) structure, we found that BS2 was 
actually lower in energy and with that state, this structure become the most stable one by 31 
kJ/mol (however, there are other better structures outside this series, as the energies in Table 6b 
indicate). Structures with a hydride bridging Fe2 and Fe6 on either side of S2B were 43–45 
kJ/mol higher in energy and a structure with a hydride on Fe5 was 48 kJ/mol less stable than the 
C(3457)structure. Other structures were less stable, following the trend Mo-side S < Fe-side S < 
belt S < Fe–Mo bridging < His < HCA < Cys. When evaluated with the TPSS functional, the 
energies were quite different and (as expected) the most stable state had Fe2/6(5) protonated, but 
it was 31 kJ/mol less stable than the best TPSS structure (25 kJ/mol with the large basis set). 

We also run calculations on structures protonated on S2B, C(3457) and a third atom (Table 
6c). However, they did not give any structures that were competitive compared to the structures 
in the other two series: The best structure at the B3LYP level, protonated on S2A(Mo), was 81 
kJ/mol less stable than the best one from Table 6b. Moreover, many of these structures changed 
from protonation of the carbide to bridging or terminal interactions with the nearby Fe atoms. 
However, one structure was found to have a low energy at the TPSS level of theory. It had two 
protons on Fe5 (and the third on S2B) with Fe–H distances of 1.51 and 1.53 Å and the H–H 
distance is 1.99 Å. It was only 11 kJ/mol less stable than the best TPSS structure (9 kJ/mol with 
the def2-TZVPD basis set). 

In the previous section we saw that some structures were very sensitive to the DFT method 
used in the optimisation. Therefore, we also optimised several low-energy structures with 
B3LYP-D3/def2-SV(P). It turned out that a structure with the carbide ion triply protonated (i.e. 
on all three faces) was lowest in energy (bottom of Table 6c). However, in variance to what was 
observed in QM-cluster calculations,35,73 the carbide ion stayed in the centre of the cluster as can 
be seen Figure 6c, although it is strongly distorted and three Fe–C bonds are broken. The second-
best structure had a doubly protonated carbide (on the (3457) and (2367) faces), in addition to a 
proton on S2B(3). It was 30 kJ/mol less stable (46 kJ/mol with the def2-TZVPD basis set) and it 
is shown in Figure 6d. The third best structure had protons on S2B(3), S2A(Mo) and C(3467), 
being 49 kJ/mol less stable than the best structure (50 kJ/mol with the large basis set; bottom of 
Table 6b). Geometry optimisation lowered the B3LYP energy of the TPSS-optimised structures 
by 108–267 kJ/mol and changed the relative energies by up to 159 kJ/mol, showing that it is risky 
to employ one functional for the structures and another for the energies. 

These results show that there are extensive differences between the results obtained at the 
TPSS and B3LYP levels of theory. In fact, the best TPSS structures are 284–400 kJ/mol higher 
than the best structure at the B3LYP level (259–277 kJ/mol after geometry optimisation), and the 
best B3LYP structure is 240 kJ/mol less stable than the best structure at the TPSS level (177 
kJ/mol after geometry optimisation). Of course, this is a major problem in the computational 
studies of nitrogenase. 

For seven of the best structures, we examined the stability of the 35 BS states. As can be seen 
from Table S4, for three of the structures (S2B+Fe2/6(3 or 5)+Fe5 and S2B+Fe2/6(5)+S2A), 
BS7-3 is still the most stable state, by 11–26 kJ/mol. For a fourth protonation state 
(S2B+S2A+C(3457)), BS7-1 is most stable (by 11 kJ/mol). However, for the state triply 
protonated on the central carbide, BS10-4 is the lowest BS state, 3 kJ/mol lower than another 
BS10 state, but 44 kJ/mol lower than the BS7-3 state at the B3LYP level (all states were 
optimised). Likewise, BS8-6 is the lowest state when the carbide doubly protonated (by 13–14 
kJ/mol), 36 kJ/mol lower than the BS7-3 state, and with a singly protonated carbide, BS2 is 
lowest, but only 5 kJ/mol lower than BS7-3 at the TPSS level, but by 35 kJ/mol with B3LYP. 
Thus, the BS-state ordering is more complicated with B3LYP than with TPSS, as was also noted 
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before.37 
All calculation up to this point were performed on the triplet state. However, for six low-

energy states, we also checked the stability of the (open-shell) singlet and quintet states. For three 
of the states, we found that the triplet was lowest by 12–45 kJ/mol, as can be seen in Table S5. 
However, for the other three states, the singlet state was lower in energy by 5–15 kJ/mol, 
especially when all BS states were considered. Yet, as the energy difference is small and a full 
study of all possible spin and BS states would be very demanding, we have not studied the spin 
states further, especially as the studies on the other En states do not indicate that the DFT spin-
state ordering can be trusted.  

The E4 state 
Finally, we added a fourth electron and proton to the E3 state. In this case, we started from 

three different structures: Two of the best E3 TPSS states (with S2B(3), Fe2/6(3) and Fe5 or Fe4 
protonated), which differed by only 7–9 kJ/mol, and the B3LYP state based on the TPSS 
structures (with S2B(3), S2A(Mo) and C(3457) protonated). For each case, we tried as usual ~50 
positions for the fourth proton, of which ~30 were successful. The results are shown in Table 7 
and are described in separate paragraphs.  

Starting from the state with protons on S2B(3), Fe2/6(3) and Fe5, the results (shown in Table 
7a) were quite similar to those of the E3 state. About half of the structures had the second proton 
mainly on Fe2 (with a Fe–H distance of 1.52–1.53 Å), whereas in the remainder of the structures, 
it bridged also to Fe6, typically with a longer Fe6–H distance of 2.03–2.28 Å. However, in the 
best structure, the opposite applies. It had Fe2–H = 1.91 Å and Fe6–H = 1.56 Å, and it had the 
fourth proton on Fe6 (Fe–H = 1.52 Å; Figure 7a). Thus, Fe6 binds two hydride ions, but they are 
2.41 Å apart (one of them bridging to Fe2). This binding also affected the electronic structure so 
that the best BS state was BS2. The second-best state has a hydride on Fe4 but it was 17 kJ/mol 
less stable (23 kJ/mol with the def2-TZVPD basis set), followed by a second hydride bridging 
Fe2 and Fe6 on the other side or a hydride on Fe7 (both 32 kJ/mol less stable). The general order 
was Fe < Fe bridging < S Fe-side < S belt < S Mo-side < Cys < C < His < HCA.  

The results for the structures with protons on S2B, Fe2/Fe6 and Fe4 were similar (Table 7b). 
The best structure had a hydride on Fe5 with Fe–H = 1.55 Å (Figure 7b). Like the best structure 
in the first series, the distance for the bridging hydride was shorter to Fe6 than to Fe2, 1.65 and 
1.70 Å. Interestingly, it was found to be most stable in the BS6-2 state and it was 2 kJ/mol more 
stable than the best state in the other series (but 3 kJ/mol less stable with the def2-TZVDP basis 
set). Next came a state with the fourth proton on Fe6 with a Fe6–H distance of 1.51 Å. Again, it 
had two protons on Fe6 (H–H = 2.41 Å) and it was in the BS2 state. It was only 2 kJ/mol less 
stable than the previous state and 5 kJ/mol less stable than the best state with the large basis set. 
Other states with hydrides on Fe4, Fe7 or Fe2/6 were 39 kJ/mol less stable than the best state.  

Based on the results for E2 and E3, we also tested some structures with a hydride in the 
Fe2/6(5) position, instead of Fe2/6(3), viz. with the third and fourth protons on Fe4+Fe5, 
Fe4+Fe6 and Fe5+Fe6. As can be seen at the end of Tables 7a and 7b, these structures were low 
in energy, as expected. The first was the second-best structure at the TPSS/def2-SV(P) level, only 
1 kJ/mol less stable than the best one (but the fourth best with the def2-TZVPD basis set, 10 
kJ/mol less stable than the best). The other two structures were 8 and 14 kJ/mol less stable than 
the best (14–18 kJ/mol with the large basis set). This shows that at the TPSS level, there are 
several structures close in energy with hydride ions on various combinations of the Fe2, Fe4, Fe5, 
and Fe6 ions. 

Third, we added the fourth proton to the state with protons on S2B(3), S2A(Mo) and 
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C(3457). As for the corresponding states for E3, this was somewhat problematic, because at the 
TPSS level the proton prefers to bind to Fe ions. Therefore, for more than half of the structures, 
the proton on C moved to one or two of the nearby Fe ions (Fe3, Fe5, Fe7, Fe3/7 or Fe4/5), even 
if the structure was first optimised with the proton restrained to the C atom (Table 7c). The best 
structure, according to the B3LYP energies, had two protons on the central carbide (on the (3457) 
and (2367) faces), with C–H distances of 1.19 and 1.21 Å. The carbide ion remained in the centre 
of the cluster, although it is quite distorted. It was most stable with the BS2 state. This structure 
was 91 kJ/mol more stable than a structure with the fourth proton bridging Fe2 and Fe6 (85 
kJ/mol with the def2-TZVPD basis set). The general order of the structures was: Fe bridging < C 
< Fe < S Mo-side < S belt < S Fe-side < His ≈ HCA ≈ Cys. Structures that did not retain the C–H 
bond were high in energy at the B3LYP level (167 kJ/mol or more above the best structure).  

However, if the structures were optimised at the B3LYP-D3/def2-SV(P) level of theory, the 
situation changed and additional structures were found as can be seen in Table 7d. In particular, a 
structure with a triply protonated carbide (on each of the three faces with all three C–H bonds = 
1.10 Å) became most stable. It was quite distorted, as can be seen in Figure 7c. This structure was 
51 kJ/mol more stable than the state doubly protonated on the carbide and also on S2A(Mo) (56 
kJ/mol with the def2-TZVPD basis set), described in the previous paragraph (but after B3LYP 
optimisation). In fact, a similar structure, but with the S2A proton in the opposite direction 
(S2A(Fe1), shown in Figure 7d), was somewhat better, 38 kJ/mol less stable than the best 
structure (44 kJ/mol with the large basis set). The fourth-best structure (protonated on S2B(3), 
S2A(Mo), C(3457) and Fe6/7 was 168 kJ/mol less stable than the best one.  

As before, there is a major discrepancy between relative energies calculated with TPSS and 
B3LYP. The four structures that are most stable at the TPSS level are 339–389 kJ/mol less stable 
than the best B3LYP structure (after optimisation). Likewise, the best B3LYP structure is 186 
kJ/mol less stable than the best structure at the TPSS level. 

Recently, there has been a controversy between Siegbahn and the Hoffman group regarding 
the best E4 structures. The latter have assumed that all four protons bind on the Fe2–Fe3–Fe6–
Fe7 face of the cluster and they have argued that the best structure is protonated on S2B, S5A, 
Fe2/6 and Fe2 (i.e. two hydride ions on Fe2, but without any H–H bond).34 We can also obtain 
such a structure, but it is 86 kJ/mol higher than our best structure at the TPSS level (101 kJ/mol 
with the def2-TZVPD basis set) and 365 kJ/mol less stable than our best structure at the B3LYP 
level w (Table 7e, E(4H)b). Their second-best structure is protonated on S2B, S5A, Fe2/6 and 
Fe3/7 (Figure 7e), and in our calculations this structure is more stable, but it is still 54 kJ/mol less 
stable than our best TPSS structure (264 kJ/mol with B3LYP). Their third structure (with protons 
on S2B, S3A, Fe2/6 and Fe3/7) is 131 kJ/mol less stable than the best TPSS structure. 

On the other hand, Siegbahn has argued that structures protonated on the central carbide are 
much more stable than the Hoffman structures by 175–231 kJ/mol at the B3LYP level and 104–
221 kJ/mol with BP86.35 Unfortunately, these energies are based on a very strange structure 
employed for the Hoffman-type state (according to the structure in the supporting material). It is 
correctly protonated on S3B, S5A and Fe2/6, but the fourth proton is placed in the centre of the 
Fe1, Fe2, Fe3, Fe4 cubane cluster, giving a strongly distorted structure and unfavourable energies 
(202 kJ/mol higher than our best TPSS structure). On the other hand, our results confirm that 
when the energies are evaluated with B3LYP and especially when structures are optimised with 
B3LYP, protonation of the central carbide gives the most stable structures. However, our 
QM/MM structures are quite different from those presented by Siegbahn in that the carbide is 
still in the centre of the cluster, whereas in Siegbahn’s structure, it has moved to the surface of 
the cluster, interacting with only three of the six central Fe ions and prone to dissociation as CH4. 
Such structures have been hard to find in our QM/MM calculations, owing to the constraints 
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enforced by the surrounding protein.  
Several groups have studied the reaction mechanism of nitrogenase and suggest other 

protonation states for E4. For example, Adamo and coworkers used the M06-2X functional and 
suggested a structure with protons on S2B, S2A, S5A and the central carbide protonated.28 When 
optimised with B3LYP with the BS3-2 state, it is 146 kJ/mol less stable than the best B3LYP 
structure and therefore our fourth best B3LYP structure (Table 7d). On the other hand, Dance 
used the pure BLYP functional and suggested a structure with hydride ions terminally bound on 
Fe2 and Fe6, in addition to protons on S2B and S3B.74,75 In our hands, such a structure is 72 
kJ/mol less stable than our best structure at the TPSS level and 426 kJ/mol less stable than the 
best structures as the B3LYP level (Table 8e). Likewise, McKee showed that with the B3LYP 
functional, a structure with the central carbide is 108 kJ/mol more stable than Dance’s structure,27 
which is in agreement with our B3LYP results. 

For eight low-energy states, we have studied the relative stability of all 35 BS states. All 
results are collected in Table S6. It can be seen that the results are quite confusing: For none of 
the structures is the BS7-3 lowest, although it is rather low for all TPSS structures, as well as the 
Hoffman structure and two of the B3LYP structures (4–18 kJ/mol higher than the best BS state). 
However, for one of the B3LYP structures, it 157 kJ/mol less stable than the best state. 
Unfortunately, there is no other state that is always most stable. Instead, the most stable state is 
BS6-2 for two of the TPSS structures, BS2 and BS9-2 for one of the TPSS and one of the B3LYP 
structures each, whereas BS10-1 and BS10-5 are most stable for the remaining two structures. 
However, BS6-2 is always low in energy (within 8 kJ/mol of the best) for the TPSS and Hoffman 
structures (evaluated with the TPSS functional), whereas BS2 is always low in energy for the 
B3LYP structures (within 9 kJ/mol). Even worse, the relative energies of the various structures 
change much when the geometry is optimised. Therefore, it seems to be necessary to determine 
the best BS state for each intermediate with a full investigation of the BS states, including full 
geometry optimisation.   

Although experimental data show that the E4 state should be in the doublet state1,13 (the state 
employed in all calculations up to now), we also studied the quartet state (we did not find any 
reasonable sextet state) for the best structures. As can be seen in Table S7, for the best TPSS and 
B3LYP structures (protonated on S2B, Fe2/6, Fe4 and Fe5 or triply protonated on the central 
carbide), the doublet state was most stable by 14 kJ/mol or 65 kJ/mol, respectively. However, for 
the second-best TPSS state, the quartet was found to be 3 kJ/mol lower in energy.  

Conclusions 
We have performed a systematic study of the protonation of the FeMo cluster in nitrogenase 

in the E0–E4 states. We use QM/MM calculations with the entire FeMo cluster, as well as all 
groups that form hydrogen bonds to it within 3.5 Å in the crystal structure in the QM system and 
keeping the surrounding protein fixed (to avoid the local-minima problem). By employing 
quantum refinement and comparing geometries with that of the crystal structure, we show quite 
conclusively that the resting (E0) state of the enzyme does not have any additional proton. This 
has been assumed in most previous studies, except by Nørskov and coworkers,25 but it is not at 
all evident. 

In the E1 state, we find that the most favourable protonation site is on S2B and this also 
agrees with most previous theoretical studies.1,13,24–28,16–23 However, for the E2–E4 states, we find 
new preferred protonation states that have not been suggested before and moreover, the 
predictions strongly depend on which DFT method is used to calculate the relative energies. With 
the pure TPSS functional, we obtain structures with hydride ions on the Fe ions, typically with 
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several structures close in energies, indicating that the hydride ions may move quite freely within 
the cluster. The first hydride ion bridges the Fe2 and Fe6 ions, with approximately the same 
energy for states with the hydride on either side of S2B. The next proton binds terminally either 
to Fe4 or Fe5 and the E4 state is predicted to have two terminal hydrides on two of Fe4, Fe5 or 
Fe6 ions. On the other hand, the hybrid functional B3LYP disfavours metal binding and instead 
strongly prefers protonation of the central carbide ion. In fact, the most stable structures of the E2, 
E3 and E4 states have the carbide ion doubly or triply protonated. This is in agreement with the 
suggestions by Siegbahn,35,73 although the carbide ion stays in the centre of the (quite distorted) 
FeMo cluster in our QM/MM calculations. In agreement with our previous study, the energies are 
insensitive to the size of the basis set (changing by less than 16 kJ/mol going from def2-SV(P) to 
def2-TZVPD).  

As discussed in the introduction, there is a very large number of possible protonation states 
of the FeMo cluster in nitrogenase. Therefore, a heuristic approach needs to be applied. In this 
study, we have made the following assumptions: 

a) The best protonation state at one oxidation level can be found by adding a proton and 
an electron to the best state at the previous oxidation/protonation level. 

b) Reliable energies can be obtained by optimising structures at the TPSS-D3/def2-
SV(P) level, followed by a single-point energy calculation at the B3LYP-D3/def2-
SV(P) level, and for the best states, also single-point energies by TPSS-D3 and 
B3LYP-D3 with the def2-TZVPD basis set. 

c) All structures at the same oxidation level can be studied with the same BS and spin 
state. For E0, E2 and E4, we have used the experimentally determined spin states, 
quartet, quartet and doublet, respectively.  

d) It is assumed that all BS states can be reached by swapping the Fe ions. 
Of course, all these assumptions can be discussed and criticised – we in no way claim that the 
present calculations finally solve the protonation-state problem of nitrogenase and we currently 
ignore several potentially important effects, e.g. entropy or conformational changes. On the 
contrary, our results show that the problem is much more complicated than assumed before in 
several aspects.  

In particular, assumption c) is clearly not valid: The various protonation states often have 
varying preferred BS states. For example, for the eight protonation states studied for E4, five 
different optimum BS states were found (cf. Table S6). Even worse, the optimum BS state is 
sensitive to the geometry (by > 50 kJ/mol), so studies of the BS state for the more reduced and 
protonated FeMo cluster require geometry optimisation of each studied BS state. Moreover, both 
TPSS and B3LYP seem to have problems to find the correct spin state, especially as these often 
are close in energy.  

Likewise, assumption d) also becomes increasingly problematic when the number of 
protonated metals increase. Swapping of the metals assume that the metals are equivalent, but 
when they are protonated, they become distinct from the others, typically with a lower spin 
density. Then, it becomes more complicated to automatically generate all possible BS states. 

Furthermore, we have also seen that even assumption a) is not always valid: The E1 state is 
most stable with S2B protonated, even with B3LYP, but for E2, double protonation of the carbide 
was found to be the most favourable state. Moreover, we have seen that our approach has been 
hard to follow in practice as new low-energy states are continuously found as the experience 
grows by the studies of the more reduced states. To reduce the time consumption, we decided to 
start the study of the next En level when all the def2-SV(P) calculations were finished. However, 
it was sometimes found that the ordering changed slightly when the larger basis set was used 
(although the effect is still quite restricted) and in particular when better BS states were found or 
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when structures were optimised by B3LYP. Therefore, the selection of protonation series can 
sometimes seem suboptimal in retrospect.  

Throughout this study, we have found that it is very unfavourable to protonate the His, Cys 
and HCA ligands, typically by >100 kJ/mol (i.e. >17 pKa units). This is somewhat alarming, 
because it indicates that the calculated pKas of these groups are far from their experimental values 
(7–10 for free His or Cys).76 This may indicate that the model of the FeMo cluster has a too high 
negative charge, i.e. that it actually should be more protonated. However, the comparison of the 
resting state to the crystal structure quite conclusively shows that the latter is not further 
protonated.  

We have concentrated on protonated states of the cluster. Occasionally, we have obtained 
structures with H2 bound to the metals or dissociated from the cluster, but we have not 
systematically studied such structures. However, we find that they typically have favourable 
energies, especially at the TPSS level (e.g. –48 kJ/mol for E4). Considering that previous studies 
have shown that protons in the FeMo cluster seem to be able to move rather freely between the 
various possible protonation positions,26,74,75 it seems to be a big challenge for any computational 
study of nitrogenase to explain how the enzyme avoids that the added protons and electrons leave 
the cluster in the form of H2 before N2 binds. Thus, it is not enough to show that N2 can bind to 
the cluster and may be protonated – it must also be shown that H2 formation and dissociation 
from any of the En, n ≥ 2, state is not thermodynamically favourable and kinetically feasible.  

However, the most important problem with the study of nitrogenase is that different DFT 
functionals give so varying results for energies, BS states, as well as geometries. In general, 
TPSS favours hydride ions bound to or bridging metals, whereas B3LYP favours protonation of 
the sulfides and especially the central carbide ion. Predictions of the relative energies of the best 
protonation states for E4 differ by over 300 kJ/mol. This is the reason for the recent controversy 
between Siegbahn and the Hoffman group about the best protonation of the E4 state34,35 and 
probably also an important reason for the many differing mechanisms suggested for the 
enzyme.1,13,24–28,16–23 Undoubtedly, we urgently need more accurate QM methods that can decide 
which DFT approaches give the more accurate energies. At present, we can only point out that 
pure functionals give more accurate structures of the resting state (compared to the crystal 
structure6) and a protonation of the E4 state that is closer to the interpretation of the experiments 
(with two bridging hydride ions),34 whereas B3LYP seems to give more reasonable energies of 
states involving H2. Unfortunately, neither TPSS nor B3LYP give a structure of the E4 state with 
two bridging hydride ions, as suggested by experiments,1 but the best TPSS structure of E2 has 
one protonated sulfide ion and one hydride ion, in accordance with experimental suggestions.1 
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Table 1. A list of the tested protonation sites, their grouping and the number of tested 
conformations in the initial (E0 state; in brackets) and bulk (E1–E4) studies. 
 
Site Group # directions 
Cys-275  1 (3) 
His-195  1 
HCA  1 
C  3 
S2B Belt sulfide 2 
S3A  2 
S5A  2 
S1A Fe-side sulfide 2 
S2A  2 
S4A  2 
S1B Mo-side sulfide 2 
S3B  2 
S4B  2 
Fe1 Fe1 1 (3) 
Fe2 Terminal Fe 1 (3) 
Fe3  1 (3) 
Fe4  1 (3) 
Fe5  1 (3) 
Fe6  1 (3) 
Fe7  1 (3) 
Mo Mo 1 (3) 
Fe1/2 Fe bridging 1 
Fe1/3  1 
Fe1/4  1 
Fe2/3  1 
Fe2/4  1 
Fe3/4  1 
Fe2/6  2 
Fe3/7  2 
Fe4/5  2 
Fe5/6  1 
Fe5/7  1 
Fe6/7  1 
Mo/Fe5 Mo–Fe bridging 1 
Mo/Fe6  1 
Mo/Fe7  1 
Total  50 (68) 
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Table 2. Results for the protonated resting state (E0), giving the protonation site, the X–H 
distance, as well as other short distances to the added proton (Å; S2B=2.02 means that the S2B–
H distance is 2.02 Å and so on) and three sets of energies (kJ/mol; SV and TZ are the def2-SV(P) 
and def2-TZVPD basis sets).  

Site X–H Other TPSS B3LYP 
   SV TZ TZ 
Cys(Fe2) 1.39  87 75 77 
Cys(Fe4) 1.36  61 54 55 
His 1.09 S2B=2.02 151 148 128 
HCA 0.99  128 130 120 
C(2367) 1.24 Fe3=1.74, Fe7=1.76  87 95 51 
C(3457) 1.29 Fe3=1.96, Fe4=1.81, Fe5=1.90 88 95 81 
C(2456) 1.22 Fe4=1.77, Fe5=1.78  81 90 38 
S2B(3) 1.37  0 0 0 
S2B(5) 1.37  19 17 17 
S3A(2) 1.37  20 23 14 
S3A(5) 1.36  25 23 16 
S5A(3) 1.37  4 6 12 
S5A(2) 1.38  22 19 16 
S1A(Fe1) 1.39 Fe1=2.21 31 33 22 
S1A(Mo) 1.39  44 49 31 
S1A(Cys) 1.53  113 114 99 
S2A(Mo) 1.37 SCys=1.85, Fe1=2.00  35 38 14 
S2A(Fe1) 1.40  35 36 30 
S2A(Fe2) 1.48 Fe2=1.84  77 72 78 
S4A(Fe1) 1.38  46 47 10 
S4A(Fe4) 1.36  57 65 2 
S1B(Mo) 1.38  92 97 108 
S1B(Fe5) 1.48 Fe5=1.78  76 77 103 
S3B(Mo) 1.38  107 111 126 
S3B(Fe6) 1.45 Fe6=1.87  71 75 90 
S4B(Mo) 1.40  77 87 81 
S4B(Fe5) 1.50 Fe5=1.75  57 58 71 
Fe1(S2A) 1.52  67 69 123 
Fe1(Fe2) 1.52  78 76 125 
Fe1(Fe4) 1.54  76 76 115 
Fe2 1.53  45 50 101 
Fe2(S1A) 1.53  62 52 103 
Fe2(Fe3) 1.53  59 62 109 
Fe3 1.54  28 27 106 
Fe3(S4A) 1.52 Fe7=2.16 65 72 129 
Fe4 1.53  27 26 110 
Fe5 1.53  29 30 117 
Fe5(S4B) 1.52 Fe4=2.25 61 71 126 
Fe6 1.55  43 45 99 
Fe7 1.54  37 44 127 
Fe7(S4B) 1.52 Fe3=2.05 61 73 136 
Mo(Fe7) 1.69  114 128 166 
Fe1/3 1.70 1.95, S2A=1.53 79 77 90 
Fe2/3 1.70 1.71, S2A=1.99 91 96 149 
Fe2/4 1.69 1.71 84 91 127 
Fe3/4 1.67 1.71 76 92 125 
Fe2/6(3) 1.75 1.75 70 72 183 
Fe2/6(5) 1.74 1.63 74 79 175 
Fe4/5(2) 1.66 1.71 60 63 186 
Fe4/5(5) 1.68 1.69 86 95 166 
Fe3/7(3) 1.64 1.74 86 94 157 
Fe3/7(2) 1.68 1.64 47 59 178 
Fe5/7 1.77 1.63 88 96 145 
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Table 3. RMSD, as well as average and maximum metal–metal and meta–ligand distances for the 
unprotonated (No) and the various protonated states of the resting state, compared to the crystal 
structure.6 The best result is highlighted in bold face in each column. 

Site RMSD Metal–metal distances Metal–ligand distances 
  Av. Max Bond Av Max Bond 
No 0.063 0.054 0.092 Fe6–Fe7 0.023 0.058 Fe2–C 
Cys(Fe2) 0.101 0.070 0.142 Fe1–Fe3 0.028 0.081 Mo–O1 
Cys(Fe4) 0.093 0.075 0.168 Fe1–Fe3 0.031 0.113 Fe1–SCys 
His 0.074 0.052 0.113 Fe5–Fe7 0.026 0.068 Mo–O1 
HCA 0.079 0.060 0.090 Fe5–Mo 0.027 0.061 Fe5–C 
C(2367) 0.096 0.054 0.124 Fe2–Fe3 0.036 0.149 Fe3–C 
C(3457) 0.081 0.029 0.060 Fe1–Fe3 0.027 0.090 Mo–O1 
C(2456) 0.104 0.066 0.206 Fe4–Fe5 0.033 0.146 Fe4–C 
S2B(3) 0.094 0.063 0.099 Fe2–Fe4 0.036 0.174 Fe2–S2B 
S2B(5) 0.091 0.062 0.099 Fe2–Fe4 0.036 0.183 Fe2–S2B 
S3A(2) 0.093 0.061 0.122 Fe3–Fe4 0.033 0.119 Fe5–S3A 
S3A(5) 0.090 0.063 0.119 Fe5–Fe7 0.033 0.111 Fe5–S3A 
S5A(3) 0.121 0.064 0.114 Fe3–Fe4 0.035 0.090 Fe7–S5A 
S5A(2) 0.110 0.062 0.105 Fe5–Fe7 0.036 0.112 Fe3–S5A 
S1A(Fe1) 0.125 0.064 0.123 Fe1–Fe3 0.038 0.340 Fe1–S1A 
S1A(Mo) 0.123 0.063 0.131 Fe1–Fe3 0.039 0.369 Fe1–S1A 
S2A(Mo) 0.177 0.061 0.127 Fe1–Fe4 0.049 0.588 Fe1–S2A 
S2A(Fe1) 0.145 0.057 0.111 Fe1–Fe4 0.044 0.399 Fe1–S2A 
S4A(Fe1) 0.123 0.057 0.109 Fe5–Fe7 0.050 0.461 Fe1–S4A 
S4A(Fe4) 0.122 0.069 0.137 Fe5–Fe7 0.049 0.270 Fe4–S4A 
S1B(Mo) 0.106 0.060 0.138 Fe5–Fe7 0.044 0.345 Fe5–S1B 
S1B(Fe5) 0.100 0.054 0.103 Fe5–Fe7 0.036 0.206 Fe5–S1B 
S3B(Mo) 0.119 0.053 0.116 Fe5–Fe7 0.039 0.174 Mo–S3B 
S3B(Fe6) 0.104 0.058 0.104 Fe5–Fe6 0.040 0.221 Fe6–S3B 
S4B(Mo) 0.100 0.060 0.117 Fe5–Fe6 0.042 0.361 Fe5–S4B 
S4B(Fe5) 0.087 0.055 0.110 Fe3–Fe4 0.035 0.192 Fe5–S4B 
Fe1(S2A) 0.122 0.066 0.168 Fe1–Fe2 0.032 0.144 Fe1–S2A 
Fe2 0.102 0.052 0.108 Fe3–Fe4 0.034 0.097 Fe2–C 
Fe3 0.119 0.050 0.147 Fe5–Fe7 0.035 0.159 Fe3–C 
Fe4 0.113 0.056 0.157 Fe5–Fe7 0.035 0.126 Fe4–C 
Fe5 0.105 0.057 0.143 Fe3–Fe4 0.036 0.128 Fe5–C 
Fe5(S4B) 0.136 0.065 0.143 Fe5–Fe7 0.029 0.139 Fe5–S8 
Fe6 0.102 0.053 0.136 Fe5–Fe7 0.035 0.164 Fe6–C 
Fe7 0.109 0.058 0.141 Fe3–Fe4 0.036 0.145 Fe7–C 
Mo 0.226 0.096 0.440 Fe5–Mo 0.040 0.201 Mo–S4B 
Fe1/3 0.113 0.055 0.114 Fe5–Fe7 0.037 0.294 Fe1–S2A 
Fe2/3 0.089 0.056 0.136 Fe2–Fe3 0.032 0.130 Fe2–S2A 
Fe2/4 0.107 0.056 0.141 Fe2–Fe4 0.032 0.156 Fe2–S1A 
Fe3/4 0.138 0.045 0.148 Fe3–Fe4 0.033 0.126 Fe4–S4A 
Fe2/6(3) 0.137 0.060 0.186 Fe2–Fe6 0.028 0.079 Mo–O1 
Fe2/6(5) 0.108 0.060 0.188 Fe2–Fe6 0.029 0.090 Fe5–C 
Fe4/5(2) 0.146 0.065 0.191 Fe4–Fe5 0.028 0.094 Mo–O1 
Fe4/5(5) 0.110 0.049 0.126 Fe4–Fe5 0.027 0.088 Fe2–C 
Fe3/7(3) 0.108 0.046 0.136 Fe3–Fe7 0.027 0.090 Fe2–C 
Fe3/7(2) 0.179 0.067 0.193 Fe3–Fe7 0.027 0.097 Mo–O1 
Fe5/7 0.090 0.047 0.144 Fe5–Fe7 0.031 0.096 Mo–O1 
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Table 4. Results for the various protonated states of the E1 state, showing the protonated site, the 
X–H bond length of the added proton, as well as other short distances to this proton (Å) and three 
sets of relative energies (kJ/mol; energies in brackets are obtained with def2-TZVPD basis set). 
In the B3Opt column, structures were optimised at the B3LYP-D3/def2-SV(P) level of theory. 
The reference structure was protonated on S2B(3). 
 
Site X–H Other TPSS B3LYP B3Opt 
Cys 1.41  140 168  
His 1.02  206 203  
Hca 0.99  181 175  
C(2367) 1.26 Fe3=1.72, Fe7=1.74  88 85 29 
C(3457) 1.29 Fe3=2.04, Fe5=1.82   

Fe4=1.81, Fe7=2.08  
90 105 9 

S2B(3) 1.37  0 (0) 0 (0) 0 
S2B(5) 1.38  7 (4) 35 (34)  
S3A(5) 1.37  57 87  
S3A(2) 1.37  55 69  
S5A(3) 1.37  32 72  
S5A(2) 1.38  53 79  
S1A(Mo) 1.37  69 91  
S1A(Fe1) 1.39  53 80  
S2A(Mo) 1.37  58 65  
S2A(Fe1) 1.40  59 80  
S4A(Fe1) 1.38  74 81  
S4A(Fe4) 1.36  75 72  
S1B(Fe5) 1.50 Fe5=1.78 82 130  
S1B(Mo) 1.39  92 119  
S3B(Mo) 1.41  106 138  
S3B(Fe6) 1.56 Fe6=1.67 71 109  
S4B(Fe5) 1.50 Fe5=1.76 71 116  
S4B(Mo) 1.39  91 116  
Fe1 1.52  76 168  
Fe2 1.53  51 131  
Fe3  1.52  43 129  
Fe4 1.54  27 96  
Fe5 1.53  31 141  
Fe6 1.51  37 120  
Fe7 1.51  40 158  
Fe3/4 1.73 1.66 85 155  
Fe3/7(3) 1.70 1.65 85 180  
Fe4/5(5) 1.79 1.60 83 181  
Fe4/5(2) 1.97 1.53 141 248  
Mo/Fe5 1.78 1.68 93 120  
Mo/Fe7 1.74 1.80 86 111  
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Table 5. Results for the various protonated E2 states of the state, giving the second protonated site (the 
first proton is always on S2B(3), except for the C2 structures), the two X–H bond lengths, as well as other 
short distances to the protons (Å) and five sets of relative energies (kJ/mol). In the upper part, the 
structures are optimised with TPSS and in the lower part by B3LYP. The reference state is protonated on 
Fe2/6(5) for TPSS, and on C(2367) + C(3457) (= C2) for B3LYP and B3Opt.   

Site X–H distances (Å) def2-SV(P) def2-TZVPD 
 S2B 2nd  Other TPSS B3LYP B3Opt TPSS B3LYP 
Cys 1.37 1.43  113 263    
His 1.37   172 313    
HCA 1.37   170 318    
C(2367) 1.38 1.38 2.12,1.71,2.11,1.70 95 237    
C(3457) 1.38 1.18 1.81,2.27,2.22,2.02  104 157 75 102 149 
C(2456) 1.38 1.26 2.17,1.73,1.74,2.21  92 205    
S3A(2) 1.38 1.37  57 198 128 42 201 
S3A(5) 1.38 1.39  52 241    
S5A(2) 1.38 1.38  30 216 129 18 200 
S5A(3) 1.38 1.37  37 200 112 19 188 
S1A(Fe1) 1.38 1.38 Fe1=2.29 47 177 104 25 158 
S1A(Mo) 1.38 1.38  55 193  42 180 
S2A(Mo) 1.38 1.39  47 146 90 34 126 
S2A(Fe1) 1.38 1.39 Fe1=2.22 47 191 53 31 179 
S4A(Fe4) 1.37 1.38  50 174 99 53 168 
S4A(Fe1) 1.37 1.42 Fe1=1.93 53 165 97 49 156 
S1B(Mo) 1.37 1.42  80 225    
S3B(Mo) 1.37 1.42  84 216    
S3B(Fe6) 1.37 1.42 Fe6=1.91 66 186    
S4B(Mo) 1.37 1.44  90 230    
S4B(Fe5) 1.37 1.45  93 244    
Fe1 1.38 1.52  33 228    
Fe2 1.37 1.53  27 212  20 197 
Fe3 1.38 1.52  53 336    
Fe4 1.38 1.54  22 250    
Fe5 1.37 1.54  3 198 159 0 185 
Fe6 1.38 1.51  35 255    
Fe7 1.37 1.51  22 216 178 21 206 
Fe3/4 1.38 1.65 1.74 81 287    
Fe2/6(5) 1.38 1.57 2.01 0 220 156 0 212 
Fe2/6(3) 1.37 1.53  2 209 153 -3 196 
Fe3/7(2) 1.38 1.52  53 344    
Fe3/7  1.37 2.28 1.51 28 233    
Fe4/5(2) 1.38 2.21 1.52 26 236    
Fe4/5(5) 1.37 1.69 1.78 64 274    
Mo/Fe5 1.37 1.80 1.67 111 271    
MoFe7 1.38 1.74 1.79 95 326    
C2

b 1.13 1.16 1.87,2.20,2.15,2.01 
1.83,2.12,1.81,2.23 

155 0 0 170 0 

Structures optimised with B3LYP-D3/def2-SV(P)     
S2A(Fe1) 1.36 1.37  133  53 124 41c 

C(3457)a 1.36 1.11 2.21,2.12,2.09,2.34 127  31 122 39c 

C2
b 1.13 1.15 2.39,2.13,2.24,2.40 

2.20,2.17,2.22 
194  0 228 0c 

a Studied in the BS9-2 state. 
b Protons on both C(2367) and C(3457) and not on S2B(3). Studied in the BS8-6 state. 
c With the C(2367)+C(3457) structure optimised with B3LYP as the reference 
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Table 6. Results for the various E3 states, listing the protonated site, the X–H bond lengths, as well as 
other short distances to the added protons (Å) and up to five sets of relative energies (kJ/mol; B3Opt 
means optimised with B3LYP-D3/def2-SV(P); values in brackets in (c) are for the def2-TZVPD basis set). 
All structures are protonated on S2B(3) (except C3). In (a) the second proton (hydride) is on Fe2/6(3). In 
(b), it is on S2A(Mo). In (c) it is on central carbide on the C(3457) face. Each energy column has a 
reference value (0 kJ/mol) that is common for the three tables (S2B(3) + Fe2/6(5) + Fe5(Mo) for TPSS 
and C(2367) + C(3457) + C(2456) (= C3) for B3LYP and B3Opt).  
(a) Protonated on S2B(3), Fe2/6(3) and a third site  

Site X–H distance def2-SV(P) def2-TZVPD 
 S2B Fe2 Fe6 3rd Other TPSS B3LYP B3Opt TPSS B3LYP 
Cys 1.37 1.53 2.27 1.42  93 345    
His 1.37 1.53    176 430    
HCA 1.37 1.53 2.30   178 433    
C(2367) 1.37 1.52  1.38 2.27,1.68,2.10,1.70  79 333 125   
C(3457) 1.37 1.53 2.26 1.20 1.76,2.26,2.28,2.00  89 261 196 87 271 
C(2456) 1.37 1.56  1.12 Fe2=2.14 109 265 214 119 268 
S3A(2) 1.37 1.53  1.37  46 290    
S3A(5) 1.37 1.53  1.37  51 298    
S5A(2) 1.37 1.53  1.38  38 331    
S5A(3) 1.37 1.52 2.27 1.37  30 291    
S1A(Fe1) 1.37 1.54 2.08 1.40 Fe1=2.13 32 275 214 26 263 
S1A(Mo) 1.37 1.55 1.95 1.37  43 273    
S2A(Mo) 1.37 1.52  1.39  44 258 207 31 241 
S2A(Fe1) 1.37 1.52 2.08 1.39 Fe1=2.23 39 298    
S4A(Fe4) 1.37 1.53  1.38  48 282    
S4A(Fe1) 1.37 1.52  1.38 Fe1=2.27 53 295    
S1B(Mo) 1.37 1.54 2.21 1.41  79 336    
S3B(Mo) 1.37 1.60 1.85 1.41  73 323    
S3B(Fe6) 1.37 1.57 1.96 1.39 Fe6=2.17 60 302    
S4B(Mo) 1.37 1.53  1.41  87 336    
S4B(Fe5) 1.37 1.53  1.45  98 358    
Fe1 1.37 1.53  1.52  36 348    
Fe3 1.37 1.53 2.21 1.53  56 369    
Fe4 1.37 1.52  1.54  10 341  7 330 
Fe5 1.37 1.53 2.27 1.54  1 284 259 0 319 
Fe6 1.37 1.54 2.11 1.52  19 336 288 7 323 
Fe7 1.37 1.53  1.51  19 334 301 17 325 
Fe2/6(5) 1.37 1.51 2.14 1.61 1.75 20 321 284 28 321 
Fe3/7(2) 1.37 1.52  1.52 2.16 39 362    
Fe3/7(3)  1.37 1.52  2.37 1.51 27 342    
Fe4/5(2) 1.37 1.52  2.34 1.51 39 355    
Fe4/5(5) 1.37 1.55 2.03 2.27 1.52 35 364    
MoFe5 1.37 1.53 2.26 1.80 1.68 93 358    
MoFe7 1.37 1.53 2.26 1.75 1.78 85 348    
With Fe2/6(5) instead of Fe2/6(3)      
Fe4 1.38 1.56 2.04 1.53  13 345 284 19 343 
Fe5 1.37 1.56 2.04 1.54  7 324 272 9 318 
Fe5(Mo) 1.38 1.55 2.13 1.54  0 314 264 0 307 
Fe6 1.38 1.58 1.90 1.51  24 355 296 23 347 
Fe7 1.38 1.56 2.04 1.51  21 344 288 25 339 
With Fe5 instead of Fe2/6(3)      
Fe4a 1.38 1.56  1.55  5 400 277 -8 385 
Fe6 1.38 1.55  1.51  35 360    
Fe7 1.37 1.54  1.50  20 324    

a Studied in the BS2 state. 
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(b) Protonated on S2B(3), S2A(Mo) and a third site.  

Site X–H distance def2-SV(P) def2-TZVPD 
 S2B S2A Third Other TPSS B3LYP TPSS B3LYP 
Cys 1.38 1.38 1.44  155 369   
His 1.37 1.39   213 359   
HCA 1.38 1.39   215 363   
C(3457)a 1.37 1.38 1.16 1.89,2.29, 

2.28,2.01  
108 237 

205a 
109  

S3A(2) 1.38 1.38 1.37  103 302   
S3A(5) 1.38 1.38 1.39  95 274   
S5A(2) 1.38 1.39 1.38  82 288   
S5A(3) 1.38 1.37 1.37  65 292   
S1A(Fe1) 1.38 1.38 1.40 Fe1=2.05 95 289   
S1A(Mo) 1.38 1.38 1.39  104 290   
S4A(Fe4) 1.38 1.38 1.38  85 270   
S4A(Fe1) 1.38 1.38 1.38  104 283   
S1B(Mo) 1.37 1.39 1.42  124 277   
S3B(Mo) 1.37 1.39 1.43  126 265   
S3B(Fe6) 1.37 1.39 1.42 Fe6=1.91 111 236 101 229 
S4B(Mo) 1.38 1.38 1.44  132 269   
S4B(Fe5) 1.37 1.39 1.45  135 285   
Fe1 1.38 1.38 1.52  48 321   
Fe2 1.38 1.38 1.56  61 237 43 235 
Fe3 1.38 1.38 1.51  80 378   
Fe4 1.38 1.38 1.54  47 309 34 290 
Fe5 1.38 1.38 1.53  41 253 25 234 
Fe6 1.38 1.38 1.51  60 315   
Fe7 1.38 1.39 1.51  68 282   
Fe1/3 1.38 1.38 1.62 1.86 35 323 21 306 
Fe2/6(5) 1.37 1.38 1.57 1.91 31 248 25 233 
Fe2/6(3) 1.37 1.39 1.52 2.35 37 384 24 237 
Fe3/7(2) 1.38 1.39 1.53 2.08 83 277   
Fe4/5(2) 1.38 1.39 2.21 1.52 69 298   
Fe4/5(5) 1.37 1.39 2.22 1.52 76 322   
MoFe5 1.38 1.38 1.82 1.66 133 374   
MoFe7 1.38 1.38 1.75 1.77 133 218   
Optimised with B3LYP/def2-SV(P)b     
C(3457) 1.36 1.36 1.12 2.02,2.28, 

2.36,2.04 
212 49 211 50 

S3B(Fe6)a 1.36 1.36 1.37 Fe6=2.30 216 186 218 185 

Fe2 1.36 1.36 1.57  153 195   
Fe2/6(3) 1.36 1.37 1.52  133 200   
Fe2/6(5) 1.37 1.36 1.54 2.25 131 204   

a Studied in the BS2 state.  
bWith the C(2367)+C(3457)+C(2456) structure optimised with B3LYP-D3/def2-SV(P) rather than TPSS 
as the reference for the B3LYP energies.  
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(c) Protonated on S2B(3), C(3457) and a third site.  
Site X–H distance (Å)       Energy (kJ/mol) 
 S2B C Fe3 Fe4 Fe5 Fe7 Third Other TPSS B3LYP 
Cys 1.37 1.19 1.64  2.07 2.12 1.73 1.43  192 398 
His 1.38 1.26 1.77  2.14 2.14 1.81    252 435 
HCA 1.38 1.26 1.77  2.15 2.16 1.81    254 438 
S3A(2) 1.38   2.05 1.56  1.37  39 293 
S3A(3) 1.38   1.94 1.57  1.37  41 312 
S5A(2) 1.37  2.02   1.55 1.37  43 310 
S5A(3) 1.37  1.92   1.55 1.37  32 294 
S1A(Fe1) 1.38 1.31 1.76  2.21 2.23 1.71 1.38 Fe1=2.34  111 309 
S1A(Mo) 1.38 1.29 1.73  2.10 2.19 1.83 1.38  118 305 
S2A(Fe1) 1.38  2.25   1.52 1.39 Fe1=2.23  73 335 
S2A(Mo) 1.38 1.25 1.77  2.10 2.21 1.81 1.38  116 286 
S4A(Fe1) 1.38   1.54   1.40  71 348 
S3B(Mo) 1.37   2.30 1.52  1.42  111 352 
S4B(Mo) 1.38 1.26 1.86 2.22 2.14 1.75 1.41  167 335 
S4B(Fe5) 1.38 1.28 2.17  1.83 1.75 2.14 1.43  173 360 
Fe1 1.38 1.27 1.75  2.16 2.22 1.79 1.52  114 348 
Fe2 1.37 1.30 1.76  2.05 2.15 1.80 1.55  108 322 
Fe4 1.38   2.39 1.51  1.54  44 391 
Fe5 1.37  2.30   1.51 1.54  23 329 
Fe52 1.37    1.51  1.57  11 (1) 325 
Fe6 1.38  2.29   1.51 1.51  55 376 
Fe7 1.38 1.21 1.82  2.32 2.21 1.80 1.50  91 315 
Fe2/6(5) 1.38 1.27 1.72  2.23 2.19 1.76 1.55 2.04 73 328 
Fe2/6(3)  1.37 1.25 1.74  2.15 2.24 1.80 1.52 2.29 73 309 
Fe3/7(2)a 1.38 1.24 1.75  2.21 2.32 1.76 1.53 2.15 104 368 
Fe4/5(2) 1.38  2.31   1.51 2.30 1.52 47 360 
Mo/Fe7 1.38 1.26 1.74 2.22 2.36 1.74 1.75 1.82 138 368 
C3c 1.13d 1.15  2.02 2.03 2.11 1.11  177(189) 0 (0) 
Optimised with B3LYP/def2-SV(P)e    
C(2367)b 1.36 1.12 2.28 2.29 2.07  1.12  231(252) 30 (46) 
C(2456) 1.36 1.13 2.11  2.27 2.19 1.11  223(218) 71 (69) 
S3A(5) 1.36 1.13 2.04 2.15 2.08 2.21 1.35  254 195 
S5A(3) 1.36 1.13 2.21 2.05 2.16 2.13 1.36  207 128 
Fe2 1.36 1.14 2.13 2.06 2.03 2.19 1.54  231 188 
C3c 1.10d 1.15 2.11  2.35  1.10  240 0 (0) 

aStudied in the BS2 state. bStudied in the BS8-6 state.  
cC3 = C(2367)+C(3457)+C(2456); studied in the BS10-4 state. 
dC(2367) 
eWith the C(2367)+C(3457)+C(2456) structure optimised with B3LYP-D3/def2-SV(P) rather than TPSS as the 
reference for the B3LYP energies. 
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Table 7. Results for the various E4 states, listing the fourth protonated site, the four X–H bond 
lengths, as well as other short distances to the added protons (Å) and three sets of relative 
energies (kJ/mol; values in brackets are calculated with the def2-TZVPD basis set; B3Opt means 
that the structure was optimised by B3LYP-D3/def2-SV(P)). Nearly all structures are protonated 
on S2B(3). In (a) a hydride ion is bridging Fe2 and Fe6 on the S3A side and another is terminally 
bound to Fe5. In (b), the third proton is terminally bound to Fe4. In (c) there are protons on S2B, 
S2A and on the central carbide ion (Fe3–F4–Fe5–Fe7 face). In (d), structures are optimised with 
B3LYP-D3/def2-SV(P). In (e), three Hoffman-type and one Dance structure are examined. In all 
cases, the reference structure for the energies is protonated on S2B(3), Fe2/6(5), Fe5 and Fe6 for 
TPSS and on S2B(3), C(2367), C(3457) and C(2456) for B3LYP.  
 
(a) Protonated on S2B(3), Fe2/6(3), Fe5 and a fourth site.  
  

Site H–X distance def2-SV(P) 
 S2B Fe2 Fe6 Fe5 4th   Other TPSS B3LYP B3Opt 
Cys 1.37 1.53 2.23 1.52 1.42  105 384  
His 1.37 1.52 2.23 1.53   210 501  
HCA 1.37 1.52 2.24 1.52   211 505  
C(3457) 1.37 1.52  1.52 1.20 1.83,2.20,2.11,2.11 109 (113) 292  
S3A(2) 1.37 1.53  1.52 1.37  56 319  
S3A(5) 1.37 1.53  1.52 1.36  56 (85) 321  
S5A(2) 1.37 1.52  1.52 1.38  53 351  
S5A(3) 1.37 1.52  1.52 1.37  50 341  
S1A(Fe1) 1.37 1.54 2.10 1.52 1.39  42 326  
S1A(Mo) 1.37 1.55 1.90 1.52 1.38  53 309  
S2A(Mo) 1.37 1.53 2.22 1.51 1.39  52 299  
S2A(Fe1) 1.37 1.53 1.99 1.52 1.39 Fe1=2.23 60 347  
S4A(Fe4) 1.37 1.52  1.51 1.38  62 (73) 316  
S4A(Fe1) 1.37 1.53  1.52 1.38  69 322  
S1B(Mo) 1.37 1.54 2.15 1.53 1.40  82 (84) 356  
S3B(Mo) 1.37 1.59 1.84 1.52 1.41  89 364  
S3B(Fe6) 1.37 1.56 1.96 1.52 1.39 Fe6=2.20 72 339  
S4B(Mo) 1.37 1.53  1.53 1.40  96 363  
S4B(Fe5) 1.37 1.53  1.51 1.45  113 396  
Fe1 1.37 1.53  1.51 1.52  49 383  
Fe3 1.37 1.53 2.26 1.50 1.52  82 430  
Fe4 1.37 1.52 2.28 1.51 1.55  17 (23) 366  
Fe5  1.37 1.52  1.50 1.51  38 374  
Fe6a 1.37 1.91 1.56 1.51 1.52  0 (0)  362 (362) 389 
Fe7 1.37 1.52 2.30 1.52 1.51  32 389  
Fe7(Fe3) 1.37 1.52  1.52 1.51  38 378  
Fe2/6(5) 1.37 1.52 2.04 1.52 1.60 1.75 32 362  
Fe3/7(2)a 1.37 1.75 1.61 1.51 1.52 2.14 44 422  
With Fe2/6(5) instead of Fe2/6(3)     
Fe4b 1.37 1.75 1.62 1.55 1.55  -1 (10) 343 (379)  
Fe6a 1.37 1.91 1.57 1.56 1.52  12 (18) 369 (375)  

a Studied in the BS2 state.  
b Studied in the BS6-2 state. 
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(b) Protonated on S2B(3), Fe2/6(3), Fe4 and a fourth site.  
 

Site H–X distance (Å) def2-SV(P) 
 S2B Fe2 Fe6 Fe4 4th Other TPSS B3LYP B3Opt 
Cys 2.11 1.52  1.54 1.42  108 413  
His 1.52 1.52  1.54   190 485  
HCA 1.37 1.52  1.54   191 490  
C(3457) 1.37 1.52  1.55 1.19 1.79,2.16, 

2.20, 2.17 
113(120)  323 (332) 

 
 

S3A(2) 1.37 1.53  1.56 1.38  64 343  
S3A(5) 1.37 1.53  1.58 1.38  64 354  
S5A(2) 1.37 1.52  1.53 1.38  52 371  
S5A(3) 1.37 1.52  1.54 1.37  42 360  
S1A(Fe1) 1.37 1.53 2.28 1.55 1.39  44 (45) 323 (320)  
S1A(Mo) 1.37 1.52 2.19 1.54 1.38  62 (61) 318 (321)  
S2A(Mo) 1.37 1.52  1.54 1.38  47 (41) 319 (315)  
S2A(Fe1) 1.37 1.51 2.16 1.54 1.39 Fe1=2.27 55 (52) 349  
S4A(Fe4) 1.37 1.52 2.28 1.54 1.39 Fe1=2.23 53 331  
S4A(Fe1) 1.37 1.52  1.54 1.39 Fe1=2.21 53 330  
S1B(Mo) 1.37 1.53 2.19 1.54 1.41  85 383  
S3B(Mo) 1.37 1.55 2.04 1.54 1.42  98 392  
S3B(Fe6) 1.37 1.54 2.13 1.54 1.40 Fe6=2.04 83 358  
S4B(Mo) 1.38 1.62 Fe5=1.82 1.56 1.40  91 410  
S4B(Fe5) 1.37 1.52  1.53 1.44  106 414  
Fe1 1.37 1.53  1.54 1.53  50 398  
Fe2 1.37 1.54  1.55 1.52  55 (10) 315  
Fe4a 1.37 1.76 1.61 1.51 1.54 H–H=2.06 37 392  
Fe5b 1.37 1.70 2.65 1.55 1.55  -2 (3) 341 (347) 350 
Fe6b 1.37 1.89 1.57 1.56 1.51  0 (5) 322 (327) 339 
Fe7 1.37 1.52  1.55 1.51  37 407  
Fe7(Fe3) 1.37 1.52  1.54 1.51 Fe3=2.42 45 394  
Fe2/6(5) 1.37 1.52 2.06 1.54 1.63 1.72 37 380  
Fe3/7(2) 1.37 1.52  1.55 1.54 2.11 73 444  
Fe4/5(5) 1.37 1.53 2.15 1.53 2.24 1.52 49 415  
With Fe2/6(5) instead of Fe2/6(3)     
Fe6b 1.37 2.01 1.56 1.55 1.51  6 (14) 331 (339)  

a Studied in the BS2 state. 
b Studied in the BS6-2 state. 
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(c) Protonated on S2B(3), S2A(Mo), C(3457) (although the C–H bond is often broken) and a 
fourth site.  

4th H–X distance (Å) def2-SV(P) 
Site S2B S2A C Fe3 Fe4 Fe5 Fe7 4th  Other TPSS B3LYP 
Cys 1.38 1.38  2.11   1.54 1.44  193 (172) 450 
His 1.38 1.38 1.26 1.76 2.09 2.20 1.82   304 447 
HCA 1.38 1.38 1.25 1.76 2.11 2.21 1.82   306 448 
C(2367)a 1.38 1.38 1.21  1.89 1.76  1.19 1.81,2.21, 

1.80 
188 (207) 145 (163) 

S3A(2) 1.38 1.38   1.73 1.66  1.37  99 339 
S3A(2) 1.38 1.38   2.05 1.56  1.37  113 (106) 333 
S3A(5) 1.38 1.38   2.05 1.56  1.37  103 (90) 323 
S5A(2) 1.38 1.39  1.79   1.65 1.38  113 346 
S5A(3) 1.38 1.39  2.10   1.53 1.37  107 327 
S5A(3) 1.38 1.39  1.99   1.55 1.37  109 358 
S1A(Mo) 1.38 1.38  2.24   1.52 1.39  136 348 
S1A(Fe1) 1.38 1.38  2.29   1.52 1.40 Fe1=2.04 138 365 
S4A(Fe1) 1.38 1.38     1.52 1.39  145 351 
S4A(Fe4) 1.38 1.38    1.52  1.38  135 (140) 350 
S4A(Fe4) 1.38 1.37  2.20   1.52 1.38  130 348 
S1B(Mo) 1.38 1.38  1.51    1.39  150 372 
S1B(Mo) 1.38 1.38    1.51  1.40  150 369 
S3B(Mo) 1.37 1.38 1.32 2.16 1.92 1.78 2.19 1.43  211 359 
S3B(Fe6) 1.38 1.38 1.26 1.80 1.71 2.16 1.97 1.43 Fe6=1.90 205 (201) 325 
S3B(Fe6) 1.38 1.38 1.30 2.18 2.20 1.80 2.25 1.42 Fe6=1.92 201 (197) 343 
S3B(Mo) 1.37 1.37     1.51 1.39  139 312 
S3B(Mo) 1.38 1.38     1.51 1.39  149 372 
S4B(Mo) 1.38 1.38 1.23 1.85 2.21 2.27 1.78 1.41  223 324 
S4B(Mo) 1.38 1.38    1.54  1.40  133 326 
S4B(Fe5) 1.38 1.38     1.54 1.40  155 360 
S4B(Fe5) 1.38 1.38   2.05 1.53  1.45  185 370 
Fe1 1.38 1.38 1.29 1.81 2.07 2.26 1.69 1.51  146 382 
Fe1 1.38 1.38     1.52 1.52  91 398 
Fe2 1.38 1.38 1.26 1.81 1.76 2.16 1.79 1.54  150 (139) 317 
Fe3a 1.38 1.38 1.20 1.65 2.16 2.23 1.92 1.52  147 390 
Fe4 1.38 1.37 1.27 2.18 1.76 1.78  1.54  128 382 
Fe4 1.38 1.38     1.52 1.55  94 (92) 386 
Fe5 1.38 1.38 1.23  1.77 1.77 2.24 1.53  134 340 
Fe5 other 1.38 1.38 1.23  2.22 1.77 2.24 1.53  136 341 
Fe5b 1.38 1.38    1.51  1.53  74 (79) 327 
Fe6a 1.38 1.38 1.19 1.78   1.79 1.52  145 284 
Fe7 1.38 1.38 1.22 1.79 2.29 2.27 1.78 1.51  139 336 
Fe7 1.38 1.37     1.51 1.52 Fe3=2.37 76 (76) 340 (344) 
Fe1/3 1.38 1.38 1.23 1.75   1.78 1.66 1.77 112 372 
Fe2/6(5) 1.37 1.38 1.18 1.78   1.95 1.56 1.90 135 (144) 235 (248) 
Fe2/6(5a) 1.38 1.38 1.26 1.80 2.06 2.18 1.82 1.55 1.98 130 (137) 286 (297) 
Fe2/6(3)a 1.37 1.38 1.26 1.73 2.14 2.27 1.79 1.52 2.26 119 (116) 304 
Fe3/7(2)a 1.38 1.38 1.24 1.76 2.16 2.31 1.77 1.54 1.77 152 323 
Fe4/5(2) 1.38 1.38 1.28 1.74 2.01  1.84 2.35 1.51 161 369 
Fe4/5(2) 1.38 1.38   1.81 1.57  1.83 1.55 128 405 
Mo/Fe5 1.37 1.38    1.53  1.83 1.67 157 333 
Mo/Fe7 1.38 1.38     1.51 1.76 1.82 165 385 
C3d 1.37 1.12e 1.13 2.01  2.15 2.26 1.11  186 (197) 0 (0) 

a Studied in the BS2 state. b Studied in the BS10-5 state.  
cStudied in the BS9-8 state. Fe3–H=2.15, Fe6–H=2.12 and Fe7–H=2.25.  
dC3 = S2B(3) + C(2367)+C(3457)+C(2456); studied in the BS2 state. 
eC(2367) 
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(d) Various structures optimised with B3LYP-D3/def2-SV(P). The first six are structures 
related to those in Table 7c. 
 

 H–X distance (Å)  def2-SV(P)  
Structure S2B 2nd proton 3rd proton 4th proton  TPSS B3LYP  
C(2367)a 1.36 S2A(Mo) 1.37 C(3457) 1.10 C(2367) 1.11  303 51 (56)  
S5A(2) 1.36 S2A(Mo) 1.36 C(3457) 1.18 S5A(2) 1.36  287 283  
S3B(Mo) 1.36 S2A(Mo) 1.36 C(3457) 1.13 S3B(Mo) 1.39  317 183  
S3B(Mo) 1.36 S2A(Mo) 1.36 Fe7 1.56 S3B(Mo) 1.37  250 276  
Fe7 1.36 S2A(Mo) 1.36 Fe7 1.50 Fe7 1.51  181 316  
Fe2/6b 1.36 S2A(Mo) 1.36 C(3457) 1.11 Fe2/6(5) 2.33/1.52  212 177  
Fe6/7c 1.36 S2A(Mo) 1.36 C(3457) 1.12 Fe6/7 1.55/2.04  237 168  
C2d 1.36 S2A(Fe1) 1.36 C(3457) 1.10 C(2367) 1.11  333(359) 38 (44)  
C3e 1.36 C(2456) 1.10 C(3457) 1.10 C(2367) 1.10  308(329) 0 (0)  
Adamof 1.36 S2A(Mo) 1.36 S5A 1.36 C(3457) 1.13  288 146  

aStudied in the BS9-2 state. bStudied in the BS10-1 state. cStudied in the BS2 state 
dC2 = S2B(3) + S2A(Fe1) + C(2367) + C(3457); studied in the BS10-5 state. 
eC3 = S2B(3) + C(2367)+C(3457)+C(2456); studied in the BS10-4 state.  
fS2B(3) + S2A(Mo) + S5A(3) + C(3457); studied in the BS3-2 state. 
  
 
(e) Hoffman-type (S2B(5)+Fe2/6(5)+two more on the same Fe2–Fe3–Fe6–Fe7 face) and Dance-
type (S2B(3)+S3B(Fe6)+Fe2+Fe6) structures. 
 

Structure H–X distance (Å) def2-SV(P) (kJ/mol) 
 S2B Fe2 Fe6 3rd proton 4th proton Other TPSS B3LYP B3Opt 
E(4H)a  1.36 1.53 1.80 S5A 1.36 Fe3 1.86 Fe7 1.57 52 (60) 370 (378) 264 
E(4H)b 1.37 1.58 1.68 S5A 1.37 Fe2 1.55   84 (101) 377 365 
E(4H)c 1.36 1.53 1.79 S3A 1.37 Fe3 2.00 Fe7 1.52 131 433 412 
Dance 1.37 1.57  Fe6 1.56 S3B 1.56 Fe6 2.13 72 517 426 

aStudied in the BS9-2 state. 
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Figure 1. FeMo cluster, illustrating (a) the QM system used in the QM/MM calculations with the 
hydrogen-bonding residues marked, and (b) the FeMo cluster with atom names indicated.  
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Figure 2. The best protonated E0 structure, with the proton on the S2B(3) atom (green sphere), 
obtained at the TPSS-D3/def2-SV(P) level of theory.  
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Figure 3. Electron-density maps of the resting E0 state (a) without or (b) with a proton on the 
S2B(3) atom (middle left side) in the quantum refinement of the nitrogenase 3U7Q structure.6 
The 2mFo –DFc maps are contoured at 1.0 s and the mFo – DFc maps are contoured at +3.0 s 
(green) and –3.0 s (red). The red arrows point out the extra difference density for the protonated 
structure. 
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Figure 4. The best E1 structure, protonated on the S2B(3) atom, obtained at the TPSS-D3/def2-
SV(P) level of theory.  
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Figure 5. The best E2 structures protonated on the following sites: (a) S2B(3) + Fe2/6(3), (b) 
S2B(3) + Fe2/6(5), (c) S2B(3) + Fe5, (d) C(2367) + C(3457), (e) S2B(3) + C(3457), (f) S2B(3) + 
S2A(Fe1). Structures (a)–(c) were obtained at the TPSS-D3/def2-SV(P) level of theory, whereas 
structures (d)–(f) were obtained with B3LYP-D3/def2-SV(P).  
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Figure 6. The best E3 structures, protonated on (a) S2B(3), Fe2/6(5) and Fe5, (b) S2B(3), Fe4 
and Fe5, (c) C(2367), C(3457) and C(2456) or on (d) S2B(3), C(3457) and C(2456). Structures 
(a) and (b) were obtained at the TPSS-D3/def2-SV(P) level of theory, whereas structures (c) and 
(d) were obtained at the B3LYP-D3/def2-SV(P) level of theory.  
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Figure 7. The best E4 structures, all protonated on S2B and in addition on (a) Fe2/6(3), Fe5 and 
Fe6 or (b) Fe2/6(3), Fe4 and Fe5, (c) C(2367), C(3457) and C(2456) (d) S2A(Fe1), C(2367) and 
C(3457) or (e) S2B(5), Fe2/6(5), S5A(2) and Fe3/7(2). Structures (a), (b) and (e) were obtained at 
the TPSS-D3/def2-SV(P) level of theory, whereas structures (c) and (d) were obtained at the 
B3LYP-D3/def2-SV(P) level of theory.  
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