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Populärvetenskaplig sammanfattning 

Vid varje andetag fyller vi våra lungor med luft som innehåller miljontals små partiklar. 

Partiklarna tillsammans med gasen (luften) som omger dem kallas i naturvetenskapliga 

sammanhang för en aerosol. Många av aerosolpartiklarna är så små att de kan hållas svävande 

i luften flera veckor utan att falla ner till marken. Partiklarna i utomhusluften (atmosfären) kan 

oftast betraktas som små runda bollar (sfärer). Känner man en sfärs diameter kan man 

beskriva alla dess geometriska egenskaper (t ex dess volym och ytarea). Därför är det lämpligt 

att ange partiklars storlek utifrån deras diameter. De minsta partiklarna i atmosfären består 

enbart av ett fåtal ihopsatta gasmolekyler och har en diameter på cirka 1 miljarddels meter (1 

nanometer). Den övre storleksgränsen för aerosolpartiklar går vid ungefär 0.1 millimeter. 

Detta är ungefär vid den gräns då partiklarna inte längre kan hållas svävande i luften och där 

vi med våra ögon börjar kunna uppfatta dem som enskilda partiklar. 

Varför studerar vi aerosoler? 

De flesta aerosolpartiklar påverkar klimatet på jorden genom att sprida och ändra riktningen 

på den inkomande solstrålningen. En del av solstrålarna som träffar partiklarna kommer 

därför att spridas tillbaka ut i rymden istället för att värma upp jordytan och dess atmosfär. 

Detta leder till en kylande effekt som sänker temperaturen på jorden. Ett viktigt undantag är 

de mörka sotpartiklar som bland annat släpps ut med avgaserna från dieselbilar eller vid 

ofullständig förbränning av ved. Dessa partiklar tar istället upp (absorberar) en stor del av 

solljuset som träffar dem och värmer därmed upp atmosfären runt dem. Utsläpp av dessa 

partiklar leder därför till en högre medeltemperatur på jorden. 

Dessutom avgörs molnens egenskaper till stor del av partiklarna i atmosfären. Varje 

molndroppe bildas från en aerosolpartikel som tar upp vatten vid hög luftfuktighet. Genom 

våra partikelutsläpp ökar vi antalet aerosolpartiklar i atmosfären vilket gör att molnen som 

bildas bestå av fler, fast mindre molndroppar. Detta leder bland annat till att molnen blir 

ljusare och reflekterar mer solljus ut till rymden, vilket har en kylande effekt.  

Totalt sett har aerosolpartiklarna i atmosfären med största sannolikhet en kylande effekt på 

klimatet. Hur stor denna effekt är vet man dock inte speciellt väl. Detta beror till stor del på 

den komplexa växelverkan mellan aerosoler och moln. Utan bättre kunskap om 

aerosolpartiklarnas kylande effekt kan vi inte med säkerhet uttala oss om hur stor 
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växthusgasutsläppens klimatpåverkan är. Man kan säga att den kylande effekten av våra 

partikelutsläpp till viss del döljer den värmande effekten från växthusgaserna. 

Aerosolpartiklar är dock inte bara viktiga för klimatet på jorden utan påverkar även vår hälsa. 

Många studier har visat att inandning av vissa typer av partiklar kan leda till lung- och hjärt-

sjukdomar. Vilka egenskaper som gör att vissa partiklar är mer farliga än andra vet man dock 

inte med säkerhet. För att förbättra luftkvaliten där vi bor finns det idag gränsvärden för hur 

höga partikelhalterna får vara i luften. I Sverige dör varje år uppskattningsvis cirka 5000 i 

förtid på grund av luftföroreningar. 

Egenskaper hos partiklarna i atmosfären 

Partiklarna i atmosfären kan vara helt flytande droppar, helt fasta eller däremellan (t ex. som 

honung eller tjära). I vilken av dessa former de befinner sig i kan ha stor betydelse för hur de 

påverkas av olika processer i atmosfären. Dessutom består partiklarna i atmosfären av 

hundratusentals olika kemiska ämnen av vilka enbart en bråkdel är kända. Aerosolernas 

kemiska egenskaper beror dels på dess ursprungliga källa och dels på vad de utsätts för (hur 

de åldras) i atmosfären. Exempel på viktiga direkta partikelkällor i atmosfären är väg-, båt- 

och flygtrafik, vedeldning, skogsbränder, vulkanutbrott, havsspray och uppvirvlade jord- och 

sandpartiklar.  

Men de minsta, och till antalet ofta största andelen partiklar, bildas när vissa typer av 

gasmolekyler kolliderar med varandra. Trots omfattande forsking på området vet man 

fortfarande inte med säkerhet vilka dessa gasmolekyler är eller varför de kan klumpar ihop sig 

istället för att stötas bort från varandra. De nya partiklarna (med en diameter runt 1 

nanometer) kan växa till större partiklar genom upptag av olika gaser. De flesta av gaserna är 

organiska ämnen som bildas genom kemiska reaktioner i atmosfären. Ursprunget till många 

av dessa organiska ämnen hittar vi i växtriket. Dessa ämnen kan man t ex känna doften av i en 

barrskog eller när man skalar en apelsin. Andra viktiga gaser kommer från bilavgaser och 

vedeldning. 

Mätningar av partiklar och gaser  

Idag finns i Europa ett nätverk med ett 20-tal olika mätsationer som kontinuerligt övervakar 

aerosolpartiklarnas kemiska och fysiska egenskaper med hjälp av standardiserade 

mätmetoder. En av dessa stationer ligger på Söderåsen i norra Skåne och drivs av 

aerosolgruppen på kärnfysik här i Lund. Under min tid som doktorand på kärnfysik har jag 
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varit en del av en liten forskargrupp som har byggt upp och servat denna station samt 

analyserat mätdata. Dessutom har jag varit delaktig i uppbyggnaden av en liknande station i 

Brasiliens regnskog. 

Mätresultaten från alla dessa stationer kvalitetsgranskas och skickas in till en databas som är 

tillgäng för klimatforskare. Syftet är att minska osäkerheten kring aerosolpartiklarnas 

klimatpåverkan bl. a. genom att förbättra dagens klimatmodeller.  

Matematiska modeller för ökad förståelse och framtida projektioner 

Denna avhandling handlar främst om hur man med hjälp av matematiska datormodeller kan 

beskriva aerosolernas egenskaper. Under min tid som doktorand på kärnfysik har jag 

utvecklat och använt två olika modeller.  

Det övergripande syftet med dessa modeller är att öka förståelsen kring processer i atmosfären 

som påverkar partikelkoncentrationerna, partiklarnas optiska och kemiska egenskaper och 

deras förmåga att ta upp vatten och bilda molndroppar. Detta är viktigt för partiklarnas 

klimatpåverkan, hur effektivt de deponeras i våra lungor och deras hälsoeffekter i kroppen.  

I atmosfären påverkas aerosolpartiklarna av processer som sker på molekylnivå och inom 

bråkdelen av en sekund, men även av globala cirkulationsmönster och klimatförändringar. För 

att minska osäkerheten kring partiklarnas klimatpåverkan krävs därför att man studerar 

processer som sker inom alla tänkbara rumsliga och tidsmässiga skalor. I denna avhandling 

ligger fokus kring att beskriva processer som sker på molekylärskala och mikrosekunder upp 

till den minsta skala som kan hanterars av globala klimatmodeller (runt 100 km och timmar 

till dagar). Ett av syftena med detta är att förbättra de globala klimatmodellernas förenklade 

beskrivningar av dessa småskaliga processer. 

Den första modellen används för att beskriva hur partiklarna åldras i atmosfären. Med denna 

modell studerades bland annat hur utsläppen av partiklar och gaser i Malmö påverkar 

aerosolsammansättningen nedvinds staden. Modellen utvärderades med hjälp av mätningar av 

partiklar och gaser i Malmö och vid vår mätstation på Söderåsen i norra Skåne.  

Den andra modellen är till för att användas vid avancerade laboratoriemätningar på 

partikelbildning och tillväxt. Simuleringar med denna modell låg bland annat till grund för 

designen och utvärderingen av experiment som syftar till att öka förståelsen kring vad som 

händer med bensinbilsavgaserna i atmosfären. 
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Introduction 

1.1 The greenhouse effect 

Without naturally occurring water vapour, carbon dioxide (CO2) and other greenhouse gases 

in the atmosphere, the average global temperature of the earth would be approximately -18 

°C. Fortunately, this is not the case and the pre-industrial levels of greenhouse gases raised 

the global mean temperature to about 13 °C. However, because of fossil fuel burning, the CO2

levels in the atmosphere have increased with 40 % from 280 ppbv in 1750 to nearly 400 ppbv 

today. At the same time the global mean temperature at the surface of the earth has increased 

with about 0.8 °C. According to the Intergovernmental Panel on Climate Change (IPCC) it is 

very likely that there is a connection between human activities (such as burning of fossil fuels 

and land use changes) and the observed increase in the global mean temperature (IPCC, 

2007). However, because of complex feedback mechanisms it is poorly known how sensitive 

the climate of the earth is to the anthropogenic emissions of e.g. greenhouse gases.  

As an example, the emissions of CO2 increase the mean temperature of the atmosphere. With 

an increased temperature, the atmosphere can hold more water vapour before water condenses 

and form clouds. Because water vapour is a strong greenhouse gas, the global temperature 

will increase more than what would be expected purely from the CO2 increase. This is an 

example of a positive feedback mechanism. There are also negative feedback mechanisms 

which instead have a stabilizing effect on the earth’s climate. Hence, in order to study the 

combined and complex effects of the anthropogenic emissions of greenhouse gases, aerosol 

particles and land use changes, global climate models are needed.             

1.2 Atmospheric aerosols 

In every breath we take we typically inhale millions of small aerosol particles. An aerosol is 

defined as solid or liquid particles suspended in a mixture of gases (usually air). Aerosol 

particles can be of natural or anthropogenic origin. 

Important natural atmospheric aerosols and sources are windblown desert dust, volcanic 

eruptions, sea spray, natural forest fires and vegetation, while common anthropogenic sources 

are road and ship traffic, biomass burning and agriculture. Because of the wide diversity of 

sources, the diameters of aerosol particles range from one nanometre to about hundred 

micrometres. The lower limit is set by the smallest number of gas molecules required to form 
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a stable molecular cluster, and the upper limit is set by the gravitational settling which 

prevents large particles from staying suspended in the air. Aerosol particles can be found 

everywhere in the troposphere, from remote areas such as the North Pole (e.g. Heintzenberg et 

al., 2006) and Amazonian rainforest (e.g. Martin et al., 2010), with concentrations of a few 

tens or hundreds of particles per cubic centimetre, to polluted urban regions with several tens 

to hundreds of thousands of particles per cubic centimetre (e.g. Mönkkönen et al., 2005).  

Particles emitted into the atmosphere directly from a source (e.g. windblown dust) are referred 

to as primary particles, while secondary aerosol particles are formed by condensation (uptake 

of vapours onto the available particle surfaces). The smallest and by number often the largest 

concentrations of particles are formed by a mechanism where gas molecules collide and form 

small molecule clusters (so called homogeneous nucleation). These small new particles may 

then grow by condensation. 

Anthropogenic influence is observed all over the world, even in the most pristine regions, like 

the polar regions (e.g. Stone et al., 2010) and the tropical rainforests (e.g. Rissler et al., 2004). 

Simulations show that the anthropogenic emissions have increased the particle concentrations 

in remote continental regions with 50-300 % (Andreae, 2007). However, the anthropogenic 

climate impact relative to the natural contribution is still poorly known. 

1.3 Aerosols and climate 

Aerosol particles influence the climate of earth by directly scattering and changing the 

direction of the incoming solar radiation (direct effect). Part of the solar radiation will be 

scattered back to space instead of heating the surface of the earth and the atmosphere. This 

gives a net cooling effect on the global climate. An important exception is the dark soot 

particles formed from incomplete combustion e.g. within a diesel engine or from wood 

combustion. These particles instead absorb a large fraction of the solar radiation which 

illuminates them, and heat the atmosphere around them. Therefore, soot particle emissions 

give a net heating effect on the global climate. In a recent assessment report by Bond et al. 

(2013) the anthropogenic soot climate radiative forcing (change in radiation balance of the 

earth and atmosphere) was estimated to be as large as +1.1 W/m2. If this value is correct, soot 

is the single largest climate forcer after CO2 (figure 1). However, although the soot emissions 

most likely are warming the climate, the magnitude is very uncertain. According to Bond et 

al. (2013) the 90 % uncertainty bound of the radiative forcing of soot is +0.17 to +2.1 W/m2.  
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Figure 1. Summary of radiative forcing of climate change between 1750 and 2005 because of 

different anthropogenic activities. A positive forcing gives a warming of the climate while a negative 

forcing leads to a cooling. The error bars are 90 % confidence intervals (Reproduced from IPCC, 

2007). 

Aerosol particles also influence the global climate by changing the properties of the clouds 

(indirect effects). Without aerosol particles no cloud droplets would be formed at atmospheric 

conditions, and their number concentration, size and chemical composition influence the 

optical properties and lifetime of the clouds (e.g. Ramanathan et al., 2001, Paper II). If we 

emit more aerosol particles into the atmosphere, the clouds that are formed will contain more 

but smaller cloud droplets. These clouds are brighter and reflect more incoming sunlight back 

to space (cloud albedo effect) (Twomey, 1974). Smaller cloud droplets also inhibit 

precipitation and can thereby increase the lifetime of the clouds (Albrecht, 1989).  
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Today, it is virtually certain (i.e. > 99% probability) that anthropogenic emissions of aerosols 

have a net cooling effect on the global climate IPCC (2007). However, mostly because of the 

complex interactions between aerosols and clouds, the magnitude of this cooling is very 

uncertain (figure 1). IPCC, 2007 has stated that the radiative forcing caused by aerosols is the 

single largest source of uncertainty which limits the understanding of past and future climate 

changes.  

1.4 Health effects of aerosol particles 

Aerosol particles also influence the population health. This has been shown by several 

epidemiological studies (e.g. Dockery et al., 1993, Pope et al., 1995). The World Health 

Organization (WHO) has estimated that urban particle emissions causes 800 000 premature 

deaths annually in the world (World Health Organization, 2002), of which about 5 000 occur 

in Sweden (Forsberg et. al. 2005).   

The adverse health effects which are dominated by cardiovascular and respiratory diseases, 

are primarily caused by particles deposited in the respiratory system (Löndahl, 2009). As for 

particle deposition in general (section 3.2), the most important mechanisms for deposition in 

the respiratory system are inertial impaction, diffusion, and gravitational settling. Because of 

the different deposition mechanisms and the complex geometry of the airways, the deposition 

pattern depends strongly on the particle size (ICRP Publication 66, 1995). For example, small 

particles (about 20 nm in diameter) are effectively deposited by diffusion, in the alveolar 

region of the lungs. In the lungs, particles trigger inflammations by the production of reactive 

oxygen species (Nel, 2005).  

The physical and chemical particle properties responsible for the toxicity are still poorly 

understood. Air quality is regulated with respect to the total mass of particles below 10 m in 

diameter (PM10). However, it may very well be the submicron particles which are most 

relevant for the adverse health effects. These particles contribute relatively little to PM10, but 

typical contribute to more than 99% of the total particle number concentration in urban 

regions. Many toxicological studies have shown that the particle surface area may be the 

single most relevant dose metrics for the health effects (e.g. Tran et al., 2000, Nygaard et al., 

2004 and Schmid et al., 2009). 
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1.5 Strategies to reduce the uncertainties of aerosol impact on climate 

and air quality  

Kulmala et al. (2011) identified 12 key subjects which primarily need to be studied in order to 

substantially decrease the uncertainty of the influence of aerosols on climate and air quality.

Among them, the flowing subjects are studied in this thesis:

- homogeneous nucleation, 

- natural and anthropogenic particle emissions at urban, regional and global scales, 

- the different anthropogenic and biogenic mass and number source contributions, 

- secondary aerosol formation and gas-particle partitioning, 

- influence of atmospheric ageing on the aerosol properties and 

- the aerosol indirect effects. 

These processes need to be studied experimentally and theoretically on all temporal and 

spatial scales (figure 2). This includes detailed process based models on the single particle 

scale (e.g. Shiraiwa et al., 2012, Paper III), laboratory chamber experiments (Paper IV and 

section 2.2), long-time measurements (section 2.1), local and regional scale Lagrangian 

modelling (e.g. Tunved et al., 2010, Paper I and II), regional and global Chemistry Transport 

Models (CTMs) (e.g. Simpson et al., 2003), global climate models (e.g. Makkonen et al., 

2009) and earth system models (e.g. Hazeleger et al., 2012). The approximate temporal and 

spatial scales, and subjects covered in this thesis are marked with a rectangle in Figure 2. 

Figure 2. Schematic picture illustrating the different temporal and spatial scales of methods used in 

climate and air quality related aerosol research. Figure adopted from the original in Kulmala et al. 

(2011).  
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1.6 Main objectives of the thesis

Although, all methods presented in figure 2 are used extensively in current research, there is a 

lack of exchange of knowledge between the different research fields. This is partly because it 

is difficult to describe small scale processes in a computationally affordable way on a regional 

and global scale. However, there is also a lack of interdisciplinary exchange of knowledge 

between researchers working with different fields directly or indirectly related to aerosols and 

climate (e.g. particle physics and aerosol dynamics, particle phase chemistry, gas phase 

chemistry, meteorology, cloud microphysics and dynamics, dynamic vegetation processes, 

and the radiation balance of the earth), as well as between experimentalists and modellers 

within the same field. 

The overall aims of this thesis were to:  

1) develop theoretical models which combine the knowledge from experimental and 

theoretical studies within different research fields related to atmospheric aerosols 

(Paper I and III), and 

2) evaluate and use these models in order to increase the knowledge about processes 

occurring on spatial and temporal scales which cannot be studied with regional and 

global chemistry transport models, or by measurements alone (Paper II-IV).  

For this purpose, two different models were developed. The first model is an air mass 

trajectory model (Lagrangian model) for Aerosol Dynamics, gas and particle phase 

CHEMistry and radiative transfer (ADCHEM) (Paper I). The second model is an Aerosol 

Dynamics, gas- and particle- phase chemistry, kinetic multi-layer model for laboratory 

CHAMber studies (ADCHAM) (Paper III). 
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2 Measurements of particles 

2.1 Long-time atmospheric observations 

To better quantify the anthropogenic and natural influence on the aerosol properties, 

standardized and continuous measurements are needed. This is performed at 20 European 

Supersites for Atmospheric Aerosol Research (EUSAAR). One of these stations is the 

Vavihill field station in southern Sweden (56o 01’ N, 13o 09’ E, 172 m a.s.l.). 

Figure 3 gives an example of the measured particle number size distribution during a new 

particle formation event 30th-31st of March, 2008 at the Vavihill field station. The new 

particles are formed by homogeneous nucleation during the morning and have grown by 

condensation to detectable size (3 nm in diameter) at around noon. The particles continue to 

grow until next day and reach a diameter of 70 nm, one day after the new particle formation 

event was first observed. 

Figure 3. DMPS measurements during a new particle formation event the 30 th-31st of March, 2008 at 

Vavihill field station.      

One way of evaluating a Lagrangian model is to follow an air mass traveling between two 

measurements stations, and use the data from the upwind station as input to the model and the 

downwind station as an evaluation point. This method was used in Paper I and II, where the 
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measured particle number size distribution at the urban background station in Malmö (55o 36’ 

N, 13o 00’ E, 30 m a.s.l.) was used as input to the model. The measured particle number size 

distribution at the Vavihill background station (50 km downwind Malmö) was used to 

evaluate the model performance. 

In more remote regions of the world (e.g. Amazonian rainforest, over oceans and the polar 

regions) there is still very little measurement data on the aerosol physical and chemical 

properties. Researchers from the aerosol group at the Division of Nuclear Physics at Lund 

University were part of the European integrated project on aerosol cloud climate air quality 

interactions (EUCAARI) (Kulmala et al., 2011). This project financed the development and 

maintenance of aerosol measurement sites in China, India, South Africa and Brazil. I was 

involved in the development, maintenance and evaluation of the data from one of those sites, 

which is positioned at a remote site in the Amazonian rainforest 60 km NNW from the city of 

Manaus (2.6º S, 60.2º W, 110 m a.s.l.) and 1600 km SW from the Atlantic Ocean. Since the 

start in February 2008 several studies have been published which describe the aerosol 

characteristics at this site (e.g. Gunthe et al., 2009, Pöschl et al., 2010, Alm, 2010 and Rizzo 

et al., 2013). 

During the dry season, massive clear cutting and biomass burning in the Brazilian rainforest is 

conducted in order to clear land for agricultural use (Guyon et al., 2005). This anthropogenic 

land use has substantial impact of the aerosol properties over large areas of pristine rainforest, 

several hundred kilometres from the areas with intensive biomass burning.  

Figure 4 shows the measured median particle number size distributions at the EUCAARI 

station in the Amazonian rainforest during the wet season (Feb-Jun) and dry season (Jul-Nov), 

respectively. The difference between the wet and dry season particle number size distributions 

is likely a good proxy of the contribution from long distance transported anthropogenic 

biomass burning aerosols. Although, other factors such as larger wet deposition losses during 

the wet season and influence from particle emissions in Manaus can also influence the 

concentrations. 
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Figure 4. Measured median particle number size distributions from the EUCAARI station outside 

Manaus, during the wet season (Feb-Jun) and dry season (Jul-Nov). The data are from year 2008 and 

2009. 

2.2 Laboratory chamber experiments 

A common problem with atmospheric measurements is that it is often hard to distinguish 

between different sources and atmospheric processes which affect the aerosol compositions. 

Hence, laboratory chamber experiments conducted during well controlled conditions (e.g. 

temperature, humidity and light intensity), are needed as a complement to atmospheric 

measurements. 

One example is the CLOUD chamber at CERN in Zürich. CLOUD was built to study the 

effect of cosmic rays on aerosols, cloud droplets and ice particles. The well controlled and 

extremely clean environment in the stainless steel chamber of 26 m3 enables the researchers to 

study specific homogeneous new particle formation mechanisms (Kirkby et al., 2011). 

However, most chamber experiments reported in the literature deal with secondary organic 

aerosol (SOA) formation from different known precursors. These are gas phase compounds 

emitted from vegetation (e.g Hoffmann et al., 1997, Griffin et al., 1999 and Ng et al., 2008), 

or e.g. by gasoline cars (Odum et al., 1996, Ng et al., 2007, Hildebrandt et al., 2009 and 

Paper IV)). Parameterizations from these experiments are used in many chemistry transport 
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models of today. In Paper III ADCHAM was used to study the SOA formation and 

properties during such experiments, and in Paper IV we performed experiments on the SOA 

formation from ageing gasoline car exhausts in a 6 m3 Teflon chamber.       

2.3 Particle number size distribution measurement techniques 

Particle number size distributions are commonly measured with Scanning Mobility Particle 

Sizers (SMPS) or Differential Mobility Particle Sizers (DMPS). In these instruments the 

sampled particles are first charged with a bipolar diffusion charger. Here they gain a well-

defined charge distribution (Wiedensohler, 2012). After this, the aerosol enters a Differential 

Mobility Analyser (DMA) where particles with a specific mobility diameter are selected, 

using an electrode with known voltage. Finally the particles are detected with a Condensation 

Particle Counter (CPC). By changing the voltage on the DMA electrode, particles with 

different electrical mobility can be selected with short time intervals. The particle number size 

distribution is derived from the measured electrical mobility distributions using the known 

charge distribution, and collection efficiency of the CPC. 

In the SMPS system the voltage on the electrode is changed continuously according to an 

exponential function, while in a DMPS system the voltage is changed stepwise. This is the 

main difference between the two instrument types and is the reason why SMPS systems can 

measure a full particle number size distribution within about 1 minute, while a DMPS system 

typically requires about 10 minutes.  

At the Vavihill field station the particle number size distribution measurements are performed 

with a Twin-DMPS. This instrument uses two DMAs instead of one to measure a full particle 

number size distribution. The first DMA is used to measure the small particles (at Vavihill 

between 3 and 21 nm) and the second DMA measures the larger particles (at Vavihill between 

21 and 900 nm).  

2.4 Measurements of the chemical particle composition 

Although SMPS and DMPS systems give detailed information about the physical properties 

of the submicron particles, the instruments give no direct information of the chemical 

composition of the particles. Such information can instead be achieved either with filter 

samples, followed by off-line measurement techniques (e.g. Particle Induced X-ray Emission 

(PIXE) or Transmission Electron Microscopy (TEM)) (see for instance Martinsson et al., 

2009 and Pöschl et al., 2010) or with on-line techniques (e.g. Time of Flight Aerosol Mass 
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Spectrometry (ToF-AMS) DeCarlo et al., 2006). One drawback with filter samples is that they 

generally have a low time resolution (usually days to weeks), and although they can give size 

resolved information (e.g. TEM), the analysing methods are generally very time consuming. 

Therefore, ToF-AMS which has a high time resolution (5 min) is a popular and frequently 

used instrument (see e.g. the overview article by Jimenez et al., 2009). The AMS can give size 

resolved information on the inorganic (nitrate, sulphate, ammonium and chloride) and organic 

compositions in the particles between about 50 and 1000 nm in diameter.  

2.5 Combination of measurements and models  

The combination of measurements and models often gives more valuable information than the 

measurements or models alone. The size resolved chemical and physical particle properties 

measured with a SMPS or DMPS system and AMS, enables us to calculate hygroscopic and 

optical properties of the aerosol particles (section 4 and 6). Together with an adiabatic cloud 

parcel model we can even estimate their ability to form cloud droplets during realistic 

atmospheric conditions (section 5 and 10.3). 

At Vavihill the measured particle number size distributions (with the DMPS) is used as input 

to a Mie-theory model (section 6), which calculates the scattering and absorption coefficients 

( s and a), at different wavelengths of light ( ). The modelled scattering and absorption 

coefficients can then be compared with the measured scattering coefficients (from a 3-

wavelength integrating Nephelometer) and absorption coefficients (from a soot photometer). 

This on-line closure gives direct information about the data quality of the instruments (figure 

5). The agreement between the Mie-theory model and the Nephelometer measurements is 

usually best for the blue and green light. This is because the scattering coefficients at these 

wavelengths mainly are affected by the submicron particle concentrations and not the coarse 

mode particle concentrations (> 1 μm in diameter), which cannot be detected with the DMPS 

system. 
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Figure 5. Comparison between measured and modelled particle scattering coefficients of blue light 

( =450 nm) (a), green light ( =520 nm) (b) and red light ( =700 nm) (c), at Vavihill the 6th of June, 

2008. The model results are given for two different refractive indices, one for clean continental 

conditions (1mL=1.54-0.01i) and one for more polluted continental air masses (2mL=1.60-0.15i) (Ebert 

et al., 2004). The legend displays the squared correlation coefficients (r2-values) between the modelled 

and measured scattering coefficients. 

In all papers included in this thesis we combine the information from measurements and 

models in order to draw conclusions concerning different processes and aerosol properties 

relevant for climate and health. 
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3 Aerosol dynamics 

In this section the most important aerosol dynamics processes in the atmosphere are described 

briefly and illustrated with a few examples. Readers interested in the governing equations and 

how they specifically are implemented in ADCHEM and ADCHAM are referred to Paper I

and III.  

3.1 Coagulation 

Coagulation is the process where particles of same or different sizes collide and form larger 

particles. The probability of coagulation between two particles due to their Brownian motion 

(random motion because of the collision with gas phase molecules) depends on the diameters 

of the particles and the particle diffusion velocities. Particles with large diameters have low 

diffusion velocities but large particle surface areas to collide onto. Small particles on the other 

hand have high diffusion velocities but small surface areas. Therefore, the probability that 

either two small or two large particles will collide is much smaller than the probability that 

one small and one large particle will collide. Brownian coagulation is especially important in 

environments with a large number of small particles, (e.g. within a diesel engine, during new 

particle formation events or in a street canyon).  

However, there are also other coagulation mechanisms which are important in the presence of 

large particles or cloud droplets (see Pruppacher and Klett, 1997). Large particles or cloud 

droplets with high fall velocities cause a substantial enhancement of the Brownian 

coagulation (so called convective Brownian coagulation). Additionally, the relative difference 

in sedimentation velocity between the aerosol particles and/or droplets enhances the 

coagulation rate (gravitational impaction).  

Inside clouds, turbulence also enhances the coagulation rates because of: (1) velocity 

gradients which create relative particle motions (turbulent shear impaction) and (2) 

acceleration which (depending on their mass) give particles different relative velocities, 

(turbulent inertial impaction). Both the turbulent shear and inertial impaction depend on the 

rate of dissipation of kinetic energy per mass in clouds ( ). Observed values of  inside 

different cloud types vary between 3 cm2 s-3 in the least turbulent clouds (stratus) up to 2000 

cm2 s-3 in strong cumulonimbi (Pruppacher and Klett, 1997). 
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Figure 6 compares the coagulation rates of different coagulation mechanisms, between a 

particle with a diameter of 1 m and other particles or droplets of different sizes. For all 

coagulation mechanisms except turbulent inertial impaction, the minimum coagulation rate is 

found for particles of equal size (in this case 1 m in diameter). The figure also illustrates that 

Brownian coagulation is the only coagulation mechanism which is important for submicron 

particle sizes.       

Figure 6. Coagulation rates of different coagulation mechanisms between a particle with a diameter of 

1 m, with other particles of different particles sizes (x-axis). 

3.2 Dry deposition  

The dry deposition (deposition without influence from clouds or precipitation) of particles 

onto different surfaces depends on impaction, interception, diffusion and gravitational 

settling. For the smallest particles (<0.1 μm in diameter) diffusion is the dominating 

mechanism, while for larger particles (>1 μm in diameter) gravitational settling is the main 

deposition loss mechanism in the atmosphere. Between 0.1 and 1 μm in diameter, there is a 

minimum in the dry deposition velocity because neither diffusion nor gravitational settling is 

an important loss mechanism. The dry deposition velocities of particles also depend on the 

surface structure (e.g. vegetation type) and the stability of the atmosphere. For instance a 

rough surface (e.g. a forest or city with large buildings) gives substantially larger dry 

deposition losses than a flat surface (e.g. grasslands).  
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During laboratory chamber experiments the deposition of particles to the chamber walls is 

largely governed by particle charge distribution and the chamber wall surface area to volume 

ratio (McMurry and Rader, 1985, Pierce et al., 2008 and Paper III). Particles in the air may 

be charged already when they are formed or when they collide with air ions. Air ions are e.g. 

formed during the decay of radon in the air. After some time in the atmosphere the particles 

approach a well-defined size dependent equilibrium charge distribution, with approximately 

equal amounts of positively and negatively charged particles. The same charge distribution is 

achieved in the bipolar diffusion charger of an SMPS or DMPS system (section 2.3). 

Figure 7 shows: (a) the modelled fraction of particles with at least one positive or negative 

elemental charge and (b) the effective particle deposition losses to the chamber walls in the 

Teflon chamber in the aerosol lab at Lund University. The model results are given as a 

function of particle diameter and for different particle residence times within the chamber. 

Figure 7b also shows the initial wall loss rates for particles with no charge. The effective wall 

losses of the smallest particles rapidly decrease because the charged fraction is lost to the 

chamber walls. However, for the particles larger than 200 nm in diameter the effective wall 

deposition loss rates even increase over time. This is because the air volume within the 

chamber (flexible Teflon bag) decreases during the course of the experiment with about 0.8 

m3 hour-1 which increases the chamber surface area to volume ratio.       
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Figure 7. Modelled (a) fraction of particles with at least one positive or negative elemental charge and 

(b) the effective wall loss rates of particles of different sizes, in the Lund University Teflon chamber 

with an initial volume of 6 m3, a volume loss rate of 0.8 m3 hour-1, a friction velocity of 0.05 m/s and 

an mean electrical field strength of 50 V/cm. At the start, the particles were at charge equilibrium.

3.3 Condensation and evaporation  

Condensation is the process by which particles grow because of a net transport of gas 

molecules to the particles surfaces, while evaporation is the process by which particles shrink 

because of a net transport of molecules away from the particle surfaces. It is the concentration 

gradient of a compound i between the gas phase far from the particle surface (  (moles m-3

air)) and the saturation concentration at the particle surface ( ) which determine whether the 

particles will grow or shrink. At equilibrium between the particle and gas phase the 

concentration gradient between the gas phase and the particle surface is zero, and the particles 
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neither grow nor shrink. Equation 1 gives the particle molar growth rate ( ) of compound i. 

Di is the gas phase diffusion coefficient of compound i, Dp is the particle diameter and fi is a 

correction factor (Fuchs and Sutugin, 1971) for the so called transition regime.   

     (1) 

In the transition regime the diameter of the particles are comparable to the average travel 

distance of a gas molecule between collisions with other molecules (the mean free path). In 

air at room temperature and sea level pressure the mean free path is 65 nm. Hence, for 

submicron particles the gas around them does not behave as a homogeneous fluid (continuum 

regime). 

For low volatile compounds with very low saturation concentrations (e.g. sulphuric acid) 

evaporation is usually a negligible process and the condensation growth is independent of the 

particle phase composition. However for most compounds, condensational growth requires 

that the compounds can dissolve in a water or organic particle phase, protonate or 

deprotonate, or form salts with other compounds in the particle phase.  

If the condensable compound i is partitioning (dissolve) into the particle phase of a particle, 

the saturation concentration ( ) can be derived from Raoult’s law, corrected with activity 

coefficients ( which take into account the non-ideal interactions between the different 

compounds in the solution and the Kelvin effect ( ) (eq. 2-3).  in equation 2 is the pure-

liquid saturation vapour pressure of compound i over a flat surface composed of only that 

compound.  is the mole fraction of compounds i in the particle phase which i dissolve in.   

    (2) 

     (3)  

T is the temperature in Kelvin, R is the universal gas constant (8.3145 J mol-1 K-1),  is the 

molar mass of compound i,  is the density of the particle phase which the compound 

partition into and i is the surface tension of compound i. 

The Kelvin effect describes the relative increase in the vapour pressure because of the 

curvature of a particle surface. At a curved surface the intermolecular bonds between a 

molecule and its neighbour molecules are weaker. Hence, the molecules easier escape from 



21 

curved surfaces than flat. Because the curvature increases with decreasing particle diameter, 

the saturation vapour pressure (of particles with identical composition) increases with 

decreasing particle size. This effect is mainly important for particles below 100 nm in 

diameter. For the smallest particles in the atmosphere (about 1 nm in diameter) the Kelvin 

effect is a strong barrier to overcome in order to grow.  Therefore, these particles can only 

grow by certain very low volatile compounds (e.g. sulphuric acids or the least volatile organic 

compounds) (section 3.4 and Paper III).  

Processes that decrease  (e.g. solid salt formation, other particle phase reactions and 

increased water content) allow the particles to grow faster (see section 4.2 and Paper III).   

3.4 Homogeneous nucleation 

Homogeneous nucleation is the process by which gas phase molecules form stable clusters 

with a diameter of around 1 nm. The molecules can either be formed of the same or different 

compounds. In the atmosphere it is still not clear: (1) which molecules that are involved in the 

formation of stable molecular clusters, (2) which molecules that are involved in the initial 

growth of these clusters, (3) the exact mechanism responsible of the cluster formation and the 

initial growth of these clusters, and (4) whether it is the formation or initial growth of these 

clusters that mainly limits the frequently observed homogeneous new particle formation in the 

atmosphere (figure 3).  

The most recent observations in the atmosphere (Kulmala et al., 2013) indicate that sulphuric 

acid is one of the compounds in these 1-1.3 nm clusters, possibly stabilized by a strong base 

(e.g. amine). The slow initial growth between 1.2-1.7 nm may be explained by uptake of 

sulphuric acid. However, for particles larger than 2 nm, organic compounds must be involved 

to explain the observed growth rates.  

For atmospheric model simulations, semi-empirical parameterizations of the formation rate 

(  (particles cm-3 s-1)) of clusters of e.g. 1.5 nm in diameter are commonly used. In 

these parameterizations the formation rate is often proportional to the sulphuric acid 

concentration to the power of 1 or 2 (eq. 4). The value of the exponent  depends on whether 

the clusters are believed to form from two colliding sulphuric acid molecules (kinetic 

nucleation theory (McMurry and Friedlander, 1979)), or from one sulphuric acid molecule 

that activates by heterogeneous reactions (Activation nucleation theory (Kulmala et al., 

2006)). The correlation coefficient ( ) in equation 4 is determined experimentally (e.g. 
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Paasonen et al., 2009). Unfortunately the value of  can vary substantially between different 

nucleation event days and at different geographical locations.   

     (4) 

3.5 Wet deposition 

Wet deposition can be divided into: (1) in cloud scavenging (rainout) and (2) below cloud 

scavenging (washout). Although the name implies that it is a deposition mechanism, the 

fundamental mechanisms which govern these processes are the different coagulation 

mechanisms described in section 3.1, condensation and evaporation which is described in 

section 3.3 and cloud dynamics (e.g. Cotton et al., 2011). 

Below cloud scavenging is the process by which particles (and gases) are scavenged by 

precipitation. The wet deposition of particles depends on the size of the particles and the 

raindrops (snow crystals), but also on the intensity of the precipitation. During precipitation 

the wet deposition losses of particles and gases are generally substantially larger than the dry 

deposition losses. 

Figure 8 shows the calculated below cloud scavenging particle deposition loss rate as a 

function of particle size, for a rain intensity of 1 and 10 mm hour-1. The results were derived 

with an empirical parameterization from Hyytiälä in Finland (Laakso et al., 2003). As a 

comparison, figure 8 also displays the estimated effective dry deposition loss rates over a 

coniferous forest, during atmospheric stable conditions, a mixing height of 100 m and a wind 

speed of 1 m/s above the canopy. The dry deposition loss rates were calculated with the 

resistance model (Slinn, 1982 and Zhang et al., 2001), which is used in ADCHEM (Paper I).  
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Figure 8. Below cloud scavenging, calculated with the empirical parameterization from Laakso et al. 

(2003), at rainfall intensities of 1 and 10 mm hour-1. Given are also the calculated (with the resistance 

model by Slinn, 1982 and Zhang et al., 2001) effective dry deposition loss rates over an coniferous 

forest, during atmospheric stable conditions with a mixing height of 100 m and a wind speed of 1 m/s. 

In cloud scavenging refers to the processes where particles are incorporated into the cloud 

droplets, either during the cloud droplet activation phase (nucleation scavenging) or by 

coagulation between the particles and cloud droplets (impaction scavenging) (Pruppacher and 

Klett, 1997 and section 5).   
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4 Particle phase chemistry 

In order to model the gas-particle partitioning of e.g. hydrochloric acid, nitric acid and 

ammonia, the saturation concentrations above the particles or cloud droplet surfaces need to 

be determined (see section 3.3). This requires a thermodynamic model which can calculate: 

1) the hydrogen ion concentration ([H+])  (acidity) in the particle phase(s), 

2) the dissociated and non-dissociated electrolyte and salt concentrations, 

3) the non-ideal interactions (activity coefficients) of all compounds in the dissolved 

phase(s) and 

4) the water content of the particle phase(s). 

The problem is that all these properties depend on each other. Hence, an iterative approach is 

required, which starts with a first guess of the initial concentrations and activity coefficients. 

After this the model step by step calculates the properties in the list above and finally 

compares the new concentrations with the starting values (first guess). If the difference 

between any of these values is larger than a specified error tolerance the model starts from the 

beginning again.  

Readers interested in the descriptions of how the models in this thesis calculate the different 

parameters in the list above are referred to paper I and III. Below a simplified example is 

given on how the thermodynamic model used in ADCHAM (paper III) can be used to 

estimate the water uptake of aerosol particles at different relative humidities (RH).   

For known relative humidity (RH) the mole fraction of water in the particle phase (xw) can be 

calculated with equation 5.  is the water activity which is equal to the RH for large particles 

with negligible surface curvature.   

,      (5) 

Figure 9 shows the modelled and measured solute mass fraction (dry particle mass / particle 

mass including water) for particles with a 1:1 molar ratio of malonic acid to ammonium 

sulphate ((NH4)2SO4), at different . The figure also shows the modelled solute mass 

fraction for pure ammonium sulphate (salt) and malonic acid (org.) particles. The water 

activity coefficient in equation 5 was derived with the activity coefficient model AIOMFAC 
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(Aerosol Inorganic-Organic Mixtures Functional groups Activity Coefficients) from Zuend et 

al. (2011). 

The measurements in figure 9, which are from Choi and Chan (2002), show the gradual loss 

of water (increase of the solute mass fraction) from particles which first were allowed to 

equilibrate in an atmosphere at high RH. The model results and measurements are in good 

agreement all the way down to a water activity of approximately 0.45 (RH  45 %). At this 

the mixed phase organic and inorganic salt particles suddenly lose a substantial fraction of 

the remaining water (seen as a sudden increase in the solute mass fraction in the 

measurements). This is probably because the dissolved ammonium and sulphate ions 

crystalize and form solid salts. However, the organic particle phase still contains small 

amount of water, at least down to a water activity of 0.1.  

In the atmosphere the RH is usually larger than 45 %, and even at lower RH this sharp 

transition from a liquid to crystalline solid salt phase rarely exists. The reason for this is that 

atmospheric particles contain a much more complex mixture of organic and inorganic 

compounds with different hygroscopic properties.     

Figure 9. Comparison of modelled (AIOMFAC) and measured solute (malonic acid + ammonium 

sulphate) mass fractions, as a function of the water activity. The measurements were performed with 

electrodynamic balance (EDB) on evaporating particles with 1:1 molar ratio of malonic acid to 

ammonium sulphate (Choi and Chan, 2002). 
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4.1 Secondary organic aerosol (SOA) formation 

The initial growth of stable molecule clusters during a nucleation event (figure 3) is a good 

example of observed secondary aerosol formation in the atmosphere. Even though sulphuric 

acid likely is involved in the homogeneous nucleation (section 3.4), the sulphuric acid vapour 

concentration is usually at least one order of magnitude too low to explain the observed 

particle growth rates (Kulmala et al., 2004).  

Instead the growth of the nucleation mode particles is dominated by condensation of organic 

compounds (Kulmala et al., 2004 and 2013). However, modelling realistic SOA formation in 

the atmosphere is challenging because the SOA formation involves thousands of unknown 

compounds (Donahue et al., 2006). Furthermore it requires that the concentrations of the 

hydroxyl radical (OH), ozone (O3) and the nitrate radical (NO3), which oxidize the organic 

compounds in the gas and particle phase (Paper III), can be modelled accurately. 

Traditionally the SOA formation has been modelled as an equilibrium process using the 

partitioning theory from Pankow, 1994. The partitioning theory (which is based on Raoult’s 

law) is usually used together with semi-empirical parameterizations on the SOA formation 

from known SOA precursors (e.g. light aromatic compounds and monoterpenes). The 

parameterizations are derived from laboratory chamber experiments (e.g. Odum et al., 1996, 

Pathak et al 2007 and Paper IV). They contain a number of representative model compounds 

(products) with different volatilities and relative mass contributions. Often not more than two 

products are required in order for the parameterization to capture the experimental data points 

(two-product models). 

Lately the Volatility Basis Set (VBS) method (Donahue et al., 2006) which also builds on the 

partitioning theory has become a popular method (e.g. Lane et al., 2008, Shrivastava et al., 

2008 and Tsimpidi et al., 2010, Donahue et al., 2011 and Paper I and II). In ADCHEM the 

user can choose whether to use semi-empirically two-product model parameterizations for 

individual SOA precursors, or the newly developed 2D-VBS method (Jimenez et al., 2009, 

Donahue et al., 2011).  

In the 2D-VBS the organic compounds are divided into different volatility classes and into 

different oxygen to carbon ratio (O:C-ratio) classes, as a second dimension. The primary 

advantage of the 2D-VBS compared with the two-product model parameterizations is that it 

can (although, in a very simplified manner) describe the gradual oxidation of organic 
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compounds in the atmosphere. One large disadvantage is however that the model parameters 

(e.g. the oxidation reaction rates, and how the volatility of the compounds changes upon 

oxidation) are poorly known and still need to be tuned based on experimental data (Jimenez et 

al., 2009 and Paper I).  

Paper I describes the semi-empirical two-product model parameterizations and 2D-VBS 

method, how they are implemented in ADCHEM, and finally how they can be used to 

simulate non-equilibrium SOA formation in the urban plume from Malmö. 

If used as equilibrium partitioning models, the semi-empirical two-product model 

parameterizations and the VBS method require relatively little computational resources, and 

do not rely on detailed gas- and particle-phase chemistry models to calculate the SOA 

formation and gradual ageing in the atmosphere. This is probably one of the main reasons 

why they are used frequently.  

As a complement to these simplified descriptions of SOA formation, explicit process based 

models which combine the state of the art within gas phase chemistry (e.g. Jenkin et al., 2003, 

Valorso, et. al. 2011), mass transfer limited gas-particle partitioning (e.g. Shiraiwa et al., 

2012) and particle phase chemistry (e.g. Ervens and Volkamer, 2010, Pfrang et al., 2011 and 

Zuend and Seinfeld, 2012) are also needed. This is the main motivation why we developed the 

ADCHAM model (section 9 and Paper III).        

4.2 Organic particle phase reactions 

SOA formation is most often considered as an equilibrium process driven by the oxidation of 

organic compounds in the gas-phase (e.g. Pankow, 1994 and Donahue et al. 2011). However, 

during the last decade reactions in the particle phase (heterogeneous reactions) have also been 

postulated to be important for the SOA properties and formation. The most important are: 

1) oligomerization (polymerization) (e.g. Kalberer et al., 2004), 

2) oxidation of organic compounds with e.g. O3, OH, NO3 and NO2 in the particle phase 

(e.g. Knopf et al., 2005), 

3) reactions between organic and inorganic compounds and formation of organic salts 

(e.g. Na et al., 2007) or organosulphates (e.g. Liggio and Li, 2006), and  

4) interactions between inorganic ions, water and organic compounds, which may cause 

liquid-liquid phase separations or evaporation of organic compounds (salting-out) (e.g. 

Bertram et al., 2011).  
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In paper III the potential influence from these processes on the SOA properties and 

formation are studied. Process 1-3 have in common that they in general give less volatile and 

more viscous SOA. If no particle phase separation occurs, they also decrease the particle mole 

fractions of the condensable organic compounds which are formed in the gas phase, and hence 

also their saturation concentrations (eq. 2). Because of these reactive uptake mechanisms, 

SOA can be formed from compounds which otherwise would be too volatile to go into the 

particle phase. This may explain why particles around 2 nm in diameter can grow despite the 

large curvature effect (section 3.4 and e.g. Barsanti et al., 2009).  

4.3 Phase state of the organic aerosol particles 

Several experiments on laboratory produced pure SOA particles and SOA dominated particles 

formed in the atmosphere have shown that these particles are composed of solid or semi-solid 

viscous amorphous materials (like tar or wax) (e.g. Virtanen et al., 2010). For these particles 

the mixing within the particle phase is kinetically limited. Hence, the gas to particle 

partitioning cannot be well represented by an equilibrium process (Pöschl, 2011), which the 

models that build on the traditional partitioning theory assumes (Pankow, 1994). Grieshop et 

al. (2007) and Vaden et al. (2011) have illustrated that the evaporation of SOA particles 

formed from -pinene ozonolysis is order of magnitudes slower than expected from 

equilibrium partitioning.  

In Paper III we use the ADCHAM model to study the effects of: (1) mass transfer limited 

mixing within the particle phase, (2) formation and decomposition of low volatile oligomers 

and (3) adsorption of low volatile organic compounds at the particle surfaces, on the 

formation and evaporation rates of SOA particles. 
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5 Cloud microphysics 

In this section an updated version of the adiabatic cloud parcel model, which was used in 

Paper II to estimate the anthropogenic influence on low level clouds, is described. The model 

calculates the relative humidity, temperature, total liquid water content (LWC), particle 

number and cloud droplet number size distributions, as a function of the altitude of an air 

parcel with a pre-specified updraft velocity. For this it takes into account the adiabatic 

expansion and the latent heat release upon condensation (see e.g. Jacobson, 2005). Equation 2 

is used to derive the water saturation concentration at each particle or droplet surface. The 

activity coefficients for water and the inorganic and organic compounds dissolved in the 

particle water phase is calculated with the AIOMFAC model (Zuend et al., 2011). 

In order to be able to calculate a more realistic cloud droplet distribution, the model was 

recently extended with an algorithm that takes into account different coagulation mechanisms 

between particles and cloud droplets (section 3.1). Additionally, the model now also considers 

the condensation and dissolution of inorganic and organic compounds onto the formed cloud 

droplets, and the formation of sulphate from the reaction between dissolved SO2 and H2O2 

(hydrogen peroxide).  

However, the current model version does not take into account entrainment of air from 

outside the cloud and turbulent mixing within the cloud, which also are important in real 

convective clouds (see Pruppacher and Klett, 1997 and Cotton et al., 2011). In the future the 

model is primarily intended to be used as a module coupled to the ADCHEM model. This will 

enable a more realistic representation of the cloud particle processing. A similar approach has 

previously been used by Tunved et al. (2010) to simulate in cloud processing with the 

Chemical and Aerosol Lagrangian Model (CALM).      
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Figure 10 gives an example of the modelled RH, temperature and LWC as a function of the 

altitude of a rising air parcel, with an updraft velocity of 1 m/s. During the dry adiabatic 

expansion the temperature in the sub-saturated air parcel decreases with 9.8 K/km. The 

cooling of the air parcel increases the RH until it reaches a maximum super-saturation of 

about 100.25 %, 600 m a.s.l (figure 10 a). At this altitude, particles above a certain minimum 

particle size (about 100 nm in diameter) are activated and form cloud droplets. Thereby the 

water uptake from the gas phase increases substantially (figure 10 c), which causes the RH to 

slowly decrease and prevents even smaller particles from activating. Once the cloud has been 

formed, a large amount of latent heat is released upon condensation, and the lapse rate 

(temperature decrease per km) changes to about -5 K/km (figure 10 b).             

Figure 10. One example of modelled relative humidity (a), temperature (b) and liquid water content 

(LWC) (c), as a function of the altitude of a rising air parcel with an updraft velocity of 1 m/s. 
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6 Optical particle properties and their influence on the radiation 

balance

To be able to compare and evaluate the measured particle number size distributions and the 

scattering and absorption coefficients measured with the Nephelometer and soot photometer 

at Vavihill (see section 2.2 and figure 5), a Mie-theory model for spherical particles with 

homogeneous composition was developed according to the theory given in e.g. Van de Hulst 

(1957) and Pilinis (1989). This relatively simple model assumes that the material within each 

particle is homogeneously mixed, and that the optical properties of the particles can be 

described by their diameter and an effective refractive index. The Mie-theory model 

calculates the scattering and absorption efficiencies (Qa and Qs) of the measured particle sizes. 

These single particle properties describe how efficiently the particles scatter or absorb the 

incident light, relative to their cross sectional area (Across). The scattering and absorption 

coefficients (  and ) are given by the product between the particle cross sectional area and 

the scattering and absorption efficiency, respectively (eq. 6).  

,     (6) 

Several theories exist on how to calculate the effective refractive index. Often it is calculated 

with a simple volume fraction additive method (see e.g. Ebert et al., 2004). For coated soot 

particles it is more realistic to use the Maxwell-Garnett mixing rule (Maxwell-Garnett, 1904), 

where the soot particles are treated as inclusions embedded in a host matrix of coating 

material (Kahnert et al., 2012). 

6.1 Modelling of optical properties of soot particles in the atmosphere 

Several global model simulations have estimated that soot or black carbon gives the largest 

positive radiative forcing (warming) after CO2 (Jacobson, 2001 and Ramanathan and 

Carmichael, 2008). Fresh soot particles emitted e.g. by diesel engines are not spherical but 

consist of fluffy agglomerates composed of many small coagulated primary particles. As the 

soot particles age in the atmosphere, they are coated with secondary aerosol and water. This 

eventually leads to a transformation of the fluffy agglomerates into nearly spherical, more 

compact soot cores (e.g. Zhang et al., 2008). These solid soot cores are encapsulated and not 
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dissolved in the secondary aerosol coating material. Hence, in reality the soot is not 

homogeneously mixed with the rest of the particle material. 

The global warming effect of the soot particles may depend strongly on whether they 

predominantly are externally or internally mixed with the other aerosol particles in the 

atmosphere (figure 11). Traditionally, global climate models have treated the soot particles as 

externally mixed. However, Jacobson, 2001 showed that this may underestimate the global 

climate warming of soot with a factor of 2.  

When the soot particles age in the atmosphere, coagulation and secondary aerosol formation 

transform the aerosol particles from completely externally mixed to gradually more internally 

mixed. However, this transformation is poorly known and will depend on the properties of the 

fresh soot agglomerates and the properties of the coating materials. It will be challenging to 

treat this gradual transformation and influence on the optical particle properties in global 

climate models.  

Kahnert et al. (2012) modelled the optical properties of soot (light absorbing carbon) 

agglomerates coated with sulphate with a numerical exact solution of the Maxwell’s 

equations, and compared the results with simplified treatments of the particle properties which 

are being used in global climate models (figure 11).  

Figure 11. Schematic figures of: (a) realistic representation of a soot agglomerate coated with 

secondary aerosol material, (b) externally mixed primary soot and secondary aerosol representation in 

climate models, (c) homogeneously internally mixed soot and secondary aerosol and (d) core-shell 

representation of soot particles coated with secondary aerosol. 

a)                               b)                                c)                                   d) 
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As expected, the worst agreement between the simple methods and the numerical exact 

method was found when the secondary aerosol (sulphate) and soot was completely externally 

mixed (figure 11b). More surprisingly, the more complex core-shell particle method (figure 

11d) in general produced less accurate results than the homogeneous internal mixture method 

(figure 11c), even though the modelled soot particles were relatively compact with a fractal 

dimension of 2.6 (3 for spherical particles). At this fractal dimension, which is at the upper 

end of the range of values that have been observed in the atmosphere (Colbeck et al., 1990 

and Nyeki and Colbeck, 1995), the core-shell method significantly underestimates the 

absorption. The reason for this is that the electromagnetic field cannot penetrate deeply into a 

massive soot sphere. Hence, the mass inside the compact soot cores is not contributing to the 

absorption of the incident light. For the same reason, the homogeneous internal mixture 

method instead overestimates the absorption efficiency slightly and underestimates the 

scattering efficiency (Kahnert et al., 2012).  

Figure 12a shows the modelled Qa and Qs for spherical soot particles with or without non 

absorbing secondary aerosol (SA) coating. The particles were illuminated with visible light 

with a wavelength of 533 nm. Qa and Qs are given as a function of the diameter of the 

hypothetically spherical soot core. The coated particles were treated as homogeneously 

internally mixed. The refractive index was calculated with the Maxwell-Garnett mixing rule. 

The soot particles with coating have a SA to soot volume ratio of 7:1. Hence, the diameters of 

these particles are twice as large as the diameters of the soot cores. The scattering efficiency is 

at a maximum when the particle diameter is approximately equal to the wavelength of the 

incident light. 
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Figure 12. Modelled optical single particle properties of spherical soot particles, with or without 

secondary aerosol (SA) coating (7:1 SA to soot volume ratio). The refractive index of the soot was set 

to 1.76-0.63i and the refractive index for SA to 1.43, which with the Maxwell-Garnett mixing rule 

give an estimated refractive index of 1.4788-0.0723i for the coated soot particles. The wavelength of 

the incident light was 533.2 nm. Figure (a) shows the scattering and absorption coefficients, (b) the 

asymmetry parameters, (c) single scattering albedo and (d) the ratio between the scattering and 

absorption coefficients of the coated and uncoated soot particles, as a function of the soot core 

diameter. 

The Mie-theory code is also used in the radiative transfer scheme which is implemented in the 

ADCHEM model (Paper I). There it is used to calculate the asymmetry parameters (g) and 

single scattering albedos ( ) of the modelled particles and cloud droplets. The asymmetry 

parameter approximates the phase function of the light which is scattered by the particles. If g 
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is equal to 1, all light is scattered forward, while if g is equal to -1 all light is scattered 

backward. Particles larger than 0.5 m in diameter mainly scatter in the forward direction, 

while particles smaller than approximately 0.05 m and molecules have symmetric phase 

functions and emit light with equal intensity in the forward and backward directions (g=0) 

(so-called Rayleigh scattering) (figure 12b). The single scattering albedo is the ratio between 

the scattering efficiencies and the extinction efficiency (scattering + absorption).  

Fresh soot particles, which usually have a volume equivalent diameter smaller than 100 nm, 

nearly exclusively absorb the incident light ( <0.2) (figure 12c). When these particles take up 

secondary aerosol material the scattering efficiency increases and the absorption efficiency 

decreases (figure 12a). However, both the scattering and absorption coefficient increases 

when the particles age. Figure 12d shows the ratio between the pure and coated spherical soot 

particles scattering and absorption coefficients. As expected the non-absorbing SOA coating 

has the largest influence on the scattering coefficients. However, also the absorption 

coefficients increase substantially, especially if the soot core is relatively large. The coating 

material can be viewed as a lens which scatters the light toward the soot core. In reality this 

effect will at least partly be cancelled out by the collapse of the initially fluffy agglomerates 

into more compact spheres. This may explain why recent field measurements only showed a 

small enhancement of the absorption coefficient because of SA coating of the soot particles 

(Cappa et al., 2012). The treatment of the fresh soot particles as compact spheres might 

underestimate their shortwave climate forcing with 50 % (Kahnert, 2010).   

6.2 Radiative transfer in a vertically inhomogeneous atmosphere 

In order to be able to model the gas phase chemistry of the atmosphere it is crucial that the 

photolysis rates of different gas phase components can be determined accurately. This is the 

main reason why the ADCHEM model (Paper I) is equipped with a radiative transfer model 

which describes the intensity of direct (from the sun) and diffuse (scattered light) in the 

upward and downward direction at different altitudes of the troposphere.  

The model uses a two-stream approximation scheme developed by Toon et al. (1989). This 

scheme can be used to calculate the radiative transfer in a vertically inhomogeneous 

atmosphere with clouds and aerosols. Two-stream schemes are widely used in weather and 

climate models. They describe the radiative fluxes with one upward and one downward flux 

component for the diffuse light. This is of course a simplification. In reality the scattered light 
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will be directed in all possible direction. There are also more sophisticated radiative transfer 

schemes which use four-stream approximations (e.g. Zhang et al., 2010).  

In order to approximate the forward and backward scattered energy with only two 

components, effective asymmetry parameters are used. These parameters, which are the 

weighted sum of the asymmetry parameters for gases (Rayleigh scattering), aerosol particles 

and cloud droplets, are derived with a Mie-theory model (section 6). Additionally the 

radiative transfer scheme use the effective single scattering albedos and optical depths  of 

gases, aerosol particles and cloud droplets in order to calculate the spectral irradiance at 

different altitudes of the atmosphere (see Appendix G in Paper I). The optical depth at 

different altitudes of the atmosphere describes how much of the incoming solar radiation that 

is scattered or absorbed in the air column through which the light is traveling.   

Figure 13 shows an example of the modelled direct and net shortwave radiation through a 

clean marine stratocumulus type cloud with properties derived with the adiabatic cloud parcel 

model described in section 5. The albedo of the ocean surface below the cloud was set to 0.1. 

The results are from a simulation with a solar zenith angle corresponding to 22nd of June at 3 

pm, and 60°N. At the top of the cloud the solar irradiance is 870 W/m2. However, although 

the cloud is relatively thin with a vertical extent of approximately 250 m (figure 13a), the 

direct light is completely scattered and absorbed by the clouds droplets within less than 100 m 

from the cloud top (figure 13c). Because of the relatively large size of the cloud droplets, the 

effective asymmetry parameter within the cloud is 0.87 (figure 13b). Thus, most of the 

scattered light is directed in the forward direction of the incident light. However, since most 

of the diffuse light is scattered several times within the clouds, about 400 W/m2 is still 

directed upward and back to space at the cloud top (figure 13c). 430 W/m2 of the diffuse short 

wave radiation transmit through the cloud and reach the surface of the earth (figure 13d).    
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Figure 13. Modelled (a) liquid water content (LWC), (b) effective asymmetry parameter, (c) direct 

and diffuse downward and upward shortwave radiation and (d) net shortwave radiation at different 

altitudes inside a modelled cloud of clean marine stratocumulus type.
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7 Gas phase chemistry 

In the troposphere there are thousands of different gas phase compounds of which the 

majority is organic compounds. The gas phase chemistry of the troposphere is to a large 

extent controlled by the hydroxyl radical (OH). OH is a very reactive species involved in 

thousands of different reactions. Many compounds in the atmosphere react in similar ways, 

for instance alkenes are generally more reactive than alkanes because of their double bounds, 

and aromatic compounds are generally oxidized efficiently by OH but not by O3 (Jenkin et al., 

2003). By taking such general rules into account, gas phase chemistry models can be 

simplified. In the gas phase chemistry model used in ADCHEM (Paper I) the kinetic code 

was adapted from Pirjola and Kulmala (1998), originally from EMEP. This code includes o-

xylene as the only aromatic compound. In ADCHEM the aromatic compounds benzene and 

toluene were also included. In total the kinetic code in ADCHEM comprises 63 compounds 

and 119 reactions. 

Figure 14 gives an example of the simulated OH radical concentration with ADCHEM. The 

OH concentration is given for two autumn days, the first sunny and the second day with thin 

clouds at the top of the boundary layer. Typically the OH concentration reaches a few million 

molecules per cubic centimetre during a sunny summer day, but just a few hundred or 

thousand molecules per cubic centimetre during the night. 

Figure 14. Simulated OH concentrations at different altitudes along a trajectory to and from the 

Vavihill field station, during the 6th and the 7th of October, 2008. 
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Although simplified gas phase chemistry codes (as the one which was used in ADCHEM) 

may be able to predict realistic concentration of e.g. O3, NO and NO2, they cannot be used to 

describe the complex chemistry during the oxidation of SOA precursors. Hence, for the SOA 

formation these models rely on simplifying semi-empirical parameterizations of the SOA 

formation and oxidation in the atmosphere (section 4.1).     

In the ADCHAM model a more detailed gas phase chemistry model was implemented, which 

uses the gas phase kinetic code Master Chemical Mechanism v3.2 (MCMv3.2) (Jenkin et al., 

2003, Paper III). This code is widely used for detailed studies of laboratory chamber 

experiments (e.g. Bloss et al., 2005a-b and Metzger et al., 2008). In total MCMv3.2 comprises 

5710 compounds and 16940 reactions. However, often only a small fraction of them are used 

for simulations of single precursor experiments.  

Despite the complexity of MCMv3.2 much of the gas phase chemistry during the oxidation of 

common secondary organic aerosol precursors is poorly known. Often the reaction pathways 

and rates are only qualified guesses. In Paper III MCMv3.2 was used to study the oxidation 

of m-xylene, which is a light aromatic compounds found in gasoline car exhausts (Schauer et 

al., 2002 and Paper IV). For these simulations MCMv3.2 overestimated the ozone 

concentration with nearly a factor of two, and underestimated the OH concentration. This is 

consistent with the results from Bloss et al. (2005a-b), which showed that MCMv3.2 

generally overestimates the ozone concentrations and underestimates the OH concentrations 

during light aromatic compound oxidation experiments.       

In Paper III we also tested whether the complexity of the gas phase chemistry of MCMv3.2 

is sufficient to be able to model the SOA formation from -pinene and m-xylene, without 

introducing simplifying tuned semi-empirical two-product or 2D-VBS parameterizations. For 

these compounds the model can almost reproduce the measured SOA formation, at least for 

the relatively high precursor concentrations used in the experiments. However, other 

uncertainties in: (1) the calculated pure-liquid saturation vapour pressures of the condensable 

organic compounds, (2) the influence of particle phase reactions and (3) the chamber wall 

effects, make it impossible to draw any precise conclusions concerning the accuracy of the 

gas-phase kinetics relevant for the SOA formation in the atmosphere.   
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8 ADCHEM 

Figure 15 shows the model structure of ADCHEM. ADCHEM can be divided into three main 

models:  

1) an aerosol dynamics and particle phase chemistry model, 

2) a gas phase chemistry model, and 

3) a radiative transfer model. 

These models are combined with a Lagrangian model which solves the atmospheric diffusion 

equation (eq. 7) in the vertical (z) and horizontal (y) direction perpendicular to any air mass 

trajectory (Paper I). 

    (7) 

Kz and Ky in equation 7 are the eddy diffusivities (turbulent diffusivities) in the vertical and 

horizontal directions and c is the concentration of any arbitrary species. 

Figure 15. Schematic picture illustrating the model structure of ADCHEM. 
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8.1 ADCHEM version 2 

A model will never be complete. Hence, the ADCHEM model is still developing. Since the 

description of the first version (Paper I) following processes (modules) have been included:

1) an adiabatic cloud parcel model, used to calculate more realistic clouds properties and 

aerosol cloud processing along the air mass trajectories (section 5 and 10.3), 

2) the activity coefficient model AIOMFAC, 

3) a more detailed gas phase chemistry code, based on the MCMv3.2 chemistry, 

4) an updated gas-particle partitioning module which explicitly treats the condensation 

and evaporation of condensable organic compounds formed from the detailed gas 

phase chemistry model, and 

5) algorithms for oligomerization and oxidation of organic compounds in the particle 

phase. 

The model updates nr. 2-5 are also included in the ADCHAM model. In Paper III these 

modules (processes) are described and tested.   
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9 ADCHAM  

Figure 16 shows a schematic picture over the model structure of the ADCHAM model. The 

ADCHAM model is based on the aerosol dynamics model. ADCHAM also includes a 

detailed particle phase chemistry model which can simulate acid catalysed oligomerization 

and non-ideal mixing and interactions between organic and inorganic compounds.  

Figure 16. Schematic picture illustrating the model structure of ADCHAM (the figure is from Paper 

III).  
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Because recent observations of the phase state of SOA particles indicate that they are 

amorphous and very viscous, the SOA particles will be poorly mixed, and the gas-particle 

partitioning cannot be well represented by equilibrium partitioning theory (section 4.3). 

Therefore, ADCHAM includes a kinetic multilayer model which treats the mass transfer 

limited diffusion of compounds between the particle surface, and between different model 

layers within the particle bulk. In Paper III ADCHAM is used to model the observed mass 

transfer limited evaporation of SOA particles formed from oxidation of -pinene.   

The gas phase chemistry is modelled with MCMv3.2. With this detailed gas phase chemistry 

code ADCHAM can model the SOA formation without introducing simplifying 

representations of the oxidation in the gas phase such as 2D-VBS (Paper I). The pure liquid 

saturation vapour pressures of the formed organic oxidation products can be estimated with 

different functional group contribution methods (e.g. SIMPOL (Pankow and Asher, 2008) or 

Nannoolal et al., 2008). The saturation concentrations (pressures) are then derived with the 

pure-liquid saturation vapour pressures, chemical composition in the particle surface layer and 

the activity coefficients (eq. 2).    
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10 Examples of model applications 

This chapter presents a few examples of possible applications of ADCHEM and the adiabatic 

cloud parcel model which now is included in ADCHEMv2. Readers interested in different 

model applications with the ADCHAM model are referred to Paper III.  

10.1 Urban plume simulations 

So far the ADCHEM model has primarily been used for studies on the ageing of the urban 

plumes from Malmö (Paper II). These urban plume studies illustrate that the primary soot 

particle emissions within urban areas have a substantial influence on the particle number size 

distribution. However, this contribution decreases quite rapidly downwind the source regions 

because of coagulation, dry deposition and vertical mixing (figure 17b). For the urban plume 

from Malmö, the modelled anthropogenic secondary aerosol contribution dominates over the 

primary particle mass emission already 2 to 3 hours downwind the city. This is mainly 

because the ammonia emissions from agriculture and the NO emissions from the road traffic 

in Malmö substantially amplify the aerosol particle ammonium nitrate (NH4NO3) formation 

(see figure 17a and Paper II). If the urban plume air mass is in contact with clouds, the 

ammonium nitrate coating on the initially hydrophobic primary particles increases the cloud 

droplet number concentration and thereby the radiative forcing (Paper II). 

Figure 17. Modelled average mass contribution from the emissions in Malmö, in the centre of the 

urban plume downwind the city, for (a) nitrate and (b) soot. 
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Figure 18 shows the modelled relative contributions of the Malmö emissions to: (1) the 

particle number deposited dose, (2) surface area deposited dose and (3) mass deposited dose, 

in the respiratory tract. The results were constructed using the modelled particle properties 

from ADCHEM together with the ICRP model, which calculates the deposition pattern in the 

airways (section 1.4). In order to simulate a realistic deposited dose, the hygroscopic growth 

of the particles within the humid airways (RH 99.5 %) was considered (see the more detailed 

description by Löndahl, 2009). 

Figure 18 illustrates that in Malmö more than 50 % of the deposited particles in the 

respiratory system (of a normal healthy person during light exercise) are caused by the local 

emissions. A large fraction of them are soot particles from road traffic. Downwind Malmö the 

primary particle contribution decreases substantially. However, at the same time the total 

deposited mass contribution increases from only 2 % to 7 % 24 hours downwind Malmö. This 

increase is attributed to the secondary aerosol formation downwind Malmö. The contribution 

to the surface area dose (which has been suggested as a relevant dose metric for particle-

related adverse health effects (section 1.4)), is almost constant within 24 hours downwind 

Malmö. More than 18 hours downwind Malmö the modelled anthropogenic number dose 

contribution increases again. This increase is attributed an amplified homogeneous nucleation 

rate and growth rate within the urban plume.  

Figure 18. Modelled relative contribution to the respiratory tract deposited particle number, surface 

area and mass (PM2.5) dose from the emissions in Malmö, at different distances (time) downwind the 

city. The figure shows the averaged values over the whole horizontal model domain (20 km wide) 

perpendicular to the air mass trajectory.   
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10.2 Studies of regional new particle formation events 

Although ADCHEM was primarily developed for urban plume studies, it can also be used to 

simulate aerosol properties at clean background conditions. One such application is to study 

observed new particle formation events and compare the modelled particle properties with the 

measurements. Figure 19 gives an example of such a comparison, for 10 days between the 1st

and 10th of October, 2008. The model results in figure 19 are constructed from 72 different 

trajectory simulations, each starting 7 days upwind the Vavihill field station and arriving with 

3 hours intervals at the station (figure 20).  

Figure 19. Modelled and measured particle number size distributions (a) and (c), particle chemical 

composition (PM1 mass fractions) (b) and (d), particle number concentration above 3 nm in diameter 

(e), and the volume concentration for particles smaller than 1 μm in diameter (f). The results are from 

the 1st to 10th of October, 2008 at Vavihill field station. The particle chemical composition was 

measured with ToF-AMS and the physical particle properties with DMPS. 
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During most of the time the air mass trajectories originated over the North Atlantic Ocean, 

Greenland or Canada. These air masses were relatively clean. However, during a period 

between the 8th and 9th of October, 2008 the air mass trajectories travelled over France, 

Benelux and Germany before they arrived at Vavihill. During this period the modelled and 

measured particle mass is about 3 times higher than during the rest of the period (figure 19f).  

The homogeneous nucleation was simulated using kinetic nucleation theory (McMurry and 

Friedlander, 1979) (eq. 4). The formed nucleation clusters were assuming to have an initial 

diameter of 1.5 nm. The correlation coefficient (K) was set to 3.2·10-14 s-1cm3, which is the 

median value derived from measurements in Germany (Paasonen et al., 2009).  

Figure 20. Air mass trajectories starting 7 days before they arrive at the Vavihill field station. The 

colour coding shows which day during the 10 day period between the 1st and 10th of October, 2008 that 

the different air mass trajectories arrive at Vavihill. 

10.3 Aerosol cloud processing 

It has been estimated that only about 10 % of the clouds in the atmosphere form precipitation 

(Rodhe, 1992). Hence, many aerosol particles are processed several times inside clouds, 

before they are lost by wet deposition. The ADCHEM model is used to model the aerosol 

properties along air mass trajectories for more than one week and over large regions of the 

earth (section 10.2). Along most of these air mass trajectories the aerosol particles will 

encounter clouds. Hence, in order to be able to model realistic aerosol particle properties 

within the boundary layer, in cloud processing of aerosol particles often needs to be 
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considered. In the future this will be done with the adiabatic cloud parcel model described in 

section 5. In this section the adiabatic cloud parcel model is used to illustrate how the aerosol 

particle properties can be altered when they are processed inside a cumulus cloud. 

Figure 21 shows a schematic figure of typical air parcel movements in a shallow cumulus 

cloud (ch 7, in Cotton et al., 2011). The adiabatic cloud parcel model was started at 500 m 

a.s.l. at a RH of 95 %. The air parcel rises to 1500 m a.s.l., with an updraft velocity of 1 m/s. 

After this the air parcel descends back to the original altitude with a downdraft velocity of 1 

m/s. This air parcel route is intended to represent a cumulus cloud formation cycle which 

aerosol particles within the boundary layer may encounter. The path of the air parcel through 

the cumulus cloud is illustrated with the solid thick black lines in figure 21. Some air parcels 

will be cycled several times within the cloud, and will also partly be mixed with the new air 

parcels which enter from below the cloud.    

Figure 21. Picture which illustrates the circulation within a shallow cumulus cloud. The black lines 

represent the air parcel movement simulated in this section (adopted from Cotton et al., 2011).  

At the start of the simulations the particles inside the air parcel are composed of an aged 

internally mixed background aerosol (600 cm-3, 3.1 g m-3), which in the submicron size 

range is dominated by organic compounds (55 %), nitrate (14 %), sulphate (12 %) and 

ammonia (8 %). The particles with a diameter larger than 1 m are mainly composed of solid 

mineral dust (40 %), chloride (20 %), sodium (14 %) and organic compounds (11 %). 

Additionally, freshly emitted submicron primary particles (1100 cm-3 and 0.23 g m-3) of 

which 81 % is soot, 17 % is OA and 1 % is sulphate are also included.  
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Initially the freshly emitted primary particles (which are intended to represent road traffic 

emissions within a city) are either treated as a separate size distribution of externally mixed 

particles, or directly internally mixed with the background aerosol (as was assumed in Paper 

II). For the more realistic simulation where the freshly emitted primary particles are 

externally mixed, coagulation inside the cloud gradually transforms these particles into more 

internally mixed with the background aerosol.  

Figure 22 shows the modelled RH (a), particle mass concentrations (b) and gas phase 

concentrations (c), during the updraft and downdraft of the modelled air parcel. Already 

before the cloud droplets are activated, they start to take up substantial amounts of HNO3(g), 

NH3(g) and HCl(g). 10 m above the cloud base these gases are almost completely dissolved in 

the cloud droplets. In the downdraft the formed nitrate, ammonium and chloride stay inside 

the droplets until the air parcel leaves the cloud. Below the cloud HNO3 and HCl evaporate, 

while the ammonium stays in the particles and neutralizes the sulphate rich acidic content.        

Figure 22. Modelled RH (a), chemical composition in the cloud droplets (particle phase (p)) (b), and 

gas phase (g) (c), at different altitudes within an adiabatically rising and descending air parcel. The 

concentrations in the updraft are given by the solid lines while the concentrations in the downdraft are 

given by dots.  
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The increasing sulphate concentration is caused by the rapid liquid phase reaction between 

SO2 and H2O2. The sulphate content is increasing during the whole time which the aerosol 

particles stay inside the cloud. After the cloud processing only 10 % of the initial SO2(g) mass 

concentration of 1.3 g m-3 remains. Because sulphuric acid is a very low volatile compound, 

the sulphate remains in the particle phase after the cloud droplets have evaporated.  

Figure 23 shows the modelled dry particle number size distributions before and after cloud 

processing for simulations with: 

1) initially externally mixed freshly emitted primary particles and aged background 

particles, 

2) simplified treatment of the freshly emitted primary particles as internally mixed with 

the aged background aerosol, 

3) no freshly emitted primary particles, and 

4) no uptake of HNO3, HCl, NH3, SO2 or H2O2 by the particles and cloud droplets. 

The simulated particle number size distributions after the cloud processing show two distinct 

particle size modes in all simulations except nr 4. The first mode comprises the particles that 

were not activated as cloud droplets, while the second mode incudes those particles that were 

activated inside the cloud.  

When considering the external mixture of aged hygroscopic background particles and fresh 

hydrophobic soot particles, only the largest soot particles (Dp > 110 nm) are able to activates 

and form cloud droplets. By number less than 2 % of the fresh soot particles are activated. 

Hence, they have a relatively small influence on the number of cloud droplets. When 

assuming completely internally mixed aerosol particles, the separation between the two 

modes is more distinct in figure 23 and a larger number fraction of the soot particles are able 

to activate (10 %). This illustrates that models that assume instant mixing between the 

background particles and freshly emitted primary soot particles overestimate the 

anthropogenic influence on the cloud properties within the urban area (Paper II).                
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Figure 23. Modelled dry particle number size distributions before and after cloud processing, with 1) 

externally mixed fresh primary soot particles, 2) completely internally mixed particles, 3) no primary 

soot particles and 4) same as 1 but without uptake of HNO3, HCl, NH3, SO2 or H2O2 in the cloud 

droplets. 
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Figure 24 shows the modelled dry particle mass distributions of soot, sulphate and nitrate 

before and after the aerosol particles have been processed within the cloud. The results are 

from the simulation with initially externally mixed soot particles. The activated soot particles 

acquire a sulphate to soot mass coating of between 10 and 100, depending on the initial soot 

core size. This is in sharp contrast to the non-activated soot particles which after the cloud 

processing still contain only about 1 mass % sulphate. 

Figure 24. Modelled dry particle mass distributions of soot, sulphate and ammonium before (solid 

lines) and after (solid lines with dots) cloud processing. 
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11 Summary and conclusions 

In this thesis two models for aerosol dynamics, gas and particle phase chemistry were 

developed and evaluated. These models were used to study processes that alter the particle 

properties relevant for climate and health.  

The first model, which is called ADCHEM (trajectory model for Aerosol Dynamics, gas and 

particle phase CHEMistry and radiative transfer), was primarily designed for simulations of 

aerosol ageing within urban plumes (Paper I and II). The results from the urban plume 

studies give valuable knowledge about transformation of the urban gas and particle emissions 

from the urban background scale (1x1 km) to the grid scale treated by global CTMs and 

climate models (100x100 km) (Paper II).  

Recently, ADCHEM was also equipped with an adiabatic cloud parcel model which will be 

used to study the influence of clouds on the modelled aerosol particle composition (section 

10.3). 

The second model, which is called ADCHAM (Aerosol Dynamics, gas- and particle-phase 

chemistry kinetic multi-layer model for CHAMber studies), is primarily intended to be used 

for detailed process modelling during controlled laboratory chamber experiments (Paper III

and IV). With this model it is possible to study potentially influential but poorly known 

processes for SOA properties, formation and evaporation (specifically oligomerization, 

organic salt formation, salting-out effects, oxidation of organic compounds in the particle 

phase and mass transfer limitations in the particle phase).  

Among others, the simulations show that small amount of low-volatile and long lived 

oligomers, which accumulate in the particle surface layers upon evaporation, can explain the 

observed slow evaporation of SOA particles (Paper III). ADCHAM can be used as a 

valuable tool for analysing experimental data (Paper III), and when planning, designing and 

selecting which experiments that are needed in order to be able to answer specific research 

questions (Paper IV).  
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12 Present and future model applications 

In the future ADCHAM is planned to be used to study various chamber experiments, with the 

overall aim to implement the knowledge from detailed laboratory experiments into process 

based atmospheric models like ADCHEM. As a next up-scaling step, ADCHEM can be used 

to improve the representation of sub-grid scale processes in regional and global chemistry 

transport and climate models (figure 25). 

Figure 25. Picture illustrating the different temporal and spatial scales of the models developed and 

used in this article and how they relate to the scales covered by global CTMs and climate models.

Below a few concrete examples are given of important research questions which ADCHEM 

and ADCHAM are (or is planned) to be used to answer. 

Today much research is being made on secondary organic aerosol formation. However, few 

studies deal with the secondary ammonium nitrate formation in the atmosphere. In paper II it 

was shown that the secondary aerosol formed downwind Malmö is mainly composed of 

ammonium nitrate. One important research question is how these emissions influence the 

optical and hygroscopic properties of the primary soot particles downwind urban regions. 

With more detailed gas phase kinetics (MCMv3.2), process based SOA formation 

(ADCHAM), in cloud processing (section 5 and 10.3), separation of aged internally and fresh 

externally mixed primary particles (section 10.3), and semi-empirical representations of the 

gradual collapse of soot agglomerates when coated with inorganic or organic compounds, 

ADCHEM can be used to increase the knowledge concerning the full climate impact (indirect 

and direct effects) of anthropogenic primary soot particle emissions.    
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As illustrated in section 10.2, ADCHEM is also well suited for studies of regional new 

particle formation events. Currently ADCHEM is used together with a new version of the 

MALTE model (Boy et al, 2006), MCMv3.2 and the Generator for Explicit Chemistry and 

Kinetics of Organics in the Atmosphere (GECKO-A) (Valorso et al., 2011), to study the 

biogenic SOA formation during new particle formation events in the atmosphere. The models 

are employed along air mass trajectories between three measurement stations (Abisko 

(68º35’N, 19º05’E), Pallas (67º58’N, 24º07’E) and Värriö (67º46’N, 29º35’E)) in Swedish 

and Finnish Lapland. Specifically, we want to examine how these models (which together 

comprise much of the state of the art knowledge within biogenic organic gas phase chemistry 

and SOA formation) are able to represent the observed SOA mass formation and new particle 

formation growth rates. 

In order to be able to model more realistic emissions of different biogenic SOA precursors, 

dry deposition losses of particles and gases, and the influence of ozone stress and light 

conditions on the plant VOC emissions, ADCHEM should in the future also be extended with 

an in-canopy model (see e.g. Bryan et al., 2012, ).  

ADCHAM is currently used to simulate the secondary aerosol formation and gas phase 

chemistry during the gasoline car experiments in Paper IV. ADCHAM will also be used to 

simulate the evaporation of these particles within a thermo-denuder setup. Important 

questions to be addressed with these simulations are: 

1) How large fraction of the formed SOA can be explained by known SOA precursors (in 

this case mainly light aromatic compounds)? 

2) How well can ADCHAM simulate the observed chemical particle phase composition 

(e.g. O:C-ratios, organonitrates and ammonium nitrate) and the hygroscopic particle 

properties? 

3) How does the gas phase chemistry differs between single light aromatic precursor 

experiments and the complex organic mixture in gasoline exhausts? And does this in 

turn influence the SOA properties and formation? 

4) How volatile is the formed SOA, and do these experiments support the recent 

experimental findings that SOA particles are in an amorphous and viscous phase state? 
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Abstract. The aim of this work was to develop a model
suited for detailed studies of aerosol dynamics, gas and par-
ticle phase chemistry within urban plumes, from local scale
(1 × 1 km2) to regional scale. This article describes and
evaluates the trajectory model for Aerosol Dynamics, gas
and particle phase CHEMistry and radiative transfer (AD-
CHEM). The model treats both vertical and horizontal dis-
persion perpendicular to an air mass trajectory (2-space di-
mensions). The Lagrangian approach enables a more de-
tailed representation of the aerosol dynamics, gas and par-
ticle phase chemistry and a finer spatial and temporal resolu-
tion compared to that of available regional 3D-CTMs. These
features make it among others well suited for urban plume
studies. The aerosol dynamics model includes Brownian co-
agulation, dry deposition, wet deposition, in-cloud process-
ing, condensation, evaporation, primary particle emissions
and homogeneous nucleation. The organic mass partition-
ing was either modeled with a 2-dimensional volatility basis
set (2D-VBS) or with the traditional two-product model ap-
proach. In ADCHEM these models consider the diffusion
limited and particle size dependent condensation and evap-
oration of 110 and 40 different organic compounds respec-
tively. The gas phase chemistry model calculates the gas
phase concentrations of 61 different species, using 130 dif-
ferent chemical reactions. Daily isoprene and monoterpene
emissions from European forests were simulated separately
with the vegetation model LPJ-GUESS, and included as in-

Correspondence to: P. Roldin
(pontus.roldin@nuclear.lu.se)

put to ADCHEM. ADCHEM was used to simulate the age-
ing of the urban plumes from the city of Malmö in south-
ern Sweden (280 000 inhabitants). Several sensitivity tests
were performed concerning the number of size bins, size
structure method, aerosol dynamic processes, vertical and
horizontal mixing, coupled or uncoupled condensation and
the secondary organic aerosol formation. The simulations
show that the full-stationary size structure gives accurate re-
sults with little numerical diffusion when more than 50 size
bins are used between 1.5 and 2500 nm, while the moving-
center method is preferable when only a few size bins are
selected. The particle number size distribution in the center
of the urban plume from Malmö was mainly affected by dry
deposition, coagulation and vertical dilution. The modeled
PM2.5 mass was dominated by organic material, nitrate, sul-
fate and ammonium. If the condensation of HNO3 and NH3
was treated as a coupled process (pH independent) the model
gave lower nitrate PM2.5 mass than if considering uncou-
pled condensation. Although the time of ageing from that
SOA precursors are emitted until condensable products are
formed is substantially different with the 2D-VBS and two
product model, the models gave similar total organic mass
concentrations.

1 Introduction and background

Since the chemical and physical properties of aerosol par-
ticles determine both their climate and health effects, it is
important to understand the aerosol dynamic processes that
affect these quantities. Particle emissions within a city may

Published by Copernicus Publications on behalf of the European Geosciences Union.



5868 P. Roldin et al.: Development and evaluation of an aerosol dynamics model

have a significant effect on the population health and climate
several tens or hundreds of kilometers downwind of the ur-
ban center, although limited quantitative information is avail-
able in the literature (Hodzic et al., 2006; Doran et al., 2007;
Nolte et al., 2008; Hodzic et al., 2009; Tsimpidi et al., 2010;
Wang et al., 2010). The chemical composition of the ambient
aerosols is affected by primary particle emissions, conden-
sation, evaporation and coagulation between particles with
different composition. The particle number size distribution
is altered by emissions, condensation, evaporation, coagula-
tion, dry and wet deposition, formation of new particles by
homogeneous nucleation and in-cloud processing.

Since 2007 the trajectory model for Aerosol Dynamics,
gas and particle phase CHEMistry and radiative transfer
(ADCHEM) has continuously been developed and used at
Lund University. In this work ADCHEM was used to model
the particle and gas phase properties in the urban plume from
the city of Malmö in southern Sweden (13◦00′ E, 55◦36′ N,
280 000 inhabitants). This article mainly describes the model
development and evaluation, while Paper II (Roldin et al.,
2011) describes the average particle and gas phase properties
within the urban plume from Malmö, and their influence on
the radiation balance and cloud properties.

ADCHEM includes both vertical and horizontal disper-
sion perpendicular to an air mass trajectory (2-space dimen-
sions), which is not treated in Lagrangian box-models (0-
space dimensions). The Lagrangian approach allows a more
detailed representation of the aerosol dynamics, particle and
gas phase chemistry and a finer spatial and temporal reso-
lution than available in regional three-dimensional chemical
transport models (3D-CTMs). These features make it well
suited both for studies of urban plumes as well as long dis-
tance transported air masses (e.g. studies of regional new par-
ticle formation events). The disadvantage with Lagrangian
models is that they follow one air mass trajectory, and do
not account for different wind speed or wind directions at
different altitudes. Hence, these models have limitations in
some meteorological conditions, and if the emissions within
a source region (e.g. a city) show rapid and large temporal
variability (see discussion in Sect. 2.1).

Aerosol models can be divided into equilibrium models
and dynamic models. The equilibrium models assume equi-
librium between the gas and particle phase while dynamic
models treat the mass transport between gas and particle
phase. Due to computational limitations the detailed aerosol
inorganic chemistry models are primarily equilibrium mod-
els, e.g. AIM (Wexler and Clegg, 2002), while aerosol dy-
namics models usually use a more simplified particle chem-
istry, e.g. UHMA (Korhonen et al., 2004b), or no particle
chemistry, e.g. AEROFOR (Pirjola, 1999) and MONO32
(Pirjola et al., 2003).

Once introducing particle chemistry into the aerosol dy-
namics model it should preferably be coupled to a detailed
gas phase chemistry model. One such early study was per-
formed by Pirjola and Kulmala (1998), which modeled bi-

nary H2SO4–H2O nucleation in urban and rural environ-
ments, using a box model. Fitzgerald et al. (1998) developed
the MARBLES model, which is a one dimensional (1-D)
Lagrangian aerosol dynamics model developed to simulate
multicomponent (sulfuric acid, sea salt and crustal material)
aerosol composition in the marine boundary layer. However,
this model did not include a detailed gas phase chemistry
model.

Boy et al. (2006) were among the first to include a detailed
aerosol dynamics model (UHMA) together with a detailed
gas phase chemistry model and a meteorological model in
1-D (vertical). This model named MALTE is primarily de-
signed to model new particle formation in the lower tropo-
sphere. ADCHEM developed in this work has many simi-
larities with MALTE concerning the aerosol dynamics, gas
phase chemistry and dispersion in the vertical direction. In
ADCHEM a second horizontal space dimension was intro-
duced to enable the simulation of horizontal inhomogeneous
emissions in urban plumes. However, ADCHEM does not in-
clude any meteorological model, and therefore relies on me-
teorological input data along the trajectory. ADCHEM also
incorporates a detailed radiative transfer model which treats
scattering and absorption from gases, particles and clouds
(Toon et al., 1989). The gas phase model included in AD-
CHEM is developed from the kinetic code incorporated in
the model developed by Pirjola and Kulmala (1998).

Recently aerosol dynamics models which treat conden-
sation and evaporation of semi-volatile inorganic gases like
ammonia (NH3), nitric acid (HNO3) and hydrochloric acid
(HCl) have been developed (e.g. Zhang and Wexler, 2008).
These models can treat the acid and base mass transfer ei-
ther as separate processes or simplified as a coupled pro-
cess. The large advantage of coupling the condensation and
evaporation of acid and base (e.g. HNO3 and NH3) is that
the condensation and evaporation becomes pH independent,
and allows the model to take longer time steps when solv-
ing the condensation/evaporation process. The disadvantage
with the coupled condensation/evaporation process is that it
is only valid if the aerosol is near acid neutrality (Zaveri et
al., 2008 and Zhang and Wexler, 2008).

To be able to take long time steps (minutes), without
causing oscillatory solutions when solving the condensa-
tion/evaporation of acid and base as separate processes, Ja-
cobson (2005a) developed the prediction of non-equilibrium
growth (PNG) scheme. With this method the condensation
(dissolution) and evaporation of HNO3, HCl and H2SO4 is
solved first, depending on the pH calculated from the pre-
vious time step, and then the NH3 dissolution is treated
as an equilibrium process. With this method the dissolu-
tion of NH3 is linked to the condensation/evaporation of the
acids but also depends on the pH in the aerosol liquid phase.
Therefore this method is also valid when the aerosol is not
near acid neutralized. In ADCHEM, the condensation and
evaporation of HNO3, HCl and NH3 can either be treated as
coupled or uncoupled processes, and the dissolution of NH3
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can either be modeled as a dynamic or equilibrium process.
ADCHEM also considers in-cloud processing of aerosol par-
ticles, including sulfate (S(VI)) formation from dissolved
SO2 and H2O2. The dissolution of SO2 and H2O2 are treated
as equilibrium processes.

The main objective of this work was to develop a model
which can be used for detailed simulations of ageing pro-
cesses within urban plumes, from local scale (1 × 1 km2)

to regional scale. One application of this comprehensive
model which is addressed in this work is to study which pro-
cesses that are most important for accurate representation of
aerosol dynamics and particle chemical composition in ur-
ban plumes. These results are useful when developing more
simplified aerosol dynamics, gas and particle phase chem-
istry modules or parameterizations for 3D-CTMs or global
climate models.

2 Model description

ADCHEM can be divided into three sub-models:

1. an aerosol dynamics and particle chemistry model,

2. a chemical gas phase model,

3. a radiative transfer model.

The aerosol dynamics model in ADCHEM is a sectional
model which discretizes the particle number size distribu-
tion into finite size bins. The particles are assumed to be
internally mixed which means that particles of the same size
within the same grid cell have the same composition. The
model includes Brownian coagulation, dry deposition, wet
deposition, in-cloud processing, condensation, evaporation,
primary particle emissions, homogeneous nucleation and dis-
persion in the vertical (1-D model) and horizontal direction
(2-D model) perpendicular to the air mass trajectory. The
model treats both organic and inorganic particle phase chem-
istry with sulfate, nitrate, ammonium, sodium, chloride, non
water soluble minerals (metal oxides/hydroxides), soot, Pri-
mary Organic Aerosol (POA), Anthropogenic and Biogenic
Secondary Organic Aerosol (ASOA and BSOA), and disso-
lution of sulfur dioxide and hydrogen peroxide into the par-
ticles and cloud droplets. In ADCHEM SOA can either be
formed by condensation of oxidation products of specific
VOCs (e.g. α-pinene, β-pinene, �3-carene, D-limonene,
isoprene, benzene, toluene and xylene), using the traditional
two-product model (Odum et al., 1996) or using the newly
developed volatility basis set (VBS) approach (Donahue et
al., 2006), which divides all organic compounds into volatil-
ity classes without identifying individual compounds. The
aerosol dynamics and particle phase chemistry model is cou-
pled to the gas phase chemistry model through condensation,
evaporation and homogeneous nucleation.

The gas phase chemistry model calculates the gas phase
concentrations of 61 different species, using 130 different

chemical reactions. Daily isoprene and monoterpene emis-
sions from European forests were simulated separately with
the vegetation model LPJ-GUESS (Smith et al., 2001 and
Sitch et al., 2003), in which processbased algorithms of ter-
penoid emissions were included (Arneth et al., 2007, Schurg-
ers et al., 2009a). The emissions from natural vegetation
were corrected for anthropogenic land cover following Ra-
mankutty et al. (2008), in a way similar to that in Arneth et
al. (2008).

The actinic flux used to calculate the photochemical reac-
tion rates, is derived with the radiative transfer model. This
model uses a quadrature two-stream approximation scheme,
where the radiative fluxes are approximated with one upward
and one downward flux component. The model can be used
to calculate the radiative transfer in a vertically inhomoge-
neous atmosphere with clouds and aerosol particles (Toon et
al., 1989).

Figure 1 illustrates the model structure in ADCHEM. The
model starts by calculating the turbulent diffusivity in the
vertical and horizontal direction using meteorological and
land use category input data. After this the model starts
integrating over time using operator splitting for each indi-
vidual process (module). Each individual process (module)
displayed in Fig. 1 is described in detail below.

To our knowledge there are no other models available like
ADCHEM which combine schemes of detailed aerosol dy-
namics, gas phase chemistry, inorganic particle phase chem-
istry, dynamic and particle size dependent SOA formation,
cloud processing and radiative transfer in two space dimen-
sions in a Lagrangian model with high spatial and temporal
resolution (∼1 km, ∼1 min).

Since ADCHEM is a Lagrangian model it relies on sepa-
rate results from an air mass trajectory model. In this work
the air mass trajectory for the studied case was modeled with
the Hybrid Single Particle Lagrangian Integrated Trajectory
(HYSPLIT) model (Draxler and Rolph, 2011), which was
run with meteorological data from the Global Data Assimi-
lation System (GDAS) from National Weather Service’s Na-
tional Centers for Environmental Prediction (NCEP), with a
horizontal resolution of 1◦× 1 ◦ and a temporal resolution of
3 h.

Stohl et al. (2001) conducted a model comparison be-
tween three different air mass trajectory models and con-
cluded that although the average horizontal position devia-
tions was largest close to the surface, it was not larger than
10 % for 48 h backward trajectory simulations. However, the
accuracy of the trajectory model does not just depend on
the model structure but also the meteorological input data.
Hence, since the HYSPLIT model relies on relatively coarse
large scale meteorology data, the wind direction of the mod-
eled trajectory was validated with wind direction measure-
ments in Malmö, at 24 m a.g.l. For the selected case study the
modeled and measured wind direction at this altitude agree
within five degrees.
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Fig. 1. Schematic picture illustrating the model structure of ADCHEM.

2.1 Atmospheric diffusion

For the simulations performed in this study a model domain
of 20 vertical grid cells and 20 horizontal grid cells was used.
The vertical and horizontal grid resolution was 100 m and
1000 m respectively. The 2-D model solves the atmospheric
diffusion equation (Eq. 1) in the vertical and horizontal di-
rection perpendicular to the air mass trajectory.

dc

dt
= ∂

∂z

(
Kz
∂c

∂z

)
+ ∂

∂y

(
Ky

∂c

∂y

)
(1)

Dry deposition and emissions of primary particles in the sur-
face layer are treated separately, and are not included in the
boundary conditions for the atmospheric diffusion equation
in order to reduce computing time. Instead of solving the 2-D
atmospheric diffusion equation for each particle size bin, for
8 inorganic and up to 110 organic aerosol compounds, and
each gas phase species (61 compounds), the model solves
the atmospheric diffusion equation once for each grid cell.
This is possible because the transport of compounds by tur-
bulent diffusivity in contrast to e.g. molecular diffusion is
independent of the properties of the individual species. For
the 20 × 20 grid, the diffusion equation has to be solved 400
times in each time step. Equation (1) is solved 400 times by
introducing an inert species with initial concentration equal
to 1, in one new single grid cell at the time. In all other grid
cells the concentration is set to zero. After one time step
a new concentration matrix of the inert species is received,
which describes the mixing of the air between the grid cell
with initial concentration equal to 1 and the surrounding grid

cells. If the time step used is short enough the atmospheric
diffusion equation does not have to be solved for the whole
grid, but rather for the grid cells closest to the grid cell with
an initial concentration equal to 1. This way the simulation
time can be decreased drastically.

Kz and Ky in Eq. (1) are the eddy diffusivities (turbulent
diffusivities) in the vertical and horizontal direction respec-
tively and c is the concentration of any arbitrary species. The
eddy diffusivities are calculated for stable, neutral and un-
stable atmospheric conditions using the representations from
Businger and Arya (1974), Myrup and Ranzieri (1976) and
Tirabassi and Rizza (1997) (Appendix A). The three turbu-
lence regimens are defined by the dimensionless parameter
(h/L), where h is the mixing height and L is the Monin-
Obukov length, which describes the relationship between the
buoyant and wind shear produced turbulent kinetic energy.
For stable conditions the turbulence in the boundary layer
is mainly produced by wind shear while for unstable condi-
tions the turbulence is mainly induced by buoyant convec-
tion. Hence, for stable and neutral conditions the eddy diffu-
sivity is represented by expressions which depend on the fric-
tion velocity while for unstable conditions the friction veloc-
ity is replaced with the convective velocity (see Appendix A).

The numerical solution of the atmospheric diffusion
equation is described in Appendix B. As upper bound-
ary condition the concentration gradient ∂c/∂z was set
to 10−3 cm−3 m−1 to account for the generally decreasing
gas and particle concentrations above the model domain
(2000 m a.g.l.). This is a rough assumption which could not
be verified with measurements. However, because of the
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vertical stability above the boundary layer it had negligible
influence on the concentrations within the boundary layer.
As horizontal boundary conditions the concentration gradi-
ent ∂c/∂y was set to zero.

ADCHEM does not consider advection in the horizontal
direction perpendicular to an air mass trajectory or that the
wind speed may change in the vertical direction. This is the
largest disadvantage with the model compared to Eulerian
3D-models. Hence, ADCHEM cannot be used to accurately
simulate urban plumes when the wind direction changes
significantly in the vertical direction within the boundary
layer. The model results are also distorted if the wind speed
changes in the vertical direction, but this is mainly a prob-
lem if the emissions within the city changes significantly
and rapidly. Wind shear changes the wind direction and the
wind speed in the vertical direction, while the vertical diffu-
sion prevents these distortions (Tirabassi and Rizza, 1997).
Hence, it is during stable conditions (strong wind shear and
slow vertical diffusion) that ADCHEM may be less appro-
priate for urban plume simulations. At long distances down-
wind of the starting point there will always be some di-
vergence between the air mass trajectories at different alti-
tudes which limits the spatial coverage of Lagrangian mod-
els. Hence, the model accuracy for urban plume studies gen-
erally deteriorates with the distance downwind of the source
region. ADCHEM is therefore mainly useful when studying
the first few hours up to possibly one day of ageing down-
wind of a city. When studying large scale regional air mass
transport without the influence from large point sources (e.g.
cities) the Lagrangian model approach can however be useful
on larger spatial scales (several days) (see e.g. Tunved et al.,
2010).

Figure S1 in the Supplement illustrates how different
HYSPLIT air mass trajectories which start over Malmö at
different altitudes but at the same time, are separated from
each other due to different wind speed and wind direction at
different altitudes. At Vavihill the trajectories which start at
50 and 300 m a.g.l. over Malmö are separated approximately
5 km in the horizontal direction, due to wind shear in the
stable stratified boundary layer. The trajectory which starts
500 m a.g.l. over Malmö (above the boundary layer) passes
approximately 10 km to the east of Vavihill.

2.2 Aerosol dynamics

Each aerosol dynamic process is included as a separate pro-
cess in the model, using operator splitting. As default the
model solves all aerosol dynamic processes with a time in-
terval of 60 s.

2.2.1 Size distribution structures

In ADCHEM the changes in the size distributions upon con-
densation/evaporation or coagulation are solved with the full-
stationary, full-moving or moving-center structures which all

have different advantages and disadvantages. All these meth-
ods are mass and number conserving, which was tested be-
fore the methods were implemented in ADCHEM. For a de-
tailed description of the methods see Sect. 13 in Jacobson
(2005b).

If using the full-stationary structure when calculating how
the particle number size distribution changes in diameter
space, the so called splitting procedure has to be used. With
this procedure it is assumed that only a fraction of the parti-
cles in one size bin will grow to the next size bin, while the
rest of the particles will not grow at all (Korhonen, 2004b).
This leads to numerical diffusion which makes the particle
number size distribution wider and the peak concentration
lower (Jacobson, 2005b and Korhonen, 2004b). The reason
for this is that splitting makes some particles grow more than
in the reality, while others will not grow at all. The numerical
diffusion can be decreased by increasing the number of size
bins (Korhonen, 2004b).

With the full-moving structure the particles are allowed to
grow to their exact size and instead of splitting them back
onto a fixed diameter grid the diameter grid moves with
the particles. While eliminating the numerical diffusion this
causes problems if air mixes between adjacent grid cells and
if considering new particle formation. Therefore the full-
moving structure will not be used in this study.

The moving-center method is a combination of the full-
stationary structure and the full-moving structure. The par-
ticles are allowed to grow to their exact size as long as they
are not crossing the fixed diameter bin limits. If the particles
in a size bin cross the lower or upper diameter limit they are
all moved to the adjacent diameter bin and their volume is
averaged with the particles in the new bin, which then get a
new diameter. Since all the particles in one size bin move
to a new bin in the same time step the numerical diffusion is
minimized when using the moving-center structure. There-
fore this method is preferable when the size distribution is
represented by only a few size bins.

2.2.2 Condensation and evaporation

ADCHEM considers the condensation and evaporation of
sulfuric acid, ammonia, nitric acid, hydrochloric acid and
oxidation products of different organic compounds. Figure 2
illustrates the structure of the condensation/evaporation algo-
rithm used in ADCHEM. The condensation and evaporation
is solved by first calculating the single particle molar con-
densation growth rate of each compound, for each size bin
separately (Eq. 2). If considering uncoupled condensation
of acids and ammonia the analytic prediction of condensa-
tion (APC) scheme and predictor of non-equilibrium growth
(PNG) scheme developed and described in detail by Jacob-
son (1997, 2005a) are used, while if treating the condensa-
tion of acids and ammonia as a coupled process the method
first proposed by Wexler and Seinfeld (1990) and later ap-
plied by e.g. Zhang and Wexler (2008) is used. The coupled
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condensation growth rate of NH3 and HX (mol s−1) is given
by Eq. (3), where X denotes either Cl or NO3. The total
NH3 condensation growth rate (INH3) is then given by the
sum of the HCl, HNO3 and 2 times the S(VI) condensation
growth rates (INH3 = 2IS(VI)+IHNO3 +IHCl). Both methods
are mass and number conserving when combined with ei-
ther the full-stationary, full-moving or moving-center struc-
ture. The APC scheme is used for condensation/evaporation
of organic compounds, sulfuric acid and for HCl and HNO3
if they form solid salts with ammonium, while for dissolu-
tion of HCl and HNO3into the particle water phase, the PNG
scheme is used instead (Jacobson, 2005a). In this scheme
dissolution of ammonia is treated as an equilibrium process
solved after the diffusion limited condensation/evaporation
of HNO3, HCl and H2SO4. Treating the dissolution of NH3
as an equilibrium process enables the model to take long time
steps (minutes) when solving the condensation/evaporation
process (Jacobson, 2005a). This method can easily be mod-
ified to treat the ammonia dissolution as a dynamic process.
However, this requires that the time step is decreased drasti-
cally to prevent oscillatory solutions.

Ii = 2DiDpfi(Kni ,αi)(Ci∞ −Cis)
fi(Kni ,αi)= 0.75αi(1−Kni )

Kn2
i+Kni+0.283Kniαi+0.75αi

(2)

IHX = πDpDC

fNH3

⎛
⎝1−

√
1− 4f 2

NH3

(
CNH3,∞CHX,∞−CNH3,sCHX,s

)
C

2

⎞
⎠

D=√DNH3DHX

C= (DNH3CNH3 +DHXCNH3)
/
D

(3)

In Eqs. (2) and (3) Ii ito the molar growth rates, fi is the
Fuchs-Sutugin correction factor in the transition region,Ci,∞
is the gas phase concentration of species i (moles m−3 air)
far from the particle surface, Ci,s is the saturation gas phase
concentration at the particle surface, Dp is the particle diam-
eter, Kni is the non-dimensional Knudsen number and αi is
the mass accommodation coefficient. The mass accommoda-
tion coefficients for HNO3, NH3, H2SO4, HCl, SO2, H2O2
and all condensable organic compounds were set to 0.2, 0.1,
1.0, 0.2, 0.11, 0.23 and 0.1, respectively. For the inorganic
compounds these numbers are within the range of values tab-
ulated in Sander et al. (2006) over liquid water at tempera-
tures between 260 and 300 K. As a sensitivity test one sim-
ulation was also performed with unity mass accommodation
coefficients. Usually it is assumed that the saturation vapor
pressure of sulfuric acid is zero (Korhonen, 2004a and Pirjola
and Kulmala, 1998). The saturation vapor concentrations of
ammonia, nitric acid and hydrochloride acid and the equi-
librium concentration of sulfuric acid and hydrogen perox-
ide are calculated using a thermodynamic model described in
Sect. 2.2.8. For the organic compounds the saturation vapor
concentrations (Ci,s) are derived with the 2D-VBS method
or the two-product model (see Sect. 2.4), while the actual

gas phase concentrations (Ci,∞) are saved and updated con-
tinuously as separate variables.

The VBS approach (Donahue et al., 2006) and the two-
product model (Odum et al., 1996), are based on the par-
titioning theory from Pankow (1994), which describes the
equilibrium gas and particle phase partitioning of organic va-
pors (see Sect. 2.4). When the VBS model is applied, AD-
CHEM considers the kinetic (diffusion limited) condensa-
tion/evaporation of 110 different organic compounds, while
when the two-product model is used the number of con-
densable organic compounds is 40. Both methods take into
account the Kelvin effect and give a particle size depen-
dent partitioning of the different condensable organic com-
pounds, with larger fraction of low volatile compounds found
on the smaller particle sizes and a larger fraction of more
volatile compounds found on the larger particle sizes. This
kinetic and particle size dependent condensation/evaporation
requires that ADCHEM keeps track of all the different or-
ganic compounds in each particle size bin, which is computa-
tionally expensive, especially for the coagulation algorithm.

2.2.3 Coagulation

Coagulation has no direct influence on the total particle mass
but is important for the total number concentration, the par-
ticle number size distribution and the chemical composition
distribution, especially for conditions with high number con-
centrations of nucleation mode particles and a large accumu-
lation mode which the nucleation mode particles can coag-
ulate onto. In cities such conditions can be found in street
canyons near the vehicle emissions. Here coagulation is usu-
ally the most important aerosol dynamic process (Jacobson
and Seinfeld, 2004). The model used in this article treats
primary particle emissions occurring on a spatial resolution
of 1 × 1 km2 and not on the street canyon spatial scale (1–
100 m). To account for the initial ageing of the primary par-
ticle emissions real-world emission size distributions were
used, which take into account the first minutes of ageing from
street-canyon to urban background (see Sect. 2.2.5). This
decreases the influence of coagulation on the modeled parti-
cle number size distribution, but still coagulation needs to be
considered for the transformation of the particle number size
distribution on longer time scales (hours). The solution of
the Brownian coagulation equations is given in Appendix C.
Independently if using the full-stationary or moving-center
structure, splitting needs to be used to fit the particles back
onto the diameter grid.

2.2.4 Dry and wet deposition of particles

The dry deposition of particles is treated as a separate process
after the atmospheric diffusion equation has been solved.
The dry deposition velocities over land are calculated using a
resistance model based on the model by Slinn (1982) (mod-
ified by Zhang et al., 2001), while over the ocean the model

Atmos. Chem. Phys., 11, 5867–5896, 2011 www.atmos-chem-phys.net/11/5867/2011/



P. Roldin et al.: Development and evaluation of an aerosol dynamics model 5873

Thermodynamic particle chemistry model: LWC, pH, activity coefficients, saturation vapor 
concentrations, effective Henry’s law coefficients and dissolution constants of HNO3 and HCl. 

PNG scheme APC scheme Coupled condensation: 
assuming (NH4)2SO4

formation if NH3(g) are in 
excess, otherwise pure 
H2SO4 condensation. 

Condensation of H2SO4, 
organic compounds and 
HNO3 and HCl if 
NH4NO3(s) and 
NH4Cl(s) are formed. 

Dissolution of HNO3

and HCl if no 
NH4NO3(s) or NH4Cl(s) 
are formed.  

Alternative solution 
which is 
independent of pH 

Iterate equilibrium NH3/NH4
+ particle and 

gas phase concentration using the charge 
imbalance after HNO3, HCl and H2SO4

condensation/dissolution   

Size distribution structure: full stationary, moving center or full moving  

Fig. 2. Schematic picture illustrating the condensation module used in ADCHEM.

by Slinn and Slinn (1980) is used. The particle transport is
governed by three resistances in series, the surface layer re-
sistance (ra), the quasi-laminar layer resistance (rb) and the
surface resistance or canopy resistance (rc). The dry deposi-
tion velocity for large particles also depends on the settling
velocity (vs). If particle losses due to impaction, intercep-
tion and diffusion are considered to take place in the quasi-
laminar layer, the surface resistance can be neglected (Sein-
feld and Pandis, 2006). The dry deposition velocity repre-
sentation is given in Appendix D.

The wet deposition rates (s−1) of different particle sizes
are calculated according to the parameterization by Laakso
et al. (2003), derived from 6 yr of measurements at Hyytiälä
field station in southern Finland. The only input to the wet
deposition parameterization apart from the particle diameter
is the rainfall intensity in mm h−1. Wet deposition removal of
particles is considered for all grid cells below the estimated
cloud base and the rainfall intensity was assumed to be con-
stant in the horizontal direction perpendicular to the air mass
trajectory. Hence, if the estimated cloud base is above the
model domain (more than 2 km a.g.l.) the wet deposition rate
is constant within the whole model domain.

2.2.5 Primary particle emissions

Equivalent to the dry deposition the primary particle emis-
sions in the surface layer are treated as a separate process af-
ter the atmospheric diffusion equation has been solved. Pri-
mary particle emissions included in the model are:

1. marine aerosol emissions,

2. non-industrial combustion,

3. road traffic emissions,

4. ship emissions.

The marine aerosol particle emissions are calculated using
the emission parameterization from Mårtensson et al. (2003).
The marine particle chemical composition is assumed to be
composed of sodium chloride (NaCl) and POA, with NaCl
dominating in the coarse mode and organic material domi-
nating in the nucleation and Aitken mode, according to the
size resolved chemical analysis of marine aerosol particles at
Mace Head during the biological active period (spring, sum-
mer and autumn) (O’Dowd et al., 2004).

Size resolved anthropogenic primary particle emissions
from non industrial combustion and ship traffic are estimated
from PM2.5 mass emissions, by applying an assumed ef-
fective particle density of 1000 kg m−3 and source specific
emission size distributions. The primary particle emissions
from road traffic were estimated from NOx emissions, using
a NOx to particle number conversion factor of 3 × 1014 g−1

estimated from data in Kristensson et al. (2004). Table S1 in
the Supplement gives the lognormal size distribution param-
eters used for the road, ship and non industrial combustion
emissions. The road emission size distribution was adopted
from Kristensson et al. (2004). This particle number size dis-
tribution is dominated by a nucleation mode around 20 nm in
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diameter, which comprises approximately 90 % of the parti-
cle number concentration and an accumulation mode around
80 nm in diameter. This type of particle number size dis-
tribution is typical for diesel fueled vehicle emissions (Kit-
telson et al., 2002) which are likely to be the dominating
source to the submicron road particle emissions. The nu-
cleation mode particles from diesel engines mainly consist
of organic compounds from lubrication oils while the accu-
mulation mode is dominated by non-volatile soot agglom-
erates coated with organic material (Kittelson et al., 2002).
Hence, in this work it was estimated that the nucleation mode
particles emitted from road traffic were composed purely of
organic material while the emitted accumulation mode par-
ticles were composed of soot agglomerates coated with 15
mass percent organic material (POA). The ship emission size
distribution was measured by Petzold et al. (2008) and the
chemical composition by Moldanová et al. (2009). The non-
industrial combustion emissions were assumed to originate
entirely from small scale wood combustion. The character-
istic particle number size distribution for small scale wood
burning emissions was taken from Kristensson (2005) and
the chemical composition from Schauer et al. (2001). The
emitted anthropogenic primary particle mass not composed
of POA or soot was assumed to be composed of water insol-
uble minerals (metal oxides/hydroxides).

For Denmark and southern Sweden the anthropogenic
PM2.5 and NOx emissions along the trajectories are from
Danish National Environmental Research Institute (NERI)
and Environmental Dept., City of Malmö (Gustafsson, 2001)
respectively (see Sect. 2.3.2). For the rest of Europe the
emissions were taken from the European Monitoring and
Evaluation Program (EMEP) emission database, for year
2006 (Vestreng et al., 2006). The spatial resolution of
the emission data was 50 × 50 km2 for the EMEP emis-
sions, 17 × 17 km2 for the Danish non-road emissions and
1 × 1 km2 for all emissions in southern Sweden and the Dan-
ish road emissions.

2.2.6 Aerosol cloud interaction

Clouds are included if the modeled solar irradiance at the sur-
face is larger than the solar irradiance predicted by the HYS-
PLIT model (Draxler and Rolph, 2011). The altitude of the
clouds is determined from the vertical relative humidity pro-
files along the trajectories, assuming that clouds are present
if the RH> 98 %. If this relative humidity is not reached
within the lower 2000 m of the atmosphere (aerosol dynam-
ics model domain), but the difference between the solar irra-
diance in ADCHEM (without clouds) and the solar irradiance
from the HYSPLIT model still imply that clouds need to be
present, the clouds are included above the aerosol dynamics
model domain without contact with the modeled aerosol par-
ticles. For the case studied in this work the rainfall originated
from clouds more than 2000 m a.g.l.

Ideally the cloud droplets number size distribution should
be modeled with a dynamic cloud model, which takes into
account the meteorological conditions and aerosol proper-
ties. However, this would become computationally expen-
sive and the uncertainties concerning the meteorological con-
ditions (e.g. updraft velocity) would make the results uncer-
tain anyhow. For cumulus clouds the cloud droplet diame-
ter typically increases from 7–9 μm at the cloud base to 13–
14 μm at the top of the cloud, while for stratus clouds the
cloud droplet properties are more uniform within the whole
cloud, with usually a narrow droplet distribution which can
be approximated with a lognormal or gamma distribution
(Rogers and Yau, 1989). Hence, in this work the cloud
droplet number size distribution was estimated to be lognor-
mal distributed with a mode diameter of 10 μm and a stan-
dard deviation of 1.2 for all conditions. The number of cloud
droplets is determined by minimizing the difference between
the modeled solar irradiance at the surface, and the solar ir-
radiance from the HYSPLIT model e.g. if the modeled solar
irradiance from ADCHEM is larger than given by the HYS-
PLIT model, the cloud droplet number concentration is in-
creased in ADCHEM until the solar irradiance at the surface
is equal with the value given by the HYSPLIT model.

2.2.7 Homogeneous nucleation

For all simulations homogeneous nucleation was included,
using the kinetic nucleation theory (Eq. 4) (McMurry and
Friedlander, 1979 and Kulmala et al., 2006). Stable nucle-
ation clusters with a particle diameter of 1.5 nm (N1.5 nm)

were assumed to be formed, using a correlation coefficient
(K) of 3.2 × 10−14 s−1 cm3. This value is the median value
from measurements at Hohenpeissenberg in Germany (Paa-
sonen et al., 2009).

J1.5 nm = dN1.5 nm

dt
=K [H2SO4]2 (4)

2.2.8 Inorganic particle phase chemistry and particle
water content

The aerosol dynamics and particle phase chemistry model
includes a thermodynamic model. The main purpose of the
model is to calculate the saturation vapor pressures (concen-
trations) of hydrochloride acid, nitric acid and ammonia, and
equilibrium concentrations of sulfur dioxide and hydrogen
peroxide in the particle or cloud droplet water. In the model
it is assumed that the inorganic aerosol particle phase is a
pure aqueous solution, even if the relative humidity (RH)
in the atmosphere is low. However, if the product of the
saturation vapor pressure of ammonia and nitric acid and/or
ammonia and hydrochloride acid is lower above a solid am-
monium nitrate and/or solid ammonium chloride salt surface
than above the aqueous solution, the saturation vapor pres-
sures for ammonia, nitric acid and hydrochloride acid above
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the solid salt surface are used instead of the saturation vapor
pressures above the liquid surface. This method has previ-
ously been used by e.g. Zhang and Wexler (2008).

From the modeled particle mole concentrations of ammo-
nium, chloride, sodium, nitrate and sulfate an approximated
particle salt composition is estimated for each particle size
bin according to the explicit scheme in Appendix E.

Molalities of single salts (m0
i ), for NH4NO3, HNO3,

(NH4)2SO4, NH4HSO4, H2SO4, NaHSO4, (Na)2SO4, NaCl
and HCl are calculated according to the parameterizations
from Table B.10 in Jacobson (2005b). These parameteriza-
tions are high order polynomials as functions of the water
activity (aw). The water mass content (W) in the inorganic
particle fraction in each particle size bin is derived using
the Zdanovskii-Stokes-Robinson (ZSR) model (Stokes and
Robinson, 1966).

The inorganic and organic growth factor (Gfi and Gfo) are
given by Eqs. (5) and (6), respectively. Vp,salt is the dry par-
ticle volume of water soluble inorganic salts and ρwater is the
density of water. Using Eq. (6), the organic growth factor is
1.2 when the water activity is equal to 0.9.

Gfi =
(
Vp,salt +W

/
ρwater

W
/
ρwater

)1/3

(5)

Gfo =
(

1+0.081
aw

(1−aw)
)1/3

(6)

Once the water content has been calculated the molalities of
all ions can be determined. The mean binary solute activity
coefficients of each salt in the particle water phase are calcu-
lated with the parameters in Table B.9 in Jacobson (2005b).
From these binary activity coefficients the mean mixed so-
lute activity coefficients are derived using Bromley’s method
(Bromley, 1973). The next step is to determine the hydro-
gen ion concentration in the particle water phase from the
ion balance (Eq. 7).

[H+]+[NH+
4 ]+[Na+]= [NO−

3 ]+2[SO−2
4 ]

+[HSO−
4 ]+[Cl−]+[OH−]+[HCO−

3 ]+2[CO−2
3 ] (7)

The concentrations in Eq. (7) can be replaced with known
equilibrium coefficients, activity coefficients, the partial
pressure of CO2 (390 ppmv), the N(-III) concentration
([NH3(aq)]+[NH+

4 ]), [S(VI)], [N(V)] ([HNO3(aq)]+ [NO−
3 ])

and [Cl(I)] ([HCl(aq)]+ [Cl−]). The final expression then
becomes a 7th order polynomial with [H+] as the only un-
known. The hydrogen ion concentration is given by the max-
imum real root of this polynomial.

Finally the saturation vapor pressures of ammonia, nitric
acid and hydrochloride acid and the equilibrium concentra-
tions of sulfuric acid, and hydrogen peroxide can be deter-
mined using the derived hydrogen ion concentration and the
mean mixed solute activity coefficients. The saturation vapor
pressures (concentrations) are used when solving the conden-
sation/evaporation equation (Eq. 2). The growth rate due to

sulfate production, from the reaction between sulfur dioxide
and hydrogen peroxide in the particle water phase, is calcu-
lated using Eq. (8) (Seinfeld and Pandis, 2006).

d [S(VI)]

dt
=

WkS(IV) [H2O2]γH2O2

[
HSO−

3

]
γHSO−

3

[
H+]γH+

(1+KS(IV)
[
H+]γH+)

(moles s−1) (8)

kS(IV) is the irreversible reaction rate coefficient for the re-
action between S(IV) and H2O2 in the particle water phase,
KS(IV) is the equilibrium coefficient of S(IV) dissolution and
γ i is the activity coefficient for compound i.

2.3 Gas phase model

The chemical kinetic code included in the gas phase model
is solved with MATLABs® ode15s solver for stiff ordinary
differential equations. This solver uses an adaptive time
step length according to the specified error tolerance. Most
of the reactions are taken from the kinetic code used in
the model by Pirjola and Kulmala (1998) (originally from
EMEP). Some new reactions, mainly concerning the oxida-
tion of benzene, toluene and xylene are also included in the
kinetic code. The reaction rates were updated for those of
the reactions where new rates were found in the literature
(Sander et al., 2006; Seinfeld and Pandis, 2006 and Atkin-
son et al., 2004). Pirjola and Kulmala (1998) included re-
actions involving dimethylsulfide (DMS) from the ocean in
their model. These reactions were however not considered
in the chemical kinetic code used in this work. All natural
emission of DMS from the oceans was instead assumed to
be sulfur dioxide following Simpson et al. (2003).

The photochemical reactions depend on the spectral ac-
tinic flux (photons cm−2 s−1 nm−1). The actinic flux is the
flux of photons from all directions into a volume of air (Se-
infeld and Pandis, 2006). The actinic flux (Fa) is calcu-
lated using the radiative transfer model described in Sect. 2.5.
The photolysis rates are directly proportional to the actinic
flux incident on a volume of air (Cotte et al., 1997). The
wavelength (λ) dependent absorption cross sections (σ) and
quantum yields (Q) for the different gases undergoing photo-
chemical reactions were found in Sander et al. (2006). Equa-
tion (9) below gives the photochemical reaction rates for
species A.

jA=
∑
i

σA(λi,T )Q(λi,T )Fa(λi)�λi (9)

2.3.1 Dry deposition and wet deposition of gases

As for the particles the dry deposition velocity of gases de-
pends on an aerodynamic resistance (ra) and a quasi-laminar
resistance (rb) in series. For gases the surface resistance (rc),
is also needed. The surface resistance depends on the surface
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structure as well as the reactivity of the gas (Wesely, 1989
and Seinfeld and Pandis, 2006). The model for dry deposi-
tion velocity of gases is described in Appendix F.

The below cloud scavenging of SO2, HNO3, NH3, H2O2
and HCHO are described by the parameterization used in
Simpson et al. (2003). For all other gases the below cloud
scavenging was assumed to be an insignificant loss mecha-
nism.

2.3.2 Gas phase emissions

The gas phase chemistry model takes into account emissions
of Biogenic volatile organic compounds (BVOCs) and an-
thropogenic VOC (AVOC) emissions, CO, NOx, sulfur diox-
ide and ammonia. The emission data of anthropogenic or-
ganic hydrocarbons are not given for each individual species
but rather as total Non-Methane Volatile Organic Carbon
(NMVOC) emissions. Source specific emissions of non-
aromatic hydrocarbons were estimated from the NMVOC
emissions, using Table 4.3 in Simpson et al. (2003). The total
anthropogenic aromatic hydrocarbon emissions (by Simpson
et al. (2003) considered as O−xylene emissions) were di-
vided into toluene, xylene and benzene emissions according
to the global emissions estimated by Henze et al. (2008). For
road traffic emissions 36.7 % of the NMVOC are emitted as
aromatic hydrocarbons, while for most of the 9 other emis-
sion sources specified in Simpson et al. (2003), the aromatic
NMVOC fraction is much smaller. According to Calvert et
al. (2002) aromatic hydrocarbons contributes to (∼20–30 %)
of the total VOC concentration in urban environments.

The anthropogenic gas phase emissions were adopted
from EMEPs emission database for the year 2006 (Vestreng
et al., 2006), except for Denmark and southern Sweden
where the emissions are from Danish National Environmen-
tal Research Institute (NERI) and Environmental Dept., City
of Malmö (Gustafsson, 2001) respectively. The EMEP emis-
sions have a spatial resolution of 50 × 50 km2, the Swedish
emissions have a resolution of 1 × 1 km2 and the Danish
emissions have a resolution of 1 × 1 km2 for road emissions
and 17 × 17 km2 for all other emission sectors. All emissions
were divided into the EMEP emission sectors S1 to S11 as
well as ship emissions and natural sulfur dioxide emissions.
The yearly emissions were multiplied with country specific
diurnal, weekly and monthly emission variation factors based
on EMEP’s data. The monthly variations in the natural emis-
sions of sulfur dioxide from DMS oxidation were consid-
ered using the monthly emission variations from Tarrasón et
al. (1995).

The BVOC species considered are isoprene, α-pinene, β-
pinene, �3-carene and D-limonene based on LPJ-GUESS’
ability to assign species-specific emission capacities (e.g.,
Schurgers et al., 2009b and Arneth et al., 2008), and the
monoterpene speciation in Steinbrecher et al. (2009). These
species are oxidized by OH, O3 and NO3. The products from
these reactions are generally less volatile than the initial com-

pounds. Some of them are therefore able to condense after
one or several oxidation steps. BVOCs have a relatively short
lifetime (minutes to hours) during the daytime in the tropo-
sphere (Atkinson and Arey, 2003). Due to the short lifetime
of these compounds the concentrations can be considerably
higher close to the ground (at the source) than at the top of
the boundary layer. Both for the particle and gas phase chem-
istry it is important to capture the vertical concentration gra-
dient of BVOCs. The emissions of BVOCs from the ground
depend strongly on the biomass density and the vegetation
species composition, but also on the canopy temperature and
for some compounds and vegetation species the photosyn-
thetic active radiation (PAR) (Guenther, 1997).

The emission of BVOCs from different species can either
be described as:

1. Volatilization of stored compounds (depend only on
temperature when considering short timescales).

2. VOC emissions directly reflecting VOC production
(typically varying with temperature and light).

An example of the second case is the light-dependent produc-
tion of isoprene in the chloroplast. Most monoterpene emis-
sions, particularly those from conifers, are due to volatiliza-
tion of stored compound (Guenther, 1997), although in recent
years light-dependent emissions of non-stored monoterpenes
have been found to take place in many broadleaf trees, and
may also occur at least from some monoterpene chemical
species in conifer (for discussion see Schurgers et al. (2009a)
and references therein).

The emissions of stored and synthesized monoterpenes
and isoprene were modeled using the vegetation model LPJ-
GUESS in combination with isoprene and monoterpene-
production linked to their chloroplastic production follow-
ing Niinemets et al. (1999, 2002). Monoterpene storage
and emissions from storage are described in Schurgers et
al. (2009a). Short-term variations of modeled emissions dis-
play the typically observed light and temperature dependence
(Arneth et al., 2007). The model’s shortest time step is one
day and diurnal course of emissions were calculated from the
daily totals following well-established empirical functions
for temperature and light-dependencies by Guenther (1997).
LPJ-GUESS was applied with 17 tree species and 3 generic
shrub and herb types as functional types (Schurgers et al.,
2009b). Each of these was associated with an isoprene and
monoterpene production potential for standard environmen-
tal conditions, implemented as a fractional contribution of
photosynthetic electron-transport rate for BVOC production
(Niinemets et al., 1999; Arneth et al., 2007). The simula-
tion of tree-species rather than plant functional types allows
realistic values of these production capacities to be assigned
(Schurgers et al., 2009b). After a 300-year spin-up, the sim-
ulation was run for the period 1981–2006 with monthly av-
eraged climate data for Europe from Haylock et al. (2008).
For the periods 28 April to 15 October 2005 and 16 May to
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28 October 2006 the monthly data were replaced by daily
observations to capture the day-to-day variability in emis-
sions. Daily emissions with a spatial resolution of 15′× 15′
(∼25 × 25 km2) were provided for isoprene and 17 differ-
ent monoterpene species, the speciation of the monoterpenes
was done following Steinbrecher et al. (2009). These emis-
sions from natural vegetation were corrected for the pres-
ence of land use with land cover data from Ramankutty et
al. (2008).

Since the kinetic code in ADCHEM only includes α-
pinene, β-pinene, �3-carene and D-limonene, the emis-
sions of all other monoterpenes were distributed among the
monoterpenes included in the kinetic code, depending on
their emission rates.

2.4 Organic mass partitioning

The secondary organic aerosol formation in ADCHEM can
either be modeled with the traditional two-product model ap-
proach (Odum et al., 1996), or the recently proposed VBS ap-
proach (Donahue et al., 2006 and Robinson et al., 2007). One
advantage with the two-product model used in ADCHEM is
that it models the SOA formation from source specific or-
ganic compounds (e.g. oxidation products of monoterpenes,
isoprene, benzene, toluene and xylene) in a computationally
inexpensive way.

The VBS scheme lumps all organic species into different
bins according to their volatility (given by their saturation
concentration (C∗), at 298 K) (Robinson et al., 2007). This
method thereby generally loses the information of the chemi-
cal reactions which the individual organic compounds are in-
volved in, but is designed to be able to predict realistic SOA
formation rates found in the atmosphere using a model with
relatively low complexity and only a few model parameters.

Recently, Jimenez et al. (2009) developed a 2D-VBS
method which apart from classifying the organic compounds
according to their volatility also includes a second dimen-
sion, oxygen to carbon ratio (O:C-ratio). This 2D-VBS
method is implemented in ADCHEM, with slightly different
assumptions which are described in Sects. 2.4.2 and 2.4.3.

Both the 2D-VBS model and the two-product model used
in ADCHEM treat the SOA formation as a dynamic process
that evolves over time, considering the oxidation agent and
SOA precursor concentrations, the time of ageing (exposure
time) and meteorological conditions (temperature).

One important difference between the two methods, which
influences the dynamic SOA formation, is that the VBS
model takes into account the fact that SOA formation gener-
ally involves several oxidation steps, while the two-product
model simply assumes that it is the initial oxidation step
which determines the properties of the final products. There-
fore the two-product model used in ADCHEM cannot take
into account the fact that more volatile compounds generally
need longer time (several oxidation steps) of ageing before

they are incorporated into the aerosol particle phase than less
volatile compounds.

2.4.1 SOA formation with the two-product model

According to the two-product model developed by Odum et
al. (1996) the organic mass partitioning between gas and par-
ticle phase can be parameterized as a function of the organic
aerosol mass (Mo), using two surrogate compounds with dif-
ferent mass based stoichiometric yields (αi).

Equation 10 gives the mass fraction (Fi) of the oxidation
product iwhich at equilibrium (without curvature effects)
will partition into the particle phase. In combination with
the Kelvin equation Eq. (10) is used to derive the particle
size dependent saturation concentrations which are used in
the condensation and evaporation algorithm (See Sect. 2.2.2).
Kom,i is the partitioning coefficient of product i. Values of αi
and Kom,i from Griffin et al. (1999), Svendby et al. (2008),
Henze and Seinfeld (2006) and Ng et al. (2007) are given in
Table S2 in the Supplement, for all organic oxidation prod-
ucts forming secondary organic aerosol in the model. Kom,1
and Kom,2 describes the volatility of the two surrogate oxi-
dation products which represent all the reaction products.

Fi = MoKom,i

1+Kom,iMo

(10)

In total the two-product model in ADCHEM considers 40
different surrogate compounds, including 35 compounds for
the monoterpene, isoprene, benzene, toluene and xylene ox-
idation products, two compounds for the non-oxidized inter-
mediate volatile organic carbons (IVOCs) (see Sect. 2.4.4),
two compounds for the non-oxidized POA and one non-
volatile compound for the IVOC and POA oxidation products
(see Table S2). The partitioning coefficients and mass based
stoichiometric yields of the two POA compounds were cho-
sen in a way that the volatility should be comparable with
what is used in the 2D-VBS (see Sect. 2.4.4).

Benzene, toluene and xylene first react with OH followed
by a reaction either with NO, forming products with a low
and temperature dependent SOA-yield, or with HO2, which
gives low-volatile products that have a high and temperature
independent SOA-yield (at least for Mo > 10μ g m−3). The
oxidation products from the HO2-pathway which form SOA
are represented by completely non-volatile surrogate oxida-
tion products (Ng et al., 2007).

At high NOx/HO2 ratios, which generally are the case
in urban environments, most of the oxidation products re-
act with NO, while at remote regions the HO2-pathway
dominates. Therefore, oxidation of BTX in urban envi-
ronments generally gives relatively low SOA formation,
while moving further away from the source the SOA for-
mation can be considerably higher. Here it is mainly ben-
zene, which is the least reactive of the three compounds,
that is left to form SOA (Henze et al., 2008). In AD-
CHEM both the high- and low-NOx reaction pathways are
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considered simultaneously. The fraction reacting through
the low-NOx pathway is given by Eq. (11). The reac-
tion rate for the low-NOx pathway is given by kRO2+HO2 =
1.4 × 10−12exp(700/T ) cm3 molecule−1 s−1 and the re-
action rate for the high-NOx pathway by kRO2+NO =
2.6 × 10−12exp(350/T ) cm3 molecule−1 s−1 (the Master
Chemical Mechanism v 3.1 (http://www.chem.leeds.ac.uk/
Atmospheric/MCM/mcmproj.html)).

flow−NOx = kRO2+HO2 [HO2]
kRO2+NO[NO]+kRO2+HO2 [HO2] (11)

The values of the heat of vaporization (�H), which gives
the temperature dependence of the partitioning coefficients
for the two-product model oxidation products from α-pinene,
β-pinene, xylene and toluene, were obtained from Svendby
et al. (2008). The temperature dependent partitioning coeffi-
cients are given by the Clausius Clapeyron relation (Eq. 10)
from e.g. Sheehan and Bowman (2001). The heat of vapor-
ization of the compounds formed from oxidation of benzene
through the NO-pathway was assumed to be the same as for
toluene.

Kom(T )=Kom,ref
T

Tref
exp

[
�H

R

(
1

T
− 1

Tref

)]
(12)

2.4.2 SOA formation with the 2D-VBS model

The 2D-VBS scheme used in ADCHEM classifies the or-
ganic compounds into 10 discrete volatility bins, separated
by powers of 10 in C∗, ranging from 10−2 to 107μg m−3 and
11 discrete O:C-ratios, separated by 0.1, from 0 to 1 (in to-
tal 110 (11 × 10) bins). The mass fraction (Fi) in the particle
phase in each volatility bin i is given by Eq. (11) (Donahue et
al., 2006) if the Kelvin effect is neglected. Together with the
Kelvin equation Eq. (11) is used to derive the particle size de-
pendent saturation concentrations which are used in the con-
densation and evaporation algorithm (See Sect. 2.2.2).

Fi = (1+C∗
i /Mo)

−1 (13)

For compounds with C∗ equal to 1 μg m−3, Eq. (11) indicates
that 50 % of these compounds will be found in the particle
phase and 50 % in the gas phase, if the total particle organic
mass content (Mo) is equal to 1 μg m−3.

The temperature dependence of C∗ is given by Eq. (10)
if Kom is replaced with C∗. The heat of vaporization is cal-
culated with a recently proposed expression (Eq. 12) which
states that the heat of vaporization can be estimated as a func-
tion of the saturation concentration (Epstein et al., 2010).
C∗

300 in Eq. (12) is the saturation concentration at 300 K.

�H = −11 · log10C
∗
300 +129 kJmol−1 (14)

In the 2D-VBS model used in ADCHEM the traditional
SOA precursors (BTX, monterpenes and isoprene) are first

allowed to react according to their species specific reac-
tion rates, and then all oxidation products are incorporated
into the 2D-VBS. The volatility and O:C-ratio distribution of
these first oxidation step reaction products were calculated
with the functionalization and fragmentation algorithms used
in the 2D-VBS model (see Sect. 2.4.3). The saturation con-
centrations and O:C-ratios of these primary oxidation prod-
ucts range between 107 and 101μg m−3 and 0 and 0.4, re-
spectively.

Jimenez et al. (2009) assumed that all organic compounds
formed after the first oxidation step, react with the OH rad-
ical with a gas phase rate constant (kOH) of 3 × 10−11 cm3

molecules−1 s−1, and stated that the heterogeneous oxidation
rate of organic compounds in the particle phase is at least 10
times slower. After one or a few oxidation reactions in the at-
mosphere the oxidation products lose their original signature
and become increasingly similar in structure independent
of the original molecular structure (Jimenez et al., 2009).
Therefore, for all gas phase compounds in the 2D-VBS, the
same kOH equal with 3 × 10−11 cm3 molecules−1 s−1 as pro-
posed by Jimenez et al. (2009) was also used in ADCHEM.
All gas phase compounds in each 2D-VBS bin were also as-
sumed to be oxidized by O3 and NO3 with kO3 = 10−17 cm3

molecules−1 s−1 and kNO3 = 10−14 cm3 molecules−1 s−1 re-
spectively, which are the approximate reaction rates for
alkenes (Atkinson, 1997). The heterogeneous reactions were
assumed to be insignificant compared to the gas phase reac-
tions, and were therefore neglected.

2.4.3 Functionalization and fragmentation of organic
oxidation products

Functionalization is the process by which oxidation reac-
tions create new products with the same carbon number but
higher O:C-ratio, while fragmentation creates products with
lower carbon number and higher O:C-ratio. In the 2D-VBS
model used in ADCHEM the functionalization algorithm
was adapted from Jimenez et al. (2009). This algorithm as-
sumes that all functionalization reactions are independent of
the properties of the organic reactant. The formed products
take-up one to three oxygen atoms, where on molar basis
29 % take-up one oxygen atom, 49 % two oxygen atoms and
22 % three oxygen atoms. Since these oxygen atoms can at-
tach differently to the carbon chain of the original molecule,
there are also separate probability functions for the change in
volatility (change of C∗ (�C∗)) of the products which take-
up one, two or three oxygen atoms, varying from −101 to
−107μg m−3 (see Table 1). The change in O:C-ratio upon
functionalization depends on the number of carbon atoms of
the original molecule.

In the 2D-VBS the number of carbon atoms of the
surrogate compounds varies between 29 for the bin
(C∗ = 10−2μg m−3, O:C-ratio=0) down to 2.3 for the bin
(C∗ = 107μg m−3, O:C-ratio=1). In the 2D-VBS an increase
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Table 1. Probability functions for the change in C∗ when one to three oxygen atoms (O) are added to the organic compounds in the 2D-VBS.

�C∗ (μg m−3) −101 −102 −103 −104 −105 −106 −107

+1 O 0.30 0.50 0.20
+2 O 0.19 0.38 0.32 0.11
+3 O 0.095 0.20 0.41 0.20 0.095

in C∗ by 10 without changing the O:C-ratio is achieved by
removing two carbon atoms from a compound, while an ad-
dition of one oxygen molecule decreases the saturation con-
centration 3.75 times more than if hypothetically one carbon
atom is added. These values are in fair agreement with the
values given in Pankow and Asher (2008), which estimate
that two extra carbon atoms increases the vapor pressure by
almost 10 and depending on whether the oxygen atoms form
hydroxyl-, aldehyde-, ketone or carboxylic acid- groups the
vapor pressure decreases with 2–5 times more than if just
adding one carbon atom.

In the 2D-VBS used in ADCHEM all oxidation reac-
tions first follow the functionalization kernel and then a frac-
tion (f ) of the formed oxidation products will fragmentize.
Equivalent to Jimenez et al. (2009) it is assumed that the
molecules that fragmentize have equal probability to split at
any of the carbon bonds. Hence, for C11 molecules which
fragmentize there will in average be 10 % of all C1 to C10
molecules, on a molar basis. Each of the 2D-VBS bins on
the right side of the original molecule (higher C∗) bin will
therefore receive the same number of molecules, but different
masses. Jimenez et al. (2009) assumed that part of the formed
fragments have unchanged O:C-ratio while others increase
their O:C-ratio. However, in the 2D-VBS used in ADCHEM
it was simply assumed that the fragments from the oxida-
tion products (formed from the functionalization reactions)
always have the same O:C-ratio as the non-fragmentized
molecule. Since the fragments first take up oxygen atoms
before they fragmentize, they still always have larger O:C-
ratio than the original molecule (before reaction).

One large uncertainty with the VBS model approach is
how to estimate the fraction (f ) of the oxidation reac-
tions which cause the organic molecules to fragmentize and
which fraction that functionalizes. Jimenez et al. (2009) pro-
posed that the fraction of reactions that cause fragmenta-
tion at low-NOx conditions can be given as a function of
the O:C-ratio according to Eq. (13). This equation is also
used in the 2D-VBS model in ADCHEM, both for low- and
high-NOx conditions.

f =
(
O

C

)1/6

(15)

The different SOA-yields for benzene, toluene and xylene
at low- and high-NOx conditions are assumed to be caused
by the first oxidation reactions, which are considered before

the compounds enter the 2D-VBS. To account for the differ-
ent yields, the benzene, toluene and xylene molecules react-
ing through the high-NOx pathway are always assumed to
be fragmentized when they are oxidized, while those react-
ing through the low-NOx pathway are always functionalized.
The monoterpenes and isoprene always follows the low-NOx
pathway, independent of the NO and HO2 concentrations.

Figure S1 in the Supplement compares the modeled yields
with the two-product model parameterization of the mea-
sured BTX yields from Ng et al. (2007). For typical atmo-
spheric particle organic mass concentrations (1–10 μg m−3)

the BTX yields modeled with the 2D-VBS is about 4–11 %
for high-NOx conditions, while 15–35 % for low-NOx condi-
tions, at 300 K. This can be compared with the two-product
model SOA yields of 5–15 % for benzene, 2–8 % for toluene
and 1–4 % for xylene at high-NOx conditions and 37 % for
benzene, 36 % for toluene and 30 % for xylene at low-NOx
conditions.

2.4.4 POA volatility and IVOC emissions

Another key uncertainty with the modeled organic aerosol
formation in urban environments is the volatility of the or-
ganic emissions traditionally considered to be POA (Shri-
vastava et al., 2008 and Tsimpidi et al., 2010). Shrivastava
et al. (2008) used the 3D-CTM model PMCAMx to model
the organic aerosol in the US by either treating these tradi-
tional POA emissions as non-volatile (C∗ = 0) or as semi-
volatile (C∗ between 10−2 and 104 μg m−3). Their results
illustrate that condensation of oxidized organic compounds
formed from compounds which first evaporate after dilution
and then are oxidized in the atmosphere, has the potential to
significantly increase the summertime organic aerosol (OA)
in urban environments in the USA. In this work the tra-
ditional POA emissions were treated either as non-volatile
compounds (C∗ = 0 μg m−3) or as semi-volatile. These semi-
volatile POA (SVPOA) mass emissions were divided into
different C∗ channels according to the work by Robinson
et al. (2007), Shrivastava et al. (2008) and Tsimpidi et
al. (2010). Analogous with Robinson et al. (2007), Shrivas-
tava et al. (2008) and Tsimpidi et al. (2010) the intermediate
volatile organic carbon (IVOC) emissions (C∗ between 104

and 106 μg m−3), were assumed to be proportional and 1.5
times larger than the POA emissions (see Table S3 in the
Supplement).
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Recently performed chamber measurements on wood
smoke and diesel car POA emissions indicate that the POA
may evaporate slowly before reaching an equilibrium with
the gas phase (at least 1 h) (Grieshop et al., 2009). The spatial
and temporal resolution used in ADCHEM enables the treat-
ment of this mass transfer limited evaporation. Therefore all
POA emissions in ADCHEM are initially placed in the par-
ticle phase, although they at equilibrium to a large fraction
will be found in the gas phase. This enables ADCHEM to
study the diffusion-limited evaporation of the SVPOA down-
wind of the source region, followed by the oxidation of the
SVPOA in the gas phase and finally the re-condensation of
the oxidized SVPOA several hours after the initial emissions.

2.5 Radiative transfer model

The radiative transfer model is mainly used to calculate
the photolysis rate coefficients for the gas phase chemistry
model and to estimate the presence of clouds. The radiative
transfer model uses the quadrature two-stream approxima-
tion scheme, where the radiative fluxes are described with an
upward and downward flux component. The phase function
and the angular integral of the intensity field are approxi-
mated using the asymmetry parameter (g) and single scat-
tering albedo (w0). The model can be used to calculate the
radiative transfer in a vertically inhomogeneous atmosphere
with clouds and aerosols (Toon et al., 1989). The asymmetry
parameter and single scattering albedo for aerosol particles
and cloud droplets are calculated using a Mie-theory model.
The radiative transfer model is described more in detail in
Appendix G.

3 Methods for urban plume studies

In this section the methods used when modeling the prop-
erties of the aerosol particles inside the urban plume from
Malmö are described briefly. For a more detailed descrip-
tion of these methods, see Roldin et al. (2011). The model
is applied here for one case study, to test the model perfor-
mance and to illustrate the spatial and temporal variability of
the aerosol properties within the urban plume from Malmö.

3.1 Measurements

Particle and/or gas concentrations measured at three differ-
ent stations in Sweden were either used to validate the model
performance or as input to the model. The first station is
an urban background station positioned in Malmö (55◦36′ N,
13◦00′ E, 30 m a.s.l.), the second station is the EMEP back-
ground station at Vavihill (56◦01′ N, 13◦ 09′ E, 172 m a.s.l.),
about 50 km north from Malmö, and the third station is the
EMEP background station at Aspvreten (17◦ 23′ N, 58◦48′ E,
20 m a.s.l.), about 450 km north-east from Malmö. Descrip-
tions of the measurement stations at Vavihill and Aspvreten

can be found in Kristensson et al. (2008) and Tunved et
al. (2004), respectively.

The selected case study in this article is from the
21 June 2006. Figure 3 displays the selected air mass tra-
jectory for this case. The trajectory was derived with the
HYSPLIT model (Draxler and Rolph, 2011). It arrives at
100 m a.g.l. in Malmö, at 6 a.m. and passes over Vavihill
background station around 9 a.m. The trajectory starts over
England, 48 h upwind of Malmö and end 24 h downwind of
Malmö close to Stockholm. Locations A, B and C in Fig. 3
are Malmö, Vavihill and Aspvreten respectively. The trajec-
tory does not pass over Aspvreten, but about 50 km east from
the station. Therefore it is unlikely that the urban emissions
in Malmö influenced Aspvreten this time of the day. Still the
measured ozone level at Aspvreten was used to check if the
magnitude of the modeled ozone concentration was reason-
able, with the assumption that the background ozone level is
relatively uniform over large regional areas.

The particle number size distributions in Malmö and Vav-
ihill were measured with a Scanning Mobility Particle Sizer
(SMPS) and a Twin Differential Mobility Particle Sizer
(TDMPS). The SMPS system in Malmö measured the ur-
ban background particle number size distribution from 10 to
660 nm at a roof top station about 20 m a.g.l., at the town hall
in the north-west part downtown Malmö. During southerly
air masses this station detects most of the particle emissions
from Malmö. A description of the SMPS system in Malmö
can be found in Roldin et al. (2011).

The TDMPS system at Vavihill field station measures the
rural background particle number size distribution from 3 to
900 nm every 10 min. A detailed description of the TDMPS
at Vavihill can be found in Kristensson et al. (2008).

Measured concentrations of NO, NO2, O3 and SO2 at the
urban background station in Malmö and O3 at Vavihill were
compared with the modeled gas phase concentrations along
the trajectory (for more information about the gas phase mea-
surements see Roldin et al., 2011).

Apart from measured particle and gas concentrations,
wind direction measurements from a meteorological mast in
Malmö were used to verify that the urban plume from Malmö
was directed toward Vavihill. The wind direction was mea-
sured at 24 m a.g.l.

3.2 Model input

Vertical temperature and relative humidity profiles, wind
speed at two altitudes within the surface layer, rainfall in-
tensity, mixing height and emissions of isoprene, monoter-
penes, anthropogenic NMVOCs, NOx, SO2, CO, NH3 and
PM2.5 were included along the trajectories.

The meteorological data from the Global Data Assimila-
tion System (GDAS) were downloaded from NOAA Air Re-
source Laboratory Real-time Environmental Application and
Display sYstem (READY) (Rolph, 2011). The rainfall inten-
sity and mixing height data along the trajectory have a spatial
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Fig. 3. Map with the air mass trajectory from the HYSPLIT model
which was used when the urban plume from Malmö was modeled.
The trajectory starts over England 48 h upwind of Malmö. It ar-
rives in Malmö 100 m a.g.l. on the 21 June 2006, at 6 a.m. Down-
wind of Malmö (A) the trajectory moves northward over Sweden.
About 3 h downwind of Malmö the trajectory reach Vavihill (B) and
18 h downwind of Malmö it passes near the background station As-
pvreten (C).

resolution of 1 h and for every three hours, vertical tempera-
ture, wind speed and relative humidity profiles were received.
The vertical temperature and relative humidity data were lin-
early interpolated to the fixed vertical grid and the temporal
resolution, which were used for the simulations. Figure S2
in the Supplement shows the vertical temperature and relative
humidity profiles over Malmö and at 6 and 24 h downwind of
Malmö. The meteorological conditions were assumed to be
uniform in the horizontal direction perpendicular to the air
mass trajectory. The kinematic heat flux is estimated from
the horizontal wind speed gradient and potential temperature
gradient within the surface layer. The kinematic heat flux
is used to calculate the Monin-Obukov length which is ap-
plied when deriving the vertical and horizontal eddy diffu-
sivity profiles and the dry deposition velocity.

The initial particle number size distributions in ADCHEM
were estimated from the measured background particle num-
ber size distribution at Vavihill, according to the method de-
scribed in Roldin et al. (2011). Initially (48 h upwind of
Malmö) the PM2.5 mass fractions of each compound were
estimated to be: 0.35 organic material, 0.03 soot, 0.26 sul-
fate, 0.07 nitrate, 0.12 ammonium and 0.17 minerals (metal
oxides/hydroxides) below 1000 m a.g.l. and then changing
linearly to the top of the model domain (2000 m a.g.l.), to
0.23 organic material, 0.02 soot, 0.36 sulfate, 0.11 nitrate,
0.17 ammonium and 0.11 minerals. These values are in rea-
sonable agreement with the measured chemical composition
at several European sites (Jimenez et al., 2009). The sodium
and chloride concentrations were initially set to zero. Be-

cause the model is only initiated 48 h upwind of Malmö,
these initial particle properties may influence the particle
composition within the urban plume from Malmö, especially
for the particles larger than ∼1 μm, which have a long life-
time and relatively small sources.

3.3 Spin-up time upwind of Malmö

The total run time of the simulations was 3 days, starting 2
days upwind of Malmö and continuing 1 day downwind of
Malmö. The first two days were used to initialize the par-
ticle and gas phase chemistry. During these days the parti-
cle number size distribution was kept fixed, while everything
else were allowed to change. Once the trajectory reached the
southern border of Malmö, the estimated local road emission
contribution from the particle number size distribution mea-
surements in Malmö, were included according to the method
described in Roldin et al. (2011). With this method the mod-
eled particle number size distribution at the measurement sta-
tion in Malmö become comparable with the measured parti-
cle number size distribution at that time. Downwind of the
urban background station in Malmö, the particle number size
distribution was allowed to change due to the aerosol dy-
namic processes, and vertical and horizontal mixing.

4 Results and discussion

Results from 23 separate model simulations will be com-
pared and discussed. The simulations were designed to study
the influence of: (1) the number of size bins, (2) the size
structure methods, (3) aerosol dynamic processes, (4) cou-
pled or uncoupled condensation, (5) the VBS or traditional
two-product model for secondary aerosol formation, (6) POA
as semi-volatile (SVPOA) or non-volatile, (7) intermediate
volatile organic carbon (IVOC) emissions with C∗ between
104–106 μg m−3, (8) the SOA formation from BVOC emis-
sions, (9) the SOA formation from BTX emissions, (10) the
influence from all anthropogenic gas phase emissions from
Malmö and (11) horizontal and vertical mixing. The model
runs are listed below. If not otherwise specified the full-
stationary structure with 100 size bins between 1.5 and
2500 nm in diameter was used, the condensation/evaporation
was solved as an uncoupled process, both vertical and hori-
zontal mixing was considered, the 2D-VBS method was used
for the partitioning of organic compounds between gas and
particle phase, POA was assumed to be semi-volatile and
IVOC emissions were considered.

1. All processes included (base case)

2. Full-stationary structure with 50 size bins

3. Full-stationary structure with 25 size bins

4. Moving-center structure with 25 size bins

5. Moving-center structure with 10 size bins
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6. Combination of full-stationary and moving-center

structure with 25 size bins

7. Coupled condensation

8. Two-product model

9. No aerosol dynamic processes

10. No dry deposition

11. No coagulation

12. No condensation

13. No wet deposition

14. No homogeneous nucleation

15. Doubled mixing height.

16. Doubled horizontal turbulent diffusivity

17. 1D model (without horizontal mixing)

18. Non-volatile POA (NVPOA)

19. No IVOC emissions in and downwind of Malmö

20. No BVOC emissions in and downwind of Malmö

21. No anthropogenic gas phase emissions over Malmö (no
NOx, SO2, NMVOCs and IVOCs emissions)

22. No BTX emissions in and downwind of Malmö

23. Unity mass accommodation coefficients

4.1 Physical particle properties

In Fig. 4a–b the modeled particle number size distributions
at Vavihill (3 h downwind of Malmö) and 24 h downwind of
Malmö, for different number of size bins and size structure
methods, are compared. Given is also the measured parti-
cle number size distribution at Vavihill, at the time of arrival
of the air mass trajectory. The results are from the center
of the urban plume at the surface. At Vavihill (Fig. 4a) all
simulations are in good agreement with each other and the
measured particle number size distribution. This illustrates
that for short time scales (a few hours) the model results are
fairly insensitive of the number of size bins and which size
structure method that is used, especially if the condensation
or evaporation rates are small. 24 h downwind of Malmö
(Fig. 4b) the difference between the simulations becomes
more evident. This is especially the case for the moving-
center method and the full-stationary method when using 25
size bins. For the full-stationary method with 25 size bins,
the numerical diffusion significantly broadens the size dis-
tribution (see Sect. 2.2.1). With the moving-center method
errors can appear when particles from the lower size bins
are averaged with the particles in higher size bins, which

Fig. 4. Modeled particle number size distributions in the center of
the urban plume at Vavihill (a) and 24 h downwind of Malmö (b),
using different size structure methods. The results are from the sim-
ulations with the full-stationary structure using 100, 50 or 25 size
bins, moving-center structure with 25 or 10 size bins and a com-
bination of the moving-center method and full-stationary method
using 25 size bins (Mov/St). Panel (a) also displays the modeled
(fitted) particle number size distribution at the measurement sta-
tion in Malmö and the measured particle number size distribution
at Vavihill.

causes some bins to get too low concentrations (zero con-
centration) while bordering size bins get too high concentra-
tions. In Fig. 4b this can be seen around 600 nm in diam-
eter. For the moving-center method this problem is solved
by decreasing the number of size bins, while for the full-
stationary method the accuracy increases with the number of
size bins. Figure 4a–b also shows the result from one sim-
ulation with 25 size bins, where the moving-center method
was used except once every 360th time step (6 h) when the
full-stationary method was used. This combination of the
two methods gave much smaller numerical diffusion than the
full-stationary method and still eliminated the problems seen
with the moving-center method.

Figure 5a–b compares the modeled particle number size
distributions with or without different aerosol dynamic pro-
cesses at Vavihill and 24 h downwind of Malmö. The re-
sult without wet deposition is only given at 24 h downwind
of Malmö since no rainfall affected the size distribution be-
tween Malmö and Vavihill. About 2 h downwind of Vavi-
hill a light rainfall (∼0.5 mm h−1) started and continued for
a few hours, which affect the size distribution 24 h downwind
of Malmö. The rainfall intensity was assumed to be constant
within the whole model domain.
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Fig. 5. Modeled particle number size distributions in the center of
the urban plume at Vavihill (a and c) and 24 h downwind of Malmö
(b and d), without different aerosol dynamic processes (a and b)
and changed vertical or horizontal mixing (c and d). Panels (a) and
(b) give the results from the simulations with all aerosol dynamic
processes included (base case), no aerosol dynamic processes, no
condensation, no coagulation, no dry deposition and no wet depo-
sition (only in b)). Panels (c) and (d) display the results from the
base case simulation, doubled mixing height (MH), no horizontal
mixing (1D-model) and doubled horizontal mixing (2 × Ky). In (a)
the modeled (fitted) particle number size distribution at the mea-
surement station in Malmö and the measured particle number size
distribution at Vavihill is also illustrated.

The aerosol dynamic processes with largest influence on
the particle number concentration both at Vavihill and 24 h
downwind of Malmö was dry deposition. The reason for this
is mainly the relatively few nucleation mode particles. Con-
densation and evaporation had little influence on the results
at Vavihill but larger influence on the size distribution 24 h
downwind of Malmö. Using unity mass accommodation co-
efficients for all condensable compounds instead of the val-
ues given in Sect. 2.2.2 had negligible impact on the mod-
eled particle number size distribution and chemical compo-
sition (not shown). The primary particle emissions between
Malmö and Vavihill had a marginal impact on the size distri-
bution below 30 nm which can be seen when comparing the
initial particle number size distribution and the results with-
out aerosol dynamic processes.

When not considering aerosol dynamic processes the size
distribution was almost preserved between Malmö and Vav-
ihill. This illustrates that on short time scales, vertical and
horizontal mixing had little influence on the model results

in the center of the urban plume. For the vertical mixing,
this is mainly due to the low and constant boundary layer
height at 300 m between Malmö and Vavihill. An increasing
mixing height effectively dilutes the boundary layer. This
explains why the number concentration is significantly lower
24 h downwind of Malmö than in the city, even without any
aerosol dynamic processes.

The homogeneous nucleation downwind of Malmö had a
marginal impact on the modeled particle number size dis-
tribution above 5 nm in diameter, within 24 h downwind of
Malmö (not shown). The main reason for this was probably
not the formation rate (J1.5 nm) which reached a maximum
of about 1 s−1 within the boundary layer during the after-
noon. Instead the limiting factors were likely the diameter
growth rate of the smallest particles and the relatively large
coagulation sink. The growth rate of the smallest particles is
determined by the concentrations of low-volatile compounds
(e.g. H2SO4 and some organic compounds). Unfortunately
the amount and origin of the low-volatile organic compounds
which can contribute to the initial growth of these particles
are not well known. Therefore it is not possible to dismiss
the possibility that the model significantly underestimated
the growth rate of the particles below 5 nm in diameter.

Figure 5c–d illustrate the modeled particle number size
distributions at Vavihill and 24 h downwind of Malmö from
the simulations with doubled mixing height (MH), no hori-
zontal mixing (1-D model) and doubled horizontal eddy dif-
fusivity (2 × Ky). When doubling the mixing height the par-
ticle number concentration became slightly higher. This is
mainly due to the decreasing influence of dry deposition. It
is important to mention that the initial particle number size
distribution in Malmö within the whole boundary layer was
assumed to be the same for both mixing heights.

Figure 6 shows the modeled particle number concentra-
tion (PN) within the whole 2-dimentional model domain
(2 km × 20 km) at different distances (times) downwind of
Malmö. At Vavihill (Fig. 6a) the concentration difference
between the background and the urban plume is still distinct
both in the vertical and horizontal direction. The explana-
tion to this is that the atmospheric stability prevented large
horizontal dispersion and the mixing height in the model
was fixed at 300 m a.g.l. between Malmö and Vavihill, which
prevented significant vertical dilution. Downwind of Vavi-
hill (between 10 a.m. and 12 a.m.) the mixing height in the
model rose to 1000 m which effectively diluted the bound-
ary layer. During the evening (4 p.m. until 9 p.m.) the mix-
ing height decreased to 300 m and a stable residual layer
was created. The residual layer can be distinguished 12 h
downwind of Malmö as a horizontal streak with higher par-
ticle number concentrations between 700 and 1000 m a.g.l.
(Fig. 6b). This concentration difference was even more pro-
nounced 24 h downwind of Malmö (Fig. 6c). The increasing
concentration difference between the boundary layer and the
residual layer was caused by the dry deposition losses in the
well mixed boundary layer. 24 h downwind of Malmö, when
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Fig. 6. Modeled total particle number concentration (PN) (a) 3 h
downwind of Malmö, (b) 12 h downwind of Malmö and (c) 24 h
downwind of Malmö, in the whole model domain (20 km in the
horizontal and 2 km in the vertical direction) perpendicular to the
air mass trajectory. Vavihill (VVHL) is position in the center of the
horizontal model domain 3 h downwind of Malmö.

parts of the residual layer had been separated from the sur-
face for up to 12 h, the concentration gradient between the
boundary layer (0–300 m) and residual layer (300–1000 m)
was much larger than the concentration gradient between
the center of the urban plume and the horizontal boundaries
(Fig. 6c).

4.2 Chemical gas and particle phase properties

All the measured gases (NO, NO2, O3 and SO2) were well
captured by the model in Malmö, when considering the an-
thropogenic gas phase emissions in the city (Fig. 7). Unfor-
tunately O3 was the only gas phase compound that was mea-
sured with high time resolution at Vavihill and Aspvreten.
The modeled O3 concentration agrees very well with the
measured concentrations at Malmö. At Vavihill and As-
pvreten the model seems to overestimate the O3 concentra-
tion with 10–20 %.

The modeled PM2.5 mass of ammonium, nitrate, sulfate,
organic material and soot, from one hours upwind of Malmö
until 24 h downwind of Malmö are given in Fig. 8a. At
Malmö there was a significant increase in the soot mass and
to a smaller extent the organic mass because of the primary
particle emissions in the city. This primary particle mass in-
crease is constrained by the measurements at the urban back-
ground station in Malmö (see Sect. 3.3). The soot particle
mass emitted in Malmö was primarily lost by dry deposition

Fig. 7. Modeled concentrations of (a) O3, (b) NO and NO2, (c) SO2
and (d) OH at the surface, from 6 h upwind of Malmö (00:00) to
24 h downwind of Malmö (06:00), in the center of the urban plume
and outside the urban plume. Given are also the measured O3 con-
centrations in Malmö, at Vavihill and at Aspvreten, and the mea-
sured NO, NO2 and SO2 concentrations in Malmö.

between Malmö (6 a.m.) and 10 a.m. After this the mixing
height rose steeply, which effectively diluted the boundary
layer (see e.g. Fig. 10e).

A large fraction of the organic particle mass consists of
semi-volatile compounds which can be transported to or from
the particle phase when the temperature or concentrations
changes (see Fig. 12). Still, the modeled organic PM2.5 mass
shows no visible correlation with the semi-volatile ammo-
nium nitrate content. The reason for this is that it was the
relative humidity and not the temperature fluctuations which
mainly were responsible for the large changes in the PM2.5
ammonium nitrate content. In the model all organic com-
pounds were assumed to be water insoluble and therefore the
organic particle mass was not directly affected by the relative
humidity. When considering coupled condensation, the par-
ticle nitrate content was smaller while the ammonium con-
tent was about the same as for the uncoupled condensation
simulations. The reason for this is that the particles were
not fully neutralized with the uncoupled condensation simu-
lations (between 50 and 20 % of the sulfate was in the form
of bisulfate (HSO−

4 ) and the rest SO−2
4 , with least neutralized

particles 24 h downwind of Malmö).
Figure 8b–c illustrates the modeled mass size distributions

of the major particle compounds. Noticeable is that the ni-
trate content is shifted toward larger particle sizes when us-
ing uncoupled condensation while the organic mass is mainly
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Fig. 8. (a) Modeled PM2.5 ammonium, nitrate, sulfate, organic
aerosol (OA) and soot masses from 1 h upwind of Malmö (05:00)
until 24 h downwind of Malmö. For ammonium and nitrate results
are shown both from the uncoupled and coupled condensation sim-
ulations. Panels (b) and (c) gives the modeled particle mass size
distributions of the different compounds at Vavihill and 24 h down-
wind of Malmö.

found on smaller particles. This is especially pronounced
24 h downwind of Malmö. Similar separation of particu-
late nitrate and organic material on different particle sizes are
commonly observed with aerosol mass spectrometer (AMS)
at Vavihill (Roldin et al., 2011). The reasons for this will be
discussed below.

Figure 9 gives the size resolved mass fractions of ammo-
nium, nitrate, sulfate, sodium, soot and organic material and
the pH, in each size bin, from the base case simulation. Am-
monium and nitrate were well correlated above 100 nm in
diameter and cycle between the accumulation mode and the
gas phase, mainly driven by the relative humidity fluctua-
tions. Downwind of Malmö the sulfate was mainly found
in the Aitken and accumulation mode while the organic ma-
terial dominated in the nucleation and Aitken mode, com-
prising between 50 and 90 % of the total mass below 50 nm
in diameter, except in and near Malmö where the Aitken
mode particles mainly were composed of soot. The pH of
the aerosol particle water content varied with the size of the
particles, from about 1 in the nucleation mode to 2.5 in the
coarse mode. These pH-values can be compared with the pH
of fully neutralized water of 5.6 (at 380 ppmv CO2). The
main reason why the pH increases with the particle size is
that the condensation growth rate of sulfuric acid is indepen-
dent of the pH and the relative molar condensation growth
rate is proportional to the Fuchs-Sutugin-corrected aerosol
surface area (approximately proportional to the particle di-

ameter) and not to the particle volume. Since the diameter to
volume ratio increases with decreasing particle size, the sul-
fate concentration in the particle water phase decreases with
increasing particle diameter. The lower hydrogen ion con-
centration in the larger particles explains why the nitrate was
shifter toward larger particles when using uncoupled conden-
sation but not when using coupled condensation (no pH de-
pendence).

Figure 10 gives the modeled vertical PM2.5 mass pro-
files of different chemical compounds, in the center of the
model domain, 6 h upwind of Malmö until 24 h downwind
of Malmö. The mixing height is also illustrated. As a com-
plement to Fig. 10, Fig. S4 in the Supplement shows the gas
phase concentrations of ammonia, nitric acid, sulfuric acid
and NOx in the vertical direction. The PM2.5 nitrate and
ammonium masses have a maximum 4 to 6 h downwind of
Malmö in the whole boundary layer, caused by the high rela-
tive humidity at that time (∼90 %). In contrast, the gas phase
ammonia and nitric acid show a different pattern with max-
imum concentrations upwind of Malmö. The PM2.5 sulfate
content was larger above the boundary layer over Malmö
than in the boundary layer. The organic PM2.5 mass was
highest near the ground and up to about 1200 m which was
approximately the maximum altitude of the boundary layer
upwind and downwind of Malmö. The soot mass increased
quickly over Malmö within the boundary layer but was ef-
fectively diluted when the mixing height rose steeply around
10 a.m. As expected the NOx concentration (Fig. S4d) is well
correlated with the soot particle mass. The reason for this is
that both compounds mainly originate from the diesel fueled
vehicle emissions in Malmö.

4.2.1 Organic particle content

Figure 11 displays the PM2.5 organic mass difference be-
tween the base case simulation and the following case
studies: (1) without anthropogenic gas phase emissions in
Malmö, (2) without BTX emissions in and downwind of
Malmö, (3) without IVOC emissions in and downwind of
Malmö, (4) no BVOC emissions in and downwind of Malmö,
(5) Non-volatile POA (NVPOA) instead of SVPOA and
(6) the two-product model instead of the 2D-VBS.

As a result of the lower OH concentration and higher NO
concentration induced by the anthropogenic gas phase emis-
sions in Malmö (see Fig. 7), the modeled organic PM2.5
mass becomes larger without anthropogenic gas phase emis-
sions in Malmö for the first 10 h downwind of Malmö. How-
ever, more than 10 h downwind of the city the organic PM2.5
mass becomes slightly higher for the base case.

As expected the simulations without BTX, IVOC or
BVOC emissions, all give lower organic mass than the base
case simulation. One major difference between the BTX and
the IVOCs is that the IVOCs generally only need to be ox-
idized one or two steps, while BTX need at least two ox-
idation steps, before they are low-volatile enough to form
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Fig. 9. Modeled size resolved particle mass fractions and pH in
each size bin, starting 6 h upwind of Malmö (00:00) and ending 24 h
downwind of Malmö, (a) for ammonium, (b) nitrate, (c) sulfate,
(d) organic aerosol, (e) soot and (f) pH.

SOA. Therefore the IVOC emissions from Malmö mainly in-
creased the organic mass within 6 h downwind of the city
(during the morning) while the BTX oxidation products
(dominated by xylene oxidation products) mainly formed
ASOA between 6 and 12 h downwind of the city (during the
afternoon). During the evening and night (15–22 h down-
wind of the city) the OH concentration was very low (Fig. 7d)
and therefore little ASOA was formed during this time pe-
riod. 24 h downwind of Malmö the IVOC and BTX emis-
sions from Malmö contributed to approximately 0.1 μg m−3

of the modeled organic PM2.5 mass, 24 h downwind of the
city. This can be compared with the biogenic SOA forma-
tion from the BVOC emissions from the Swedish forest of
0.35 μg m−3, 24 h downwind of Malmö.

Although the uncertainties are large, especially for the
IVOC emissions, and the daily variability in the BVOC emis-
sions can be considerable, these results indicate that during
the summer months the ASOA formation more than a few
hours downwind of Malmö is small compared to the BSOA
which is formed from the Swedish forest emissions.

The uncertainties concerning the modeled organic aerosol
mass is not just related to the SOA formation but also the
magnitude of the POA emissions and the volatility of these
emissions. If treating the POA emissions in and downwind
of Malmö as non-volatile instead of semi-volatile, the POA
mass becomes larger at and near the emission source (see
Fig. 11). If the POA is considered to be semi-volatile, part of
it will evaporate from the particle phase, within a time scale
of approximately one hour after the emissions. The com-

Fig. 10. Modeled PM2.5 masses of ammonium (a), nitrate (b), sul-
fate (c), organic aerosol (d), soot (e) and the relative humidity (f),
from 6 h upwind of Malmö (00:00) until 24 h downwind of Malmö,
in the vertical direction (0–2000 m a.g.l.), in the center of the urban
plume. The mixing height along the trajectory is also displayed.

pounds are then oxidized in the atmosphere and form less
volatile oxidized organic compounds which can condensate
on the available particle surfaces. For the 2D-VBS model
simulations, most of these compounds returned to the parti-
cle phase between 4 to 7 h downwind of Malmö, and more
than 7 h downwind of the city, the organic PM2.5 mass from
the base case simulation even exceeded the simulation with
NVPOA (see Fig. 11). There are at least two reasons why
the organic mass becomes larger with SVPOA instead of
NVPOA. One reason is that the dry and wet deposition losses
of organic gas phase compounds are insignificant compared
to the dry and wet deposition losses of particles. Hence, the
evaporated POA found in the gas phase will not be deposited
before it re-condensates. A second reason is that the molar
mass of the organic compounds increases when they are oxi-
dized in the atmosphere.

Apart from the uncertainties related to the magnitude of
the POA and SOA precursor emissions and their volatility,
the model results also depend on the structure of the organic
partitioning model (see Sect. 2.4). In Fig. 11 the difference
in organic PM2.5 mass between the two-product model and
2D-VBS model base case simulation is displayed. The over-
all difference is relatively small and within the range of vari-
ability related to the POA volatility, and BVOC and anthro-
pogenic VOC emissions. However, the dynamics of the or-
ganic mass formation downwind of Malmö is substantially
different. Within 4 h downwind of the city the difference
in the organic PM2.5 mass between the base case and the
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Fig. 11. Modeled organic PM2.5 mass difference (�Mo) between
the base case and the following case studies: (1) without any an-
thropogenic gas phase emissions in Malmö, (2) no BTX emissions
in and downwind of Malmö, (3) no IVOC emissions in and down-
wind of Malmö, (4) no BVOC emissions downwind of Malmö, (5)
with NVPOA in and downwind of Malmö and (6) the two-product
model simulation.

two-product model simulations changes from −0.1 μg m−3

to 0.2 μg m−3. The main reason for this is the faster re-
condensation of the evaporated POA and condensation of the
IVOCs oxidation products with the two-product model com-
pared to the 2D-VBS model (base case).

Both with the 2D-VBS model and the two-product model
ADCHEM considers the diffusion limited condensation and
evaporation of organic compounds with a wide range of
volatilities. Because of the Kelvin effect more volatile com-
pounds are shifted toward larger particle sizes than less
volatile compounds. The least volatile compounds (C∗ <
10−1μg m−3) which condense onto the Fuchs-Sutugin-
corrected aerosol surface area size distribution evaporate
slowly, while more volatile compounds (C∗ > 101 μg m−3)

quickly condensate and evaporate from the particle surfaces
until equilibrium between the gas phase and all particle sizes
is reached.

In Fig. 12a the size resolved organic mass fractions of ox-
idized compounds (O:C-ratio between 0.1 and 1) with differ-
ent volatility (C∗) are displayed. The model results are from
the base case model run with the 2D-VBS model, 24 h down-
wind of Malmö. The oxidized organic compounds originate
from gas phase compounds or from POA which has evapo-
rated. As a consequence of the Kelvin effect, the oxidized
organic compounds are distributed differently depending on

Fig. 12. (a) Size resolved organic mass fractions of oxidized com-
pounds (O:C-ratio between 0.1 and 1) with different saturation con-
centrations (C∗). The results are from the base case simulation with
the 2D-VBS model, 24 h downwind of Malmö. (b) Size resolved
mass fractions of BSOA, ASOA from BTX oxidation through the
low- and high-NOx pathway, and POA and IVOC oxidation prod-
ucts. The results in (b) are from the two-product model simulation,
24 h downwind of Malmö.

their volatility. For instance the compounds with C∗ equal to
10 are not found on particles smaller than 100 nm in diameter
while compounds with C∗ equal to 0.1 are even found on the
nucleation mode particles below 2 nm in diameter.

Figure 12b gives the size resolved organic mass frac-
tions of BSOA, ASOA from BTX oxidation products formed
through the high- or low-NOx pathway, and POA and IVOCs
oxidation products, modeled with the two-product model. In
the two-product model the BTX oxidation products formed
through the low-NOx pathway are assumed to be non-volatile
(C∗ = 0). Hence, these organic compounds are not affected
by the Kelvin effect and can condensate even on the small-
est particle sizes. The POA dominated over the SOA in the
size range between 3 and 30 nm but contributed to less than
10 % of the organic mass content between 50 and 1000 nm
in diameter. The BSOA and ASOA compounds formed from
the BTX oxidation through the high-NOx pathway have vari-
able volatility but none of these compounds is completely
non-volatile. The BSOA is mainly found on particles larger
than 100 nm in diameter but a smaller fraction of less volatile
compounds is also found on the particles between 10 and
100 nm in diameter. The ASOA formed from the BTX oxi-
dation through the high-NOx pathway is separated into three
distinct volatility classes. The least volatile of these com-
pounds are found on particle sizes down to 30 nm in diame-
ter, an intermediate volatile class of compounds is found on
particles larger than 100 nm in diameter and the most volatile
compounds are mainly distributed onto particles larger than
300 nm in diameter.
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5 Summary and conclusions

In this work a trajectory model for Aerosol Dynamics, gas
phase CHEMistry and radiative transfer calculations (AD-
CHEM) was developed and evaluated. The model consid-
ers both vertical and horizontal dispersion perpendicular to
an air mass trajectory. The Lagrangian approach makes
the model computationally faster than available regional 3D-
CTMs. This enables a more detailed representation of the
aerosol dynamics, gas and particle phase chemistry with size
resolved partitioning of 110 different organic compounds and
a fine spatial and temporal resolution. These features make
it well suited for modeling of ageing processes relevant for
climate and population health, from local to regional scales.
Possible ADCHEM applications are:

– Studies of particle size dependent condensation and
evaporation of semi-volatile gas phase species (e.g.
HNO3, NH3, HCl and oxidation products of VOCs).

– Modeling the urban influence on the oxidizing capacity
of the atmosphere (e.g. ozone, OH, HO2, NO3, NO con-
centrations affecting the ASOA and BSOA formation).

– Transformation of real-world size-resolved primary par-
ticle emissions to a grid scale treated by regional and
global 3D-CTMs, accounting for sub-grid scale pro-
cesses.

– Studies of new particle formation and growth within ur-
ban plumes or large scale regional nucleation events.

– Estimating the urban influence on cloud condensation
nuclei (CCN) properties (indirect effect).

– Studies of the urban emissions influence on the aerosol
optical properties and radiative balance (direct effect).

– Population exposure and respiratory dose studies.

When using more than 50 size bins between 1.5 and
2500 nm the full-stationary method gave relatively little nu-
merical diffusion, while when using only 10 size bins the
moving-center method which almost eliminates numerical
diffusion was a better choice. When using 25 size bins nei-
ther of these two methods was ideal, but a combination of the
two methods gave good representation of the particle number
size distribution.

The dry deposition together with the vertical dilution when
the mixing height increases were the processes with largest
influence on the particle number size distribution and number
concentration downwind of Malmö. Hence, together these
processes effectively decrease the horizontal and vertical par-
ticle number concentration gradient between urban plume
and the background. During the night when a residual layer
is formed the dry deposition causes a significantly lower par-
ticle number concentration within the boundary layer com-
pared to the residual layer.

When using uncoupled condensation, significantly more
particle phase nitrate was formed than if assuming coupled
condensation. The particle nitrate is also shifted towards
larger particle sizes with uncoupled condensation compared
to coupled condensation. These differences occur since the
aerosol particles were not fully neutralized and the pH in-
creases with the particle size. This illustrates that coupled
condensation should not be used if the aerosol particles are
not fully neutralized.

For the considered case study the air mass trajectory spent
much time over the ocean upwind of Malmö (see Fig. 3).
Here there are no or very small emissions of ammonia but
relatively large emissions of SO2 from ship traffic. This can
explain why the aerosol particles were not fully neutralized.
If the air mass instead would have been traveling over large
agricultural areas in Europe the aerosol would likely have
been more neutralized and the agreement between the un-
coupled and coupled condensation simulations would have
been better.

The 2D-VBS model and the two-product model in AD-
CHEM consider the diffusion limited condensation and evap-
oration of 110 and 40 organic compounds respectively, with
a wide range of volatilities. This gives a realistic particle size
dependent and dynamic organic mass partitioning which can-
not be treated by available equilibrium models. The dynamic
and size resolved organic mass partitioning is especially im-
portant during the ageing of SVPOA, which starts with dif-
fusion limited evaporation, followed by oxidation reactions
in the gas phase and then finally the re-condensation of the
formed oxidized organic compounds. Unfortunately, it is
computationally expensive to keep track of all organic com-
pounds in each size bin and each grid cell, and hence this dy-
namic and size resolved partitioning of organic compounds
can probably not be used in available regional 3D-CTMs.

Lane et al. (2008) compared the modeled organic aerosol
from the PMCAMx 3D-CTM using the two-product model
or VBS approach and concluded that the model framework
(e.g. two-product model or VBS) is less important than the
parameters used in the model (e.g. saturation concentrations
and yields). The good agreement of the total organic parti-
cle mass found between 2D-VBS and the two-product model
simulations in this study support this finding. However, since
the two-product model used in ADCHEM assumes that it
is the first oxidation reaction that is rate limiting and deter-
mines the properties of the final products, the dynamics of
the organic mass formation downwind of Malmö cannot be
as precisely represented as with the 2D-VBS model. The
largest advantage with the two-product model compared to
the 2D-VBS model is that the simplified oxidation mecha-
nism makes it computationally feasible to keep track of the
origin to the formed OA (e.g. if it is BSOA, ASOA or POA).
Hence, the two-product model and the 2D-VBS models used
in ADCHEM are good complement to each other, and the
choice of model should be made according to the type of
application.
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For more information about the Malmö emissions influ-
ence on climate relevant particle properties within the urban
plume, the reader is referred to Roldin et al. (2011), where
ADCHEM is applied to 26 trajectories for the period April
2005 to October 2006.

Appendix A

Atmospheric diffusion

The kinematic heat flux (FH) is used in the model when
calculating the eddy diffusivity coefficients and the dry de-
position velocities. The kinematic heat flux in the surface
layer can be approximated with Eq. (A1) (Stull Appendix H,
2000).

FH = −KH ·�θ
�z

, KH = κ2 ·z2 ·
∣∣∣∣�v�z

∣∣∣∣ (A1)

v is the horizontal wind speed, κ is the von Kármán constant,
KH is the heat eddy viscosity, z is the altitude and θ is the
potential temperature.

The eddy diffusivity in the vertical direction in the bound-
ary layer is calculated using Eqs. (A2), (A3) and (A4) for sta-
ble, near neutral and unstable conditions, respectively. Equa-
tion (A2) is adopted from Businger and Arya, 1974, Eq. (A3)
from Myrup and Ranzieri, 1976 and Eq. (A4) from Tirabassi
and Rizza, 1997. Above the boundary layer the eddy diffu-
sivity is approximated using Eq. (A2).

Kz = κu∗z
0.74+4.7(z/L)

exp(
−8f z

u∗
)

h

L
> 10 (A2)

Kz =
{
κu∗z z

h
< 0.1

κu∗z(1.1− z
h
) 0.1 ≤ z

h
≤ 1

−10 ≤ h

L
≤ 10 (A3)

Kz = κw∗z(1− z

h
)

h

L
<−10 (A4)

h is the mixing height, u∗ is the friction velocity, f is the
Coriolis parameter, L is the Monin-Obukhov length and w∗
is the convective scaling velocity.

The horizontal eddy diffusivity is estimated using
Eq. (A5), if the flux Richardson number is negative (unstable
atmosphere) (Seinfeld and Pandis, 2006). If the atmosphere
is stable the horizontal diffusivity is set as two times the
largest vertical eddy diffusivity (Tirabassi and Rizza, 1997).

Ky = 0.1w∗h (A5)

Appendix B

Numerical solution to the atmospheric diffusion equation

The atmospheric diffusion equation (Eq. 1) is discretized us-
ing the second order five-point formula (Eq. B1).

For k=1,....N, n=1,....N
�c
�t k,n

= 1
�z2 (Kz,k− 1

2
ck−1,n+K

z,k+ 1
2 ,n
ck+1,n)

+ 1
�y2 (Ky,n− 1

2
ck,n−1 +K

y,n+ 1
2
ck,n+1)

− 1
�z2 (Kz,k− 1

2
+K

z,k+ 1
2
)ck,n− 1

�y2 (Ky,n− 1
2
+K

y,n+ 1
2
)+hk,n

(B1)

N is the number of grid cells in the vertical and horizon-
tal direction. hk,n is the rest terms containing the boundary
values. If dry deposition and emissions are included directly
in the atmospheric diffusion equation these terms will enter
here.

As horizontal boundary conditions the concentration gra-
dient ∂c/∂y was set to zero. If the ground-level emission rate
(E) and dry deposition are included in the boundary con-
ditions at the ground they are described by Eq. (B2). The
boundary conditions at the top of the vertical model domain
are given by Eq. (B3).

vdc−Kz ∂c
∂z

=E (B2)

∂c

∂z
= 10−3 cm−3m−1 (B3)

vd and E is the dry deposition velocity and emission of
particles or gases.

Equation (B1) can be written in matrix form with one ma-
trix for each space dimension (Tz and Ty) (Eq. B4).

�c

�t
= ( 1

�z2
Tz+ 1

�y2
Ty)c+hz,y (B4)

For each time step that the model takes, Eq. (B4) is solved
using the second order implicit trapezoidal rule (Crank-
Nicolson method). The procedure is described by Iserles
(2004). Equation (B5) is the final expression used to solve
the atmospheric diffusion equation in 2-space dimensions.

cj+1 =
[
1− 1

2
�t

�z2 Tz
]−1[

1+ 1
2
�t

�z2 Tz
][

1− 1
2
�t

�y2 Ty
]−1

·
[
1+ 1

2
�t

�y2 Ty
]
·(cj + 1

2�t ·hjz,y)+ 1
2�t ·hj+1

z,y

(B5)

Appendix C

Brownian coagulation

The coagulation coefficient between two particles of same
or different diameters is given by Eq. (C1). β is the Fuchs
correction factor, given by Eq. (C2) (Seinfeld and Pandis,
2006).

Kij = 2πβij (DpiDi+DpiDj +DpjDi+DpjDj ) (C1)
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βij =
[

Dpi+Dpj

Dp1+Dpi+2(δ2
i +δ2

j )
1/2 + 8α(Di+Dj )

(c̄2
i +c̄2

j )
1/2(Dpi+Dpj )

]−1

c̄i =
(

8kT
πmi

)1/2
,

δi = 1
3Dpi li

[
(Dpi+ li )3 −(D2

pi+ l2i )3/2
]
−Dpi ,li = 8Di

πc̄i

(C2)

α is the collision efficiency which can be assumed to be 1
for all particle sizes (Clement et al., 1996), mi is the singe
particle mass in size bin i,c̄i is the mean particle velocity
and li is the mean free path.

Equation (C1) is used to calculate a matrix containing all
possible coagulation rates between two particles with differ-
ent or equal diameters for the finite diameter size bins con-
sidered.

The splitting parameters used to divide the formed single
particle volumes into the fixed size bins, are calculated with
Eq. (C3).

y1,i,j = (Vp,i+1−Vp,coag,i,j )

(Vpi+1−Vpi )
, Vp,coag,i,j =Vp,i+Vp,j

y2,i,j = 1−y1,i,j

(C3)

y1,i is the fraction of the single particle volume of the formed
particle (Vp,coag,i,j ) which will fall into the smaller size bin i
and y2,i is the fraction of particle volume which will fall into
the larger size bin i+1.

The coagulation sink and source are described by
Eqs. (C4) and (C5). Combining the coagulation sources and
sinks gives the final equations used to calculate new particle
size distributions, in each grid cell (Eq. C6).

Coagsink,i,j =Kij ci ·cj (C4)

Coagsource,i,j = ai,jKij ci ·cj , if

i= j, ai,j = 0.5, else ai,j = 1 (C5)

ci = ci+
N∑
j

(
y1,i,j ·Coagsource,i,j +y2,i−1,j ·

Coagsource,i−1,j − Coagsink,i,j
) ·�t (C6)

The volume change of different species (k) in the aerosol
particle phase due to coagulation between particles in size
bin i and j is derived with Eq. (C7).
dVi,j,k
dt

= y1i,j ·Coagsource,i,j ·xcoagi,k ·Vp,coag,i

+y2i−1,j ·Coagsource,i−1,j ·xcoagi−1,k ·Vp,coag,i−1

−Coagsink,i,j ·Vp,i ·xi,k
(C7)

xi,k is the volume fraction of species k in size bin i and
xcoag,i,k is the volume fraction of species k in the formed
particle.

Equation (C8) gives the volume of species k in each size
bin.

Vi,k =Vp,i ·xi,k+
N∑
j

dVi,j,k

dt
·�t (C8)

Appendix D

Dry deposition velocities of particles

Equation (D1) gives the dry deposition loss rate (νd) of par-
ticles. ra is the surface layer resistance, rb the quasi-laminar
layer resistance and vs is the settling velocity.

vd = 1

ra+rb+rarbvs +vs (D1)

The settling velocity is given by Eq. (D2).

vs = ρpD
2
pgCc

18μ
(D2)

ρp is the particle density, μ is the dynamic viscosity, Cc is
the Cunningham slip correction factor and g is the accelera-
tion of gravity

The surface layer resistance can be expressed by Eqs. (D3)
and (D4) for stable and unstable atmosphere, respectively
(Seinfeld and Pandis, 2006).

ra = 1

κu∗
(ln(

z

z0
)+4.7(Rf s−Rf 0) (D3)

ra = 1
κu∗ (ln(

z
z0
)+ ln(

(η2
0+1)(η0+1)2

(η2
s+1)(ηs+1)2

)+2(tan−1ηs− tan−1η0))

η0 = (1−15Rf 0)
1/4, ηs = (1−15Rf s)

1/4, Rf 0 = z0
L
, Rf s = zs

L

κ = 0.4 (von Karman constant)

(D4)

z0 is the roughness length and u∗ is the friction velocity.
The surface layer height (zs) can be approximated as one
tenth of the total mixing height (Seibert et al., 1997). Rf 0
is the non-dimensional flux Richardson number at the rough-
ness length scale height (z0) and Rf s is the flux Richardson
number at the surface layer height. If Rf is larger than zero,
the atmosphere is stable and Eq. (D3) is used, and if Rf is
smaller than zero, the atmosphere is unstable and Eq. (D4) is
used instead.

The quasi-laminar resistance is calculated with Eq. (D5)
over land (Zhang et al., 2001, Seinfeld and Pandis, 2006)
and with Eq. (D6) over ocean (Slinn and Slinn, 1980).

rb = 1
3u∗R1(Sc

−γ+(St/(α+St))2+0.5(Dp/A)2)

R1 = exp
(−St1/2) (D5)

rb = κ ·ν
u2∗

1

(Sc−1/2 +10−3/St )
(D6)

R1 is the fraction of particles that stick to the surface upon
contact. A, α and γ are surface specific parameters given by
Zhang et al. (2001) for 12 different land use categories. St is
the Stokes number and Sc is the Schmidt number.
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Table E. Explicit scheme used to estimate the particle salt molar composition.

Salt
if nS(VI) >

nNH4 +nNa

if nS(VI) <

nNH4 +nNa
&
nS(VI)+nNO3
>nNH4 +nNa

if nS(VI)+nNO3≤ nNH4 +nNa
&
2nS(VI)+nNO3
>nNH4 +nNa

if 2nS(VI)+nNO3≤ nNH4 +nNa

(Na)2SO4 0 0 nNa −nCl nNa −nCl

NaHSO4 nNa −nCl nNa −nCl 0 0

NaCl nCl nCl nCl nCl

(NH4)2SO4 0 0
nNH4 +nNa −nNO3−nS(VI)−n(Na)2SO4

nS(VI)−n(Na)2SO4

NH4HSO4 nNH4 nS(VI)−nNaHSO4 nS(VI)−n(NH4)2SO4 0

H2SO4
nS(VI)−nNH4−nNaHSO4

0 0 0

NH4NO3 0 nNH4 −nNH4HSO4 nNO3 nNO3

HNO3 nNO3 nNO3 −nNH4NO3 0 0

NH3 0 0 0
nNH4 −nNO3−2n(NH4)2SO4

Appendix E

Inorganic particle salt composition

Table E displays the explicit scheme which is used to esti-
mate the particle salt molar composition.

Appendix F

Dry deposition velocity for gases

The dry deposition velocities for the different gases are given
by Eq. (F1) (Seinfeld and Pandis, 2006).

vd = 1

ra+rb+rc (F1)

The dry deposition can be a significant loss term for acid
species like HNO3 and H2SO4 which has a very large ef-
fective Henry’s law constant. The effective Henry’s law
constants used for the different species in the chemical gas
phase model are taken from Table 19.4 in Seinfeld and Pan-
dis (2006) which is valid for a pH of about 6.5. For most
of the species no effective Henry’s law constant were found,
then the Henry’s law constants given by Table 5.4 in Sander
et al. (2006) were used instead. For many of the hydrocarbon
species no Henry’s law constants were found at all. It was
then assumed that their solubility in water is practically zero.

The aerodynamic resistance is a function of the stability
of the atmosphere but is independent of whether it is gases or

particles that are deposited. The aerodynamic resistances for
gases as well as for particles are therefore given by Eqs. (D3)
and (D4).

The quasi-laminar resistance for gases over land is de-
scribed by Eq. (F2) (Seinfeld and Pandis, 2006). Equa-
tion (F3) gives the quasi-laminar resistance over ocean
(Hicks and Liss, 1976).

rb = 5Sc2/3
i

u∗ (F2)

rb = 1

κu∗ ln

(
z0κu

∗

D

)
(F3)

The canopy resistance depends on the structure of the
ground. For vegetated land surfaces the resistance is divided
into foliar resistance and ground resistance. Canopy resis-
tance is the sum of the foliar resistance and the ground resis-
tance in parallel (Seinfeld and Pandis, 2006).

The foliar resistance is divided into resistance to uptake at
the surface of the leaves and at the plant stomata. The stom-
ata resistance (rst ) can be further divided into the stomata
pore resistance (rp) and the mesophyll resistance (rm) which
is the resistance to dissolution in the leaf interior (Seinfeld
and Pandis, 2006). The stomata resistance is usually very
important for the dry deposition of gases. Since stomata are
only open during the day it will lead to a diurnal pattern in
the dry deposition velocity, with considerably higher values
during the day than during the night (Pirjola and Kulmala,
1998 and Seinfeld and Pandis, 2006).
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The complete surface resistance for species i is given by
Eq. (F4) (Seinfeld and Pandis, 2006 originaly from Wesely,
1989). Apart from the stomata resistance the surface resis-
tance also depends on the outer surface resistance in the up-
per canopy (rlu), transfer resistance by buoyant convection
(rdc), the resistance to uptake by leaves, twigs and other sur-
faces (rcl) and the resistance at the ground including transfer
resistance due to canopy height (rac) and resistance in the
soil (rgs).

ric =
(

1

rist
+ 1

rilu

+ 1

ridc+ricl
+ 1

riac+rigs

)−1

(F4)

Appendix G

Radiative transfer model

The radiative transfer equation for solar irradiance can be
written as in Eq. (G1) (Jacobson, 2005).

μ
dIλ,μ,φ

dτλ
= Iλ,μ,φ−J diffuse

λ,μ,φ −J direct
λ,μ,φ (G1)

The diffuse component is given by Eq. (G2) and the direct
component by Eq. (G3).

J diffuse
λ,μ,φ =

∑
k

⎛
⎝σs,k,λ

σλ

1

4π

2π∫
0

1∫
−1

Iλ,μ′,φ′Ps,k,λ,μ,μ′,φ,φ′,dμ′,dφ′

⎞
⎠ (G2)

J direct
λ,μ,φ = 1

4π
E

−τλ/μs
s,λ

∑
k

(
σs,k,λ

σλ
Ps,k,λ,μ,−μs,φ,φs

)
(G3)

λ is the wavelength of light, Iλ is the the spectral radiance,
Es is the solar irradiance, τλ is the optical depth, Øs is the
solar zenith angle, σ is the extinction coefficient, σ s is the
scattering coefficient, μs = cos(Øs) and �s gives the direc-
tion of the solar radiation, μ and � gives the orientation of
the beam of interest, μ′ and�′ gives the direction of the dif-
fuse radiation and Ps is the scattering phase function, which
gives the angular distribution of the scattered energy.

Approximating the integral in Eq. (G2) with quadrature
two-stream equations gives Eq. (G4) (Jacobson, 2005).

1
4π

2π∫
0

1∫
−1
Iλ,μ′,φ′Ps,k,λ,μ,μ′,φ,φ′,dμ′,dφ′

≈
{

1+ga,k,λ
2 I ↑ + 1−ga,k,λ

2 I ↓ upward
1+ga,k,λ

2 I ↓ + 1−ga,k,λ
2 I ↑ downward

(G4)

I ↑ is the upward radiance and I ↓ is the downward radi-
ance.

Combining Eqs. (G2) and (G4) gives Eq. (G5).

J diffuse
λ,μ,φ ≈

{
ωs,λ

1+ga,λ
2 I ↑ +ωs,λ 1−ga,λ

2 I ↓ upward

ωs,λ
1+ga,λ

2 I ↓ +ωs,λ 1−ga,λ
2 I ↑ downward

(G5)

ωs,λ = σs,λ
σλ
, is the single scattering albedo and ga,λ is the

effective asymmetry parameter, calculated from the asymme-
try parameters for gases (ga,g,λ), particles (ga,p,λ) and cloud
drops (ga,c,λ) (Eq. G6).

ga,λ= σs,a,λga,p,λ+σs,c,λga,c,λ
σs,g,λ+σs,p,λ+σs,c,λ (G6)

If using the quadrature approximation (Eq. G4), Eq. (G1)
can be written as:

{
μ1

dI↑
dτ

= I ↑ −ωs 1+ga
2 I ↑ −ωs 1−ga

2 I ↓ − ωs
4π (1−3gaμ1μs)Ese

−τ/μs
−μ1

dI↓
dτ

= I ↓ −ωs 1+ga
2 I ↓ −ωs 1−ga

2 I ↑ − ωs
4π (1+3gaμ1μs)Ese

−τ/μs (G7)

μ1 is equal to 1/
√

3 when using the quadrature approxi-
mation. The spectral radiation terms in Eq. (G7) can be re-
placed with the spectral irradiance using the conversion:

E ↑= 2πμ1I ↑, E ↓= 2πμ1I ↓ (G8)

This gives Eq. (G9) (Jacobson, 2005):{
dE↑
dτ

= γ1E ↑ −γ2E ↓ −γ3ωsEse
−τ/μs

dE↓
dτ

= −γ1E ↓ +γ2E ↑ +(1−γ3)ωsEse
−τ/μs (G9)

Where

γ1 = 1−ωs(1+ga)/2
μ1

, γ2 = ωs(1−ga)
2μ1

, γ3 = 1−3gaμ1μs

2

Equation (G9) is discretized and solved according to the nu-
merically stable scheme developed by Toon et al. (1989).

Combining the direct and the diffuse spectral radiance
gives the net spectral radiation:

Inet(τn)= I ↑ (τn)−I ↓ (τn)−Idir (τn) (G10)

Multiplying the net spectral radiance with 4π gives the
spectral actinic flux in W m−2 nm−1.

Tabel 4.2 in Seinfeld and Pandis (2006) originally from
Fröhlich and London (1986) gives the solar spectral irradi-
ance at the top of the atmosphere (Etop), normalized to a
solar constant (S) of 1367 W m−2. Since this spectral irradi-
ance is independent of the composition of the atmosphere, it
can be used together with a radiative transfer model to predict
the actinic flux at different altitudes in the atmosphere.

The solar zenith angle (�z) is calculated with Eq. (G11)
(Stull, 2000).

sin(φz)= sin(ψ)sin(δs)−cos(ψ)cos(δs)cos
[

360tUT C
td

−λe
]

δs = 23.45cos
[

360(d−173)
365

] (G11)

δs is the solar declination angle, ψ is the latitude and λe is
the longitude.

Supplementary material related to this
article is available online at:
http://www.atmos-chem-phys.net/11/5867/2011/
acp-11-5867-2011-supplement.pdf.
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Abstract. The climate effects downwind of an urban area
resulting from gaseous and particulate emissions within the
city are as yet inadequately quantified. The aim of this work
was to estimate these effects for Malmö city in southern Swe-
den (population 280 000). The chemical and physical parti-
cle properties were simulated with a model for Aerosol Dy-
namics, gas phase CHEMistry and radiative transfer calcu-
lations (ADCHEM) following the trajectory movement from
upwind of Malmö, through the urban background environ-
ment and finally tens and hundreds of kilometers downwind
of Malmö. The model results were evaluated using measure-
ments of the particle number size distribution and chemical
composition. The total particle number concentration 50 km
(∼ 3 h) downwind, in the center of the Malmö plume, is about
3700 cm−3 of which the Malmö contribution is roughly 30%.
Condensation of nitric acid, ammonium and to a smaller ex-
tent oxidized organic compounds formed from the emissions
in Malmö increases the secondary aerosol formation with a
maximum of 0.7–0.8 μg m−3 6 to 18 h downwind of Malmö.
The secondary mass contribution dominates over the primary
soot contribution from Malmö already 3 to 4 h downwind of
the emission sources and contributes to an enhanced total
surface direct or indirect aerosol shortwave radiative forc-
ing in the center of the urban plume ranging from −0.3 to
−3.3 W m−2 depending on the distance from Malmö, and the
specific cloud properties.

1 Introduction

In recent years several studies have shown that anthropogenic
emissions of trace gases and aerosol particles from urban ar-
eas are important for particle properties relevant for climate

Correspondence to: P. Roldin
(pontus.roldin@nuclear.lu.se)

and population health, not only within the source region itself
but also several hundred kilometers downwind (e.g. Seinfeld
et al., 2004; Gaydos et al., 2007; Hodzic et al., 2009; Tie
et al., 2009). Hence, there is an urgent need to accurately
incorporate these urban emissions into regional and global
three dimensional Chemistry Transport Models (3-D-CTMs)
and even global climate models. The urban background sta-
tions measure freshly emitted particles in the beginning of
the ageing process. Still, the distances from the emission
sources are much shorter than the spatial scales used in global
and regional CTMs (Pierce et al., 2009). Therefore, it is im-
portant to study the chemical and physical transformation of
particles from urban background scale (0.1–1 km) to CTM
grid scale (10–100 km scale). Several urban plume studies
have been carried out within comprehensive but short field
campaigns in large cities (> 1 million people), e.g. Mexico
City (Doran et al., 2007; Hodzic et al., 2009; Tsimpidi et al.,
2010), Tampa (Nolte et al., 2008), Paris (Hodzic et al., 2006)
and Copenhagen (Wang et al., 2010), while very few, if any,
such studies have been carried out in small to midsize cities
(< 1 million people). Still, about 60% of the urban popula-
tion of the world live in small to midsize cities (Population
Div. of the Dep. of Economic and Social Affairs of the UN
Secretariat), and by number they are far more common and
well distributed over the globe than those who live in large
cities. Even though one small city’s emissions alone are of
little concern on a global scale, they together cause a large
portion of the global anthropogenic particle and gas phase
emissions. Therefore it is important to consider these emis-
sions when discussing climate and health effects of particles
and gases on any spatial scale and to implement them into
regional and global CTMs.

Most previous studies which have approached to model
the ageing of urban particle and gas phase emissions down-
wind of urban areas have used Eulerian 3-D-CTMs with de-
tailed gas and particle phase chemistry, but with relatively
coarse spatial horizontal resolution (5×5 km – 36×36 km)
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Fig. 1. Geographic map displaying the measurement station in Malmö (Rådhuset), the meteorological mast (Heleneholm) and the Vavihill
field station in southern Sweden.

and only very few particle size bins (6–10) (e.g. Hodzic et
al., 2006; Gaydos et al., 2007; Nolte et al., 2008; Hodzic et
al., 2009). However, when implementing urban background
emissions into CTMs, the spatial resolution should prefer-
ably be at least 1×1 km2 and the size resolved chemical and
physical properties relevant for climate and health effects are
only poorly represented when using only a few size bins.

In this work a trajectory model for Aerosol Dynamics, gas
phase CHEMistry and radiative transfer calculations (AD-
CHEM), developed at Lund University (Roldin et al., 2011),
has been used to simulate the aging of the urban plume from
the city of Malmö in Southern Sweden (13◦00′ E, 55◦36′ N,
280 000 people) during the year 2005 and 2006. ADCHEM
includes all important aerosol dynamic processes, detailed
gas and particle phase chemistry and dispersion in the ver-
tical and horizontal direction, perpendicular to the urban
plume. The computational advantage of the Lagrangian com-
pared to the Eulerian approach allows the user to include a
large number of size bins (in this study 100 size bins be-
tween 1.5 and 2500 nm in diameter) and still to keep a high
horizontal and temporal resolution (in this study 1 km and
1 min). Hence, ADCHEM can be used to model the ageing
of urban emissions from urban background to regional scales
(several hundred kilometers from the source).

This work mainly describes the methods used to estimate
the regional influence from the Malmö particle and gas phase
emissions, the average results from these urban plume stud-
ies and finally gives estimates of different particle properties
relevant for climate on the regional scale. For a detailed de-
scription and evaluation of ADCHEM the reader is referred
to Roldin et al. (2011).

The aim of this study was to estimate the influence of the
urban particle and gas phase emissions in Malmö on climate
relevant particle properties downwind of the city, e.g. radia-

tive forcing (�F ). A second aim was to test methods and
provide results that could form a basis for up-scaling from
urban sub-grid emissions to the regional scale which can
be treated by and implemented in regional and global 3-D-
CTMs.

2 Methods for urban plume studies

In this section the methods used to characterize the properties
of the aerosol particles inside the urban plume from Malmö is
described. These methods were applied for 26 urban plume
cases and the average and median results are presented in this
article.

2.1 Measurements

Particle and gas phase concentration data from two differ-
ent stations in Sweden were either used as input data in AD-
CHEM or to evaluate the model results. The stations were an
urban background station positioned in Malmö (Rådhuset,
55◦36′ N, 13◦00′ E, 30 m a.s.l.) and the European Moni-
toring and Evaluation Program (EMEP) background station
Vavihill (56◦01′ N, 13◦09′ E, 172 m a.s.l.), about 50 km north
from Malmö (Fig. 1). A description of the measurement sta-
tion Vavihill can be found in Kristensson et al. (2008).

The particle number size distributions in Malmö and
Vavihill were measured with a Scanning Mobility Parti-
cle Sizer (SMPS) and a Twin Differential Mobility Particle
Sizer (TDMPS), respectively. The SMPS system in Malmö
measured the urban background particle number size dis-
tribution at the roof top level of the town hall (Rådhuset)
in the north-western part downtown Malmö (Fig. 1). Dur-
ing southerly wind directions the station detected particle
concentrations which are representative for the major particle
emissions from Malmö.

Atmos. Chem. Phys., 11, 5897–5915, 2011 www.atmos-chem-phys.net/11/5897/2011/



P. Roldin et al.: Aerosol ageing in an urban plume – implication for climate 5899

The SMPS system in Malmö sampled air through a PM10
inlet (Patashnik and Rupprecht, 1991). The sampled par-
ticles were brought to charge equilibrium using a bipolar
charger before size separation in a medium Vienna-type Dif-
ferential Mobility Analyzer (DMA) (Winklmayr et al., 1991)
and were subsequently counted by a Condensation Particle
Counter (CPC) (model CPC 3760A) (TSI Inc., Shoreview,
MN, USA). This way a full particle number size distribution
between 10 and 660 nm in diameter was measured within
3 min. The short sampling time enabled the instrument to
capture the rapidly changing particle concentrations at the
urban site.

The TDMPS system at the Vavihill field station measured
the rural background particle number size distribution from
3 to 900 nm with 10 min time resolution, in a similar way as
the SMPS system in Malmö (Kristensson et al., 2008).

As an independent way of testing the accuracy of the AD-
CHEM model in describing the aerosol chemical composi-
tion, data from Time of Flight Aerosol Mass Spectrometry
(ToF-AMS) measurements at Vavihill were compared with
the average model results. The AMS measurements were
not conducted at the time of the modeled period but during
two campaigns in October 2008 and March 2009 (Eriksson,
2009). The AMS results (in total 40 h of data) are selected for
periods with southerly originated air masses passing over the
Malmö region between 1–6 h before they reach Vavihill. Ac-
cording to HYSPLIT model trajectories (Draxler and Rolph,
2011) these air masses have their origin from similar Euro-
pean source regions as the trajectories for the modeled case
studies (e.g. Great Britain, Germany, Denmark, Benelux and
Poland) (see Fig. 2). Because of the relatively few hours
with AMS results for southerly originated air masses and the
lack of AMS measurements at the time of the modeled period
(April–November, 2005 and 2006), the model results cannot
be directly compared with these measurements. The main
reason for this is that meteorological conditions show both
large diurnal and seasonal variations, which have a large in-
fluence on the gas to particle partitioning and formation rate
of e.g. nitrate and condensable organic compounds. How-
ever, the AMS data still give a representative picture of the
relative concentrations of different compounds in different
size classes and hence, it is of great value for the evaluation
of modeled chemical composition. Measured concentrations
of NO, NO2, O3 and SO2 at the urban background station in
Malmö and in addition O3 at Vavihill, from the modeled time
periods, were compared with the modeled gas phase concen-
trations along the trajectory for each urban plume case. All
gas concentrations were averaged to 1 h time resolution data
when compared with the model results. NO2 and NOx were
measured with chemiluminescence technique and SO2 with
UV-fluorescence technique. The total NOx concentration is
detected by first oxidizing all NO to NO2. At both stations
O3 was measured using the principle of UV-absorption.

Apart from measured particle and gas phase concen-
trations, measurements of the wind direction from a

Fig. 2. 24 h forward trajectories (red) and 48 h backward trajecto-
ries (black) with starting point in Malmö for all the 26 urban plume
cases. Vavihill (VVHL), Malmö and Copenhagen (CPH) are illus-
trated with circles.

meteorological mast in Malmö (Heleneholm) were used
to verify that the urban plume from Malmö was directed
towards Vavihill. The wind direction was measured at
24 m a.g.l. The position of the meteorological mast is dis-
played in Fig. 1.

2.2 The ADCHEM model

For more detailed information about all the modules and
methods (e.g. condensation/evaporation algorithms, SOA
formation models and size structure methods) and their in-
fluence on the model results the reader is referred to Roldin
et al. (2011).

ADCHEM can be divided into three sub-models:

1. an atmospheric aerosol dynamics and particle chemistry
model,

2. a chemical gas phase model,

3. a radiative transfer model.

www.atmos-chem-phys.net/11/5897/2011/ Atmos. Chem. Phys., 11, 5897–5915, 2011
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The aerosol dynamic model is a sectional model which dis-
cretizes the particle number size distribution into finite size
bins. The particles are assumed to be internally mixed which
means that all particles of a certain size have equal compo-
sition. The model includes the following processes: con-
densation, evaporation, dry deposition, Brownian coagula-
tion, wet deposition, in-cloud processing with dissolution
of SO2 and H2O2 forming sulfate (S(VI)), primary particle
emissions, homogeneous nucleation and dispersion in the
vertical (1-D model) and horizontal direction (2-D model)
perpendicular to an air mass trajectory. The particle num-
ber size distribution changes upon condensation/evaporation
and coagulation is either treated with the full-moving, full-
stationary or moving-center structure method, which are all
mass and number conserving (e.g. Jacobson, 2005b). The
full-moving method is only useful for box-model simula-
tions, because it cannot be used when particles are mixed
between adjacent grid cells. In Roldin et al. (2011) it was
shown that the moving-center structure method can give un-
realistic size distributions if more than approximately 25 size
bins between 1.5 and 2500 nm in diameter are used, while
the full-stationary structure method gives significant numer-
ical diffusion if less than 50 size bins are used. Because high
size bin resolution was preferred, the full-stationary method
with 100 size bins between 1.5 and 2500 nm in diameter was
used for all simulations performed in this work.

The modeled aerosol particles are composed of sulfate,
nitrate, ammonium, sodium, chloride, non water soluble
minerals (metal oxides/hydroxides), soot, Primary Organic
Aerosol (POA), Anthropogenic and Biogenic Secondary Or-
ganic Aerosol (ASOA and BSOA). With ADCHEM the
SOA formation can either be modeled using the 2-product
model approach (Odum et al., 1996), or using the 2-D-VBS
method, which apart from saturation concentration (C∗) in-
cludes oxygen to carbon ratio (O/C-ratio) as a second dimen-
sion (Jimenez et al., 2009).

The condensation and evaporation of H2SO4, HNO3, HCl
and NH3 can either be modeled as uncoupled or coupled pro-
cesses (e.g. Zhang and Wexler, 2008). One advantage us-
ing the approach of coupled condensation is that the mass
transfer of acids and bases becomes independent of pH in
the particle water phase. The disadvantage is however that
this method can only be used if the particles are near acid
neutralized (S(VI) in the form of SO−2

4 ) (Zaveri et al., 2008;
Zhang and Wexler, 2008; Roldin et al., 2011). When us-
ing the approach of uncoupled condensation the condensa-
tion processes of acids and bases are treated as separate pro-
cesses which depend on the pH in the particle water phase.
Therefore this method can also be used when the aerosol
particles are not fully acid neutralized. When considering
uncoupled condensation ADCHEM uses the prediction of
non-equilibrium growth (PNG) scheme developed by Jacob-
son (2005a). In this scheme the dissolution of ammonia is
treated as an equilibrium process after the diffusion limited
condensation/evaporation of all inorganic acids. This enables

the model to take long time steps (minutes) without causing
the modeled pH to start oscillating.

The gas phase model considers 130 different chemical re-
actions between 61 individual species. The majority of the
reactions considered in the kinetic code was described by Pir-
jola and Kulmala (1998) but is originally from EMEP. Daily
isoprene and monoterpene emissions were simulated sepa-
rately with the vegetation model LPJ-GUESS (Smith et al.,
2001; Sitch et al., 2003), in which process-based algorithms
of terpenoid emissions were included (Arneth et al., 2007;
Schurgers et al., 2009). These natural emissions were cor-
rected for anthropogenic land cover according to Ramankutty
et al. (2008).

In the present version of ADCHEM about one third of the
non-methane volatile organic carbon (NMVOC) emissions
from road traffic are benzene, toluene and xylene (BTX).
These light aromatic compounds first react with OH fol-
lowed by either reaction with NO forming products with low
SOA-yields, or with HO2 resulting in products with gener-
ally higher SOA-yields (Ng et al., 2007). In the supplemen-
tary material to Roldin et al. (2011) the benzene, toluene
and xylene SOA yields from the 2-D-VBS model, for low
and high NOx conditions, are given as function of the to-
tal organic particle mass. At high NOx/HO2 ratios, which
generally are the case in urban environments, most of the
oxidation products will react with NO, while at remote re-
gions and in the free troposphere the HO2-pathway usually
dominates. Hence, oxidation of BTX in urban environments
generally gives relatively low SOA formation, while mov-
ing further away from the source the SOA formation can
be considerably higher. Here it is mainly benzene, which
is the least reactive of the three compounds, that is left to
form SOA (Henze et al., 2008). In ADCHEM both the high
and low NOx reaction pathways are considered simultane-
ously. The reaction rate for the low-NOx pathway is given by
kRO2 + HO2 = 1.4×10−12exp(700/T ) cm3 molecule−1 s−1

and the reaction rate for the high-NOx pathway by
kRO2 + NO = 2.6 × 10−12exp(350/T ) cm3 molecule−1 s−1

(the Master Chemical Mechanism v 3.1 (http://www.chem.
leeds.ac.uk/Atmospheric/MCM/mcmproj.html)).

The radiative transfer model is used to derive the spec-
tral actinic flux which affects the photochemical reaction
rates. This model uses a quadrature two-stream approxi-
mation scheme, where the radiative fluxes are approximated
with one upward and one downward flux component. This
scheme was developed and used by Toon et al. (1989) to cal-
culate the radiative transfer in a vertically inhomogeneous
atmosphere with clouds and aerosol particles.

In Roldin et al. (2011) it was illustrated that the particles
in the urban plume from Malmö are at least not always com-
pletely acid neutralized. Hence, for all simulation performed
in this work the condensation of acids and bases were treated
as uncoupled processes. The SOA formation was modeled
with 2-D-VBS for high and low NOx conditions according
to the parameterization in Roldin et al. (2011). The POA
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was modeled as semi-volatile (with a C∗ between 10−2 and
104 μg m−3) and the intermediate VOC (IVOC) emissions
(C∗ between 104 and 106 μg m−3) was assumed to be 1.5
times larger than the anthropogenic POA emissions accord-
ing to Robinson et al. (2007). The volatility of the POA
emissions and the IVOC emissions are uncertain, but these
values have been used as best estimates in several previous
model studies (e.g. Robinson et al., 2007; Shrivastava et al.,
2008; Tsimpidi et al., 2010). For all simulations performed
in this work the POA emissions were initially treated as en-
tirely in the particle phase. However, downwind of the emis-
sion source most of this organic material evaporates from the
particles. In the gas phase this material is oxidized and then
again returns to the particle phase as oxidized organic com-
pounds. In Roldin et al. (2011) several sensitivity tests were
performed with ADCHEM to study the effect of SVPOA or
non-volatile POA and the importance of the IVOC emissions.

The 2-D-VBS model in ADCHEM considers the kinetic
(diffusion limited) condensation/evaporation of 110 differ-
ent organic compounds, separated into 10 different volatility
classes with C∗ between 10−2 and 107 μg m−3 and 11 differ-
ent O:C-ratio levels from 0 to 1. One large assumption with
the 2-D-VBS is that the gas phase compounds, independent
of their origin, react with OH with the same reaction rate,
equal to 3 × 10−11 cm3 molecule−1 (Jimenez et al., 2009).
The reaction rates for the first oxidation step of all monoter-
penes, isoprene, benzene, toluene and xylene, are however
species specific and considered before the formed oxida-
tion products enter the VBS. The only compounds which
enter directly into the VBS before they have been oxidized
are POA species and IVOCs. For each oxidation reaction
in the 2-D-VBS, one to three oxygen atoms are added to
the oxidized molecule according to a probability distribu-
tion function. The formed oxidation product can then either
stay intact (functionalize) or fragmentize into several smaller
molecules. Depending on the size of the fragments and the
number of added oxygen atoms, they can either have lower
or higher volatility than the original molecule. However, if
the oxidation product is not fragmentized it will always have
lower volatility than the original molecule (see Roldin et al.,
2011 for details).

The 2-D-VBS model gives a particle size dependent par-
titioning of the different condensable organic compounds,
with larger fraction of low volatile compounds found in the
smaller particle sizes and a larger fraction of more volatile
compounds found in the larger particle sizes. The kinetic and
particle size dependent condensation/evaporation processes
require that ADCHEM keeps track of all the different organic
compounds in each particle size bin, which is computation-
ally expensive, especially for the coagulation algorithm (for
more information see Roldin et al., 2011).

2.3 Model inputs

Meteorological data from the Global Data Assimilation Sys-
tem (GDAS) were downloaded from NOAA Air Resource
Laboratory Real-time Environmental Application and Dis-
play sYstem (READY) (Rolph, 2011). Along each trajectory,
data of solar irradiance, mixing height and rainfall intensity
with one hour time resolution was included. For every three
hours along the trajectories, vertical temperature and relative
humidity profiles were received. The vertical temperature
and relative humidity data was linearly interpolated to the
fixed vertical grid that was used for the simulations. Linear
interpolation of all meteorological data was also carried out
to increase the temporal resolution to 1 min, which was the
time step used by ADCHEM.

Country specific forest and meadow/pasture area coverage
information from Simpson et al. (1999), and emissions of
isoprene and monoterpenes from LPJ-GUESS and anthro-
pogenic NMVOCs, NOx, SO2, CO, NH3 and PM2.5 emis-
sions were included along the trajectories. For Denmark and
southern Sweden (54◦48′ N to 56◦22′ N) the anthropogenic
yearly average emissions along the trajectories were received
from the National Environmental Research Institute (NERI)
in Denmark and the Environmental Dept., City of Malmö
(Gustafsson, 2001) in Sweden, respectively. For Danish road
emissions, a spatial resolution of 1 × 1 km2 was obtained,
based on NERI’s traffic database with traffic volumes on all
road links in Denmark for the year 2005, together with emis-
sion factors from the COPERT IV model applied for 2008.
For other (non-road) sources in Denmark, an emission in-
ventory with 17×17 km2 spatial resolution was used based
on Danish national emission inventories for the year 2007
provided by NERI (http://emission.dmu.dk). For southern
Sweden, all anthropogenic emissions had a spatial resolu-
tion of 1×1 km2. The southern Swedish emission data base
has previously primary been used for epidemiological stud-
ies in relation to NOx and NO2 exposure (e.g. Chaix et al.,
2006; Stroh et al., 2007). For the rest of Europe the emis-
sions within our study were taken from the EMEP emission
database for year 2006 (Vestreng et al., 2006). These emis-
sions have a spatial resolution of 50×50 km2. The yearly an-
thropogenic emissions were multiplied with country specific
diurnal, weekly and monthly variation factors based on the
EMEP emission database. The forest and meadow/pasture
data was used to estimate the surface albedo and roughness
length.

The measured particle number size distributions were av-
eraged to 30 min values in Malmö and at Vavihill. They were
parameterized by fitting 5 modal lognormal distributions to
the data using the automatic lognormal fitting algorithm DO-
FIT, version 4.20 (Hussein et al., 2005). Because of the lower
detection limit of 10 nm for the SMPS system in Malmö, the
actual number concentration of the nucleation mode particles
in Malmö is uncertain. The particle number size distribu-
tions upwind of Malmö were estimated from the measured
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background conditions at Vavihill (see Sect. 2.4) and used as
initial condition in the model. Limitations and uncertainties
with this method are discussed in Sect. 2.7. The contribution
from local emissions in Malmö was derived as the difference
between the estimated background size distribution and the
measured size distribution in Malmö. These particles mainly
originate from road traffic within the city. In Sect. 2.5 a de-
scription is given of how these local particle emissions were
introduced into the model over Malmö.

The initial (48 h upwind of Malmö) PM2.5 chemical com-
position was estimated from the aerosol mass spectrome-
ter (AMS) measurements carried out at several European
sites (Jimenez et al., 2009) with approximately 35% or-
ganic matter, 26% sulfate, 7% nitrate, 12% ammonium,
3% soot and 17% minerals (metal oxides/hydroxides) below
1000 m a.g.l. and changing linearly to the top of the model
domain (2000 m a.g.l.) to 23% organic matter, 36% sulfate,
11% nitrate, 17% ammonium, 2% soot and 11% minerals.

2.4 Background particle properties outside the urban
plume

To be able to estimate the contribution of urban emissions
to the regional background particle concentration between
Malmö and Vavihill, the background without influence of the
urban plume has to be approximated. This was achieved by
selecting measured particle number size distributions aver-
aged to 30 min values before and after the time of arrival
of the urban plume from Malmö, at Vavihill. The back-
ground was estimated as the average of these two 30 min av-
erages. This background particle number size distribution
was also used to represent the conditions upwind of Malmö
(see Sect. 2.7). The detailed criteria for the selection of back-
ground distributions are:

1. The trajectories should not move over Malmö or Copen-
hagen before they reach Vavihill.

2. At the time for the measurement of the estimated back-
ground, the air mass trajectory reaching Vavihill should
originate from the same source region, 48 h backward in
time, as the trajectory influenced by the Malmö plume.

3. The selected background particle number size distribu-
tion should have been measured within 6 h before or af-
ter the urban plume reached Vavihill.

4. The selected background particle number size distribu-
tions before and after the Malmö plume observed at
Vavihill should have similar shape and magnitude.

5. The original particle number size distribution at 10 min
time resolution should show only low temporal variabil-
ity within the averaging period.

6. If several particle number size distributions seemed to
obey criteria 1 to 5 equally well, the distribution mea-

sured nearest in time before or after the Malmö plume
reached Vavihill was selected.

2.5 Spin-up time upwind of Malmö

The total run time of each simulation was three days, start-
ing two days before the air mass trajectory reached Malmö
and continuing one day downwind of Malmö. The first two
days of the simulations were used to initialize (equilibrate)
the particle and gas phase chemistry. During this time the
particle number size distribution was kept fixed, while all
other parameters were allowed to change. After the trajectory
reached the urban background station in Malmö, the particle
number size distribution was also allowed to change.

When the trajectory arrived at the southern border of
Malmö, the estimated size dependent local particle number
concentration contribution was included in each grid cell
within the boundary layer, according to Eqs. (1) and (2).
With these equations the particle emissions are scaled hor-
izontally using the accumulated horizontal (west to east)
NOx-emission profile (ENOx) from the southern border of
Malmö to the measurement station. Equation (1) gives the es-
timated particle number concentration in each diameter size
bin at the time when the trajectory arrived at the measure-
ment station in Malmö, while Eq. (2) gives the estimated par-
ticle number concentration in each diameter size bin for each
time step (i) between the southern border of Malmö (i = 1)
and the measurement station (i =N ), at the north western
part of the city. Equation (2) takes into account the dynamic
and chemical processing of the aerosol number size distri-
bution in each time step between the southern border and the
measurement station in the northern part of Malmö. Hence, it
is not just a simple linear interpolation of the particle number
size distribution between these two points (i= 1 and i=N).
Instead it is a linear interpolation for each time step, but of a
different kind that includes the effects of dynamic and chem-
ical processing on the particle number size distribution in
the previous time step. In other words, for each of the time
steps (i), the interpolation is performed between the concen-
tration one time step backwards (i−1) from the current time
step and the final time step at the measurement station (time
step N).

c
j
N(Dp)= cbackg(Dp)+

N∑
k=1

E
j

NOx

N∑
k=1

Ecenter
NOx

ctraffic(Dp) (1)

c
j
i (Dp)=

(
N− i
N

c
j

i−1(Dp)+ i

N
c
j
N(Dp)

)
(2)

c(Dp) in Eqs. (1) and (2) is the concentration of particles with
a diameter equal to Dp. N is the number of time steps which
the trajectory travels over Malmö before reaching the mea-
surement station. cbackg (Dp) is the estimated background
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particle number concentration outside Malmö (initial con-
centration), j is the horizontal grid cell index (1–20), EjNOx
is the NOx emissions factor from road traffic at the hori-
zontal grid cell index j , Ecenter

NOx
is the NOx emission factor

from road traffic in the center of the horizontal model domain
(j = 10 and 11) and i is the time step index which starts at 1
when the air mass reaches the southern border of Malmö and
reaches N , when the trajectory arrives at the measurement
station. ctraffic(Dp) is the estimated size-dependent local par-
ticle number concentration contribution from road traffic in
the center of the urban plume, which was derived by tak-
ing the difference between the measured particle number size
distribution in Malmö and the estimated upwind background
particle number size distribution (Sect. 2.4). When using
Eq. (1) the particle number size distribution at the center of
the urban plume within the boundary layer becomes com-
parable to the measured particle number size distribution in
Malmö at that time. The horizontal (west to east) NOx emis-
sion profile (ENOx) for Malmö was derived from the NOx
emission database from road traffic within Malmö by aver-
aging the horizontal NOx emission profiles at the western
and eastern side of the trajectory, upwind of the measure-
ment station. The NOx emission profile resembles a Gaus-
sian distribution with a maximum in the center of the urban
plume (Ecenter

NOx
) and with a full width at half maximum of

7 km. Since the NOx emissions from road traffic in Malmö
are largest in the center of the horizontal model domain, the
particle concentrations derived in the model are highest at the
measurement station and drop towards the estimated back-
ground concentrations at the horizontal boundaries.

2.6 When does the urban plume from Malmö influence
Vavihill?

Wind direction measurements from the meteorological mast
in Malmö together with HYSPLIT trajectories were used for
a first selection of days with possible influence from Malmö
on the background station Vavihill. In total 39 days were
identified between April 2005 and October 2006. From these
days 232 case studies were selected to cover all periods with
possible influence from Malmö on Vavihill. All these cases
were then modeled using a simplified 1-D version of AD-
CHEM, excluding detailed particle and gas phase chemistry
and homogeneous nucleation, and assuming a fixed concen-
tration of 107 molecules cm−3 of a non-volatile condensable
compound with a molar mass of 150 g mol−1. The modeled
particle number size distributions at Vavihill were compared
with the measured particle number size distributions at Vav-
ihill at the time of arrival of the trajectories. For cases with
less than 20% difference between the measured and mod-
eled number and surface area concentration, and less than
30% difference in the volume concentration between 10 and
600 nm in diameter, it was considered to be likely that the
Malmö emissions influenced Vavihill. In total, 67 out of
232 cases, from 26 out of 39 days fulfilled these criteria.

Table 1. Diurnal, weekly and monthly distribution of all 26 simu-
lated cases. The time is given as local wintertime at the time when
the trajectories arrived in Malmö.

Day Mon. Tue. Wed. Thu. Fri. Sat. Sun.

No. of sim. 6 2 1 6 1 5 5

Month Apr. May Jun. Jul. Aug. Sep. Oct.

No. of sim. 1 4 8 3 0 3 7

Time 00:00–06:00 06:00–12:00 12:00–18:00 18:00–00:00

No. of sim. 7 7 7 5

Cases with rainfall between Malmö and Vavihill were not
considered. However, for several cases rainfall was occur-
ring both upwind of Malmö and downwind of Vavihill. The
67 cases were then modeled with a complex 1-D version of
ADCHEM, which included all processes considered by the
model except horizontal dispersion. From these simulations,
the case with best agreement between the model and mea-
surements, from each of the 26 days was finally selected.
Only one case was selected for each day to ensure that certain
conditions were not overrepresented, when deriving the av-
erage properties of the urban plume. For all of these 26 cases
the modeled and measured number and surface area con-
centration agreed within 10% and the volume concentration
within 20% for particles between 10 and 600 nm in diameter.
Table 1 gives the diurnal, weekly and monthly distribution of
all 26 case studies. Due to a lack of parallel measurements at
Vavihill and Malmö station, no urban plume studies for the
period November to March could be carried out.

2.7 The upwind background particle number size
distributions

The background contribution to the particle number size dis-
tribution in Malmö and upwind of Malmö was approximated
with the measured Vavihill background size distribution as
described in Sect. 2.4. This relies on the premise that the
particle number size distribution for the background is not
changing between upwind of Malmö and Vavihill which is a
distance of about 50 km. However, the distributions are not
identical at these sites in reality due to aerosol dynamic pro-
cesses. To illustrate this, the modeled background particle
number size distribution outside the urban plume at Vavihill
can be compared with the estimated upwind of Malmö parti-
cle number size distribution (measured Vavihill background
particle number size distribution) (see Fig. S1 in the online
supplementary material). Figure S1 shows that the particle
number size distribution is altered during the air mass trans-
port between upwind of Malmö and Vavihill for the aver-
age of the 26 model cases described in Sect. 2.6. On the
other hand, the second message from this exercise is that
this change is relatively small (about 200 cm−3 or 8% lower
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particle number concentration between 5 and 1000 nm, out-
side the urban plume at Vavihill compared with upwind of
Malmö), and hence can be considered acceptable for the
model experiments.

2.8 Estimating the secondary aerosol formation within
the urban plume

All 26 selected case studies were modeled with and without
anthropogenic gas phase emissions in Malmö. The anthro-
pogenic gases considered were NOx, SO2, CO, NMVOCs,
and the IVOCs. All other conditions for the simulations ex-
cept the emissions of these gases in Malmö were identical
for the two model setups. The difference between the results
with or without anthropogenic gas phase emissions in Malmö
were then used to estimate the importance of these emissions
for the secondary aerosol formation and to answer the ques-
tion of how this secondary aerosol formation influences the
climate relevant particle properties downwind of the city.

2.9 Climate relevant particle properties downwind of
Malmö

Using the modeled average particle properties within the ur-
ban plume downwind of Malmö, attempts were made to es-
timate the shortwave radiative forcing (�F ) of Malmö emis-
sions on the regional scale, with and without clouds. The
radiative forcing due to the gas phase and particle emissions
in Malmö was calculated for different distances (or hours)
downwind of Malmö.

To be able to estimate the yearly average shortwave radia-
tive forcing from the Malmö emissions, the average particle
properties for the 26 case studies were assumed to be rep-
resentative for the yearly average particle properties in the
Malmö urban plume within the boundary layer. From Octo-
ber to March the boundary layer height was assumed to be
300 m during the night reaching a maximum of 500 m dur-
ing the day, while between April and September it was as-
sumed to be 300 m during the night reaching a maximum of
1200 m during the day. For the investigation of light scat-
tering and absorption of the aerosol particles, the average
relative humidity profile from all 26 simulations in Malmö
was used, with an average relative humidity of 78% within
the lowest 2000 m of the atmosphere. The particle growth
factors due to water uptake were calculated with the thermo-
dynamic model used in ADCHEM. Size-resolved refractive
indices of the aerosol particles were estimated from the mod-
eled volume fractions of soot, organic matter, minerals (metal
oxides/hydroxides), water soluble inorganic salts and water,
with refractive indices reported by Schmid et al. (2009), Hor-
vath (1998) and Sokolik and Toon (1999).

The radiative forcing at the surface and at the top of the
atmosphere (TOA) caused by the emissions in Malmö was
calculated by taking the difference between the modeled ir-
radiance inside and outside the urban plume. The shortwave

radiative forcing of the Malmö particle emissions was calcu-
lated for each hour of the day (24 h) of each month of the
year and then averaged to get the estimated yearly average
shortwave radiative forcing in the urban plume from Malmö.

To be able to estimate the radiative forcing during the pres-
ence of clouds an adiabatic cloud parcel model was used
to derive realistic cloud properties (Jacobson, 2005b). Al-
though they are realistic, these cloud properties are only hy-
pothetical and will not be fully representative of the yearly
average cloud cover in the Malmö region. Therefore, the
derived shortwave radiative forcing during the presence of
clouds should not be considered as the best estimate of the
yearly average shortwave radiative forcing from the Malmö
emissions. The calculations are instead intended to illustrate
that the shortwave radiative forcing of the gas and particle
emissions can be substantially different during completely
cloudy and non-cloudy days.

The adiabatic cloud parcel model calculates the relative
humidity, temperature, total liquid water content (LWC), par-
ticle number and cloud droplet number size distributions, as
a function of the altitude of an air parcel with a pre-specified
updraft velocity, taking into account the adiabatic expansion
and the latent heat release upon condensation. Raoult’s law
and the Kelvin effect are used to derive the water saturation
concentration in moles per cubic centimeter of air above each
particle or droplet surface, and then the concentration gradi-
ent between the gas and particle phase, which drives the mass
transfer to or from the particle surfaces, is updated for each
time step. For a more detailed description of the model, the
reader is referred to Jacobson (2005b).

According to Rogers and Yau (1989) typical updraft ve-
locities for stratus clouds are on the order of a few tens of
centimeters per second and for cumulus clouds in the order
of meters per second. For the simulations performed in this
work the updraft velocity inside the clouds was assumed to
be 1.0 m s−1. The mass accommodation of the condensing
water as well as the thermal accommodation coefficient used
to calculate the thermal conductivity of the latent heat release
of evaporating water were set equal to one. The number of
size bins was set to 200 between 50 nm and 1000 nm in dry
particle diameter. The chemical and physical particle prop-
erties from ADCHEM were linearly interpolated to fit the
diameter size resolution. Only the inorganic salts were al-
lowed to take up water, while the organic fraction was treated
together with minerals and soot as an insoluble core. The
condensation/evaporation solver used the full moving struc-
ture method to account for the changing particle sizes (see
e.g. Jacobson, 2005b or Roldin et al., 2011).

In the radiative transfer model 100 m or 500 m thick clouds
with properties modeled with the adiabatic cloud parcel
model were included at the top of the boundary layer. The
absorption of infrared radiation inside the clouds was not
considered in the model.
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Fig. 3. Modeled average (a) and median (b) particle number size
distributions in the center of the urban plume, 10, 20, 30, 40 and
50 km downwind of Malmö, together with the measured particle
number size distributions in Malmö and at Vavihill (50 km down-
wind of Malmö). The displayed size distributions in Malmö were
derived from the SMPS measurements applying the lognormal fit-
ting algorithm from Hussein et al. (2005) for each individual size
distribution and then taking the average and median of these size
distributions.

3 Results and discussion

The influence of Malmö city emissions on rural background
particle concentrations is studied in 26 different cases using
HYSPLIT air mass trajectories starting upwind of Malmö,
going over Malmö and stretching hundreds of kilometers
downwind of Malmö (Fig. 2). Most of the simulated trajecto-
ries originate over continental Europe (e.g. Germany, Poland
and Benelux) or Great Britain. The trajectories pass over the
EMEP background station Vavihill, ca 50 km downwind and
north of Malmö. Vavihill is used for the validation of aerosol
properties modeled with ADCHEM. Downwind of Vavihill,
the majority of trajectories continue northward over Sweden.

3.1 Modeled and measured particle number size
distributions in the urban plume of Malmö

Figure 3 illustrates the modeled average (a) and median
(b) particle number size distributions in Malmö and at differ-
ent distances downwind of Malmö in the center of the urban

Fig. 4. Modeled average particle number size distributions at dif-
ferent distances (perpendicular to the air mass trajectories) from the
center of the urban plume at Vavihill.

plume. As a comparison the measured average and median
particle number size distributions at Vavihill, with or without
influence from Malmö are also displayed. The shape of the
size distribution 50 km downwind of Malmö from modeling
and from measurements at Vavihill is identical in the urban
plume and the total number concentration agrees to within
3% and 0.2% for the average and median, respectively. This
indicates that the modeled particle number size distributions
in the urban plume between Malmö and Vavihill are real-
istic. The relatively large concentration (∼ 2000 cm−3) in
the nucleation mode for the average particle number size dis-
tribution in Malmö is due to two daytime cases when the
nucleation mode in Malmö was clearly dominating the total
number concentration. These particles have a relatively short
lifetime (minutes to hours) because of coagulation and dry
deposition processes downwind of Malmö. However, a frac-
tion (∼ 30%) of these particles survives in the atmosphere
all the way to Vavihill, where they appear as a mode around
18 nm in diameter. The lognormal parameterizations of the
modeled particle number size distributions in Fig. 3a and b,
derived with the DO-FIT algorithm, are given in Table S1
and S2 in the online supplementary material.

Figure 4 shows the modeled average particle number size
distributions at the time of arrival at Vavihill at different dis-
tances from the center of the urban plume (perpendicular to
the air mass trajectory). The results illustrate that for a com-
pact and homogeneously populated city like Malmö the ur-
ban influence on the particle properties 50 km downwind of
the city often decreases steeply from the urban plume center
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Fig. 5. Estimated average local emission contribution from Malmö,
in Malmö, 10, 20, 30, 40 and 50 km downwind of the city. The par-
ticle number size distributions were derived by subtracting the mod-
eled background particle number size distribution from the modeled
particle number size distributions in the center of the urban plume,
at different distances downwind of Malmö. The result from Vavi-
hill was derived by subtracting the measured particle number size
distribution at Vavihill when the station was not influenced by the
Malmö plume from the measured particle number size distribution
at Vavihill when the station was influenced by the Malmö plume.

towards the urban plume boundaries with only marginal in-
fluence more than 6 km outside the center of the urban plume.

By subtracting the modeled background particle number
size distribution outside the urban plume (9 km from the cen-
ter of the urban plume) from the modeled distributions inside
the plume, the urban emission contribution in the center of
the urban plume was estimated at different distances down-
wind of Malmö (see Fig. 5). As a validation of the model
results the urban contribution at Vavihill (50 km downwind
of Malmö) was also derived directly from the measured par-
ticle number size distributions inside and outside the urban
plume. Within Malmö city and close to Malmö the emis-
sions have a large influence on the nucleation and Aitken
mode particle concentration. However, most of the nucle-
ation mode particles formed in Malmö are lost by coagula-
tion and dry deposition before the urban plume reaches Vav-
ihill. The soot mode particles mostly originated from traffic,
indicated at about 50 nm in Malmö, grew because of conden-
sation to about 65 nm, 50 km downwind of the city. As will
be shown in Sect. 3.4 this condensational growth is important
for these particles’ ability to form cloud droplets.

Table 2 gives the average and median total particle num-
ber, surface area and volume concentration (PNtot, PAtot and

Table 2. Estimated average and median particle number, sur-
face area and volume concentration (PNtot, PAtot, and PVtot re-
spectively) and its contribution from Malmö (difference between
the center of the urban plume and the background) (�PNurban,
�PAurban, and �PVurban) for particles between 5 and 1000 nm in
diameter in the center of the urban plume, at different distances
downwind of Malmö (dw. M.).

Location PNtot/�PNurban PAtot/�PAurban PVtot/�PVurban
(cm−3) (μm2 cm−3) (μm3 m−3)

Malmö mean 6577/3825 204.1/48.1 8.28/1.49
Malmö median 4459/2049 151.8/30.2 5.53/0.75
10 km dw. M. mean 5313/2587 198.8/43.3 8.25/1.48
10 km dw. M. median 4001/1619 146.7/26.0 5.47/0.74
20 km dw. M. mean 4728/2082 197.6/41.2 8.38/1.46
20 km dw. M. median 3707/1416 146.0/26.6 5.60/0.82
30 km dw. M. mean 4325/1734 197.5/41.2 8.57/1.61
30 km dw. M. median 3486/1235 147.8/29.0 5.86/1.07
40 km dw. M. mean 4029/1520 198.5/43.1 8.82/1.82
40 km dw. M. median 3311/1117 147.7/27.9 6.00/1.11
50 km dw. M. mean 3763/1291 198.3/42.2 9.02/1.90
50 km dw. M. median 3128/960 143.9/23.1 5.86/0.86
VVHL mean 3648/1177∗ 197.0/40.8∗ 8.98/1.86∗
VVHL median 3135/968∗ 144.5/23.7∗ 5.70/0.70∗

∗ Derived from the DMPS measurements at Vavihill.

PVtot) and average and median corresponding urban contri-
bution (�PNurban, �PAurban and �PVurban) for particles be-
tween 5 and 1000 nm in diameter at different distances down-
wind of Malmö. The urban contribution was derived by
taking the difference between the concentration in the cen-
ter of the urban plume and outside the urban plume (back-
ground). The total particle number concentration decreases
rapidly downwind of Malmö, mainly due to coagulation of
the freshly emitted particles onto the long distance trans-
ported accumulation mode particles. The estimated Malmö
city average contribution to the urban background number
concentrations is 58% or 3825 cm−3 in absolute terms. At
Vavihill, 50 km downwind of Malmö, the average Malmö
number concentration contribution is 34% (1291 cm−3) ac-
cording to the model and 32% (1177 cm−3) according to the
DMPS measurements. The modeled volume concentration
contribution from the emissions in Malmö increases with
28% between Malmö and 50 km downwind of the city cen-
ter (from 1.49 to 1.9 μm3 m−3), mainly attributed to the sec-
ondary aerosol formation within the urban plume. The last
two rows in Table 2 give the estimated average and median
number, surface area and volume concentration contribution
at Vavihill, derived from the particle number size distribu-
tion measurements. The number concentration contribution
derived from the model at Vavihill is 10% higher for the av-
erage and less than 1% lower for the median concentration
contribution compared to the measurements. For the surface
area and volume concentration contribution the model gives
3% and 2% higher average and 3% lower and 23% higher
median values compared to the measurements at Vavihill, re-
spectively.
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3.2 Uncertainties with the urban emission contribution
downwind of Malmö

There are several reasons why the modeled and measured
urban concentration contributions are uncertain. Listed are
the two reasons which are regarded as the most important.

1. The method used to estimate the urban contribution
downwind of Malmö requires that the measured back-
ground particle number size distribution at Vavihill is
representative for the background conditions outside the
urban plume between Malmö and Vavihill. The cri-
teria for the selection of the background distributions
were therefore designed to fulfill this requirement (see
Sect. 2.4). However, since the background distribu-
tions at the time of arrival of the urban plume have to
be approximated from the measurements a few hours
before and after the urban plume influences Vavihill,
some uncertainties with the derived background distri-
butions still remain. Also instrumental errors influence
the size distribution. In an intercomparison workshop
at the Leibniz Institute for Tropospheric Research in
Leipzig, Germany (Wiedensohler, et al., 2010), differ-
ent SMPS/DMPS systems agreed within ± 10% for a
simulated size distribution in the size range from 20 to
200 nm in diameter. In reality, the total concentration
spans over several magnitudes, the size range below
20 nm increases the error margin, and the instrument
control and maintenance is not as thoroughly supervised
as under laboratory conditions. The uncertainty of the
choice of the background size distribution and the in-
strumental uncertainties should add up to a total uncer-
tainty a few percent higher than the ± 10% uncertainty
estimated at the workshop. In order not to underesti-
mate the uncertainty, a conservative value of 20% was
chosen as the total uncertainty. A 20% error in the es-
timated average background number concentration out-
side Malmö would cause an error in the estimated urban
contribution within the city of only 13%. However, at
Vavihill, where the difference between the background
and urban plume number concentration is smaller, the
error would become 38%.

2. Another difficulty is the selection of the periods when
the urban plume from Malmö affects the background
station. In this work, wind direction measurements,
HYSPLIT air mass trajectories and aerosol dynamics
model simulations were used to find out when the plume
from Malmö influenced the background station at Vav-
ihill. On the one hand, these methods are objective in
the sense that they do not introduce any bias in terms of
individual opinions on how the size distribution down-
wind of the city “should” look like. On the other hand,
these methods are an uncertain way to trace the anthro-
pogenic influence. For better precision, the methods
could be complemented with measurements of NOx or

CO at the background station, which could be used as
tracers for the urban influence. Unfortunately, these
measurements were not available from the station at
Vavihill for time periods when this study was carried
out.

Other processes with large model uncertainties but with only
small to moderate influence of the urban contribution within
50 km downwind of Malmö are:

1. The homogeneous nucleation rate and initial growth
rate of the smallest particles.

2. The primary particle emissions downwind of Malmö.

3. The gaseous emissions both upwind and downwind of
Malmö and the corresponding SOA formation.

For none of the 26 days which were modeled, significant
new particle formation was observed for several consecu-
tive hours at both measurement stations. This indicates that
for none of these days large scale regional nucleation events
were occurring. Hence, the new particle formation between
Malmö and Vavihill was likely also moderate or insignificant
for these days, indicated by the good agreement between the
model results and the measurements at Vavihill. For 2 out of
26 days large numbers of particles were however observed in
the nucleation mode at the measurement station in Malmö.
These particles were likely formed from local sources in or
near Malmö (e.g. ship traffic). Even though none of the
26 selected days was characterized by large scale nucleation
events, homogeneous nucleation can possibly have biased the
average results presented in this study. The reason for this
is that the simplified model used to make a first selection
of possible days with influence from Malmö at Vavihill did
not consider homogeneous nucleation and therefore system-
atically filtered out days with large new particle formation
between Malmö and Vavihill.

Although the primary particle emissions downwind of
Malmö are uncertain, only marginal effects are expected be-
cause of this uncertainty between Malmö and Vavihill. How-
ever, the effect might become much larger up to 24 h down-
wind of Malmö, both for the particle concentrations and
chemical composition.

The gaseous emissions both upwind and downwind of
Malmö are also uncertain (especially for the IVOCs), which
affects the precision of secondary aerosol formation. Fi-
nally, most of the reactions involved in the secondary organic
aerosol formation are unknown, which gives high uncertainty
for this process. Most of these reactions are believed to be too
slow to form large amount of SOA between Malmö and Vav-
ihill. However, as for the other processes the uncertainties
increase significantly with the distance downwind of Malmö.
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Table 3. Measured and modeled average gas phase concentrations
in Malmö and at Vavihill for the 26 model cases.

Species and Measured Modeled
location average average

(ppb) (ppb)

O3 Malmö 25.7 31.5
O3 Vavihill 32.4 34.3
NO Malmö 2.8 3.5
NO2 Malmö 11.2 9.5
SO2 Malmö 1.1 1.1

3.3 Modeled and measured particle and gas phase
chemistry

A reasonable agreement between the modeled and the mea-
sured gas phase concentrations is important for the modeled
particle chemistry. Although the deviation for certain gas
phase species is higher than 100% for single case studies,
the agreement is better between the average modeled and the
measured concentrations as shown in Table 3.

The modeled average ozone concentration in Malmö is
about 20% higher than the measured average value, while at
Vavihill the model is less than 6% higher than the measure-
ments. Both the measurements and the model give consider-
ably lower ozone levels in Malmö than at Vavihill, with larger
differences for the measurements compared to the modeled
values.

For NO and NO2 the modeled concentrations deviate with
about 25% and −20% compared to the measured concentra-
tions, respectively. However, the modeled NOx (NO + NO2)

concentration is only 7% lower than the measurements. In
the model the molecular NO/NOx emission ratio was set to
0.9 for all NOx emission sources. This ratio should proba-
bly be lower for better agreement between the modeled and
the measured NO and NO2 concentrations in Malmö. The
modeled average SO2 concentration in the surface layer is
identical to the measured concentration.

Figure 6 displays the modeled average PM2.5 mass frac-
tions of all chemical compounds considered by the model
from 6 h upwind of Malmö until 24 h downwind of Malmö.
At Malmö the soot, organic matter and mineral (metal ox-
ides/hydroxides) mass concentrations increase because of the
primary particle emissions in the city. According to the
model the total organic particle content makes up between
25% and 33% of the total PM2.5 mass, with a minimum about
15 h downwind of Malmö. In Malmö 28% of the total or-
ganic PM2.5 mass is composed of non-oxidized organic ma-
terial (O:C-ratio equal to zero). This non-oxidized organic
material decreases continuously and comprises only 22% of
the total organic PM2.5 mass 24 h downwind of Malmö. The
only sources for these non-oxidized compounds in the 2-D-

Fig. 6. Modeled average PM2.5 mass fractions from 6 h upwind to
24 h downwind of Malmö, at the surface within the urban plume.
The organic mass is divided into non-oxidized (O:C-ratio equal to
zero) and oxidized material. In the model the only source for the
non-oxidized organic material is low volatile POA emissions.

VBS are low volatile POA emissions which stay in the parti-
cle phase upon dilution in the atmosphere. The inorganic salt
content is dominated by ammonium nitrate, with a nitrate
PM2.5 mass fraction varying between a minimum of 24% in
Malmö to a maximum of 36% 15 h downwind of Malmö. As
expected, the ammonium concentrations show a clear corre-
lation with the nitrate content. According to the model the
PM in the urban plume is fully or partly neutralized, with
an average of between 1.86 and 1.74 ammonium ions avail-
able to neutralize each sulfate ion. The particles were least
neutralized 24 h downwind of Malmö.

Figure 7 displays PM1 mass fraction pie charts and mass
size distributions of the modeled and measured chemical
compounds which can be detected with ToF-AMS. Overall,
the modeled PM1 mass fractions are almost the same as the
measured ones. However, the number of ammonium ions
per sulfate and nitrate ion is slightly lower for the modeled
values compared to the measurements, which illustrates that
the AMS detected more neutralized aerosol particles than the
model. The shape of the modeled mass size distributions
agree with the measurements. ADCHEM is able to repro-
duce the larger mode diameter for the nitrate and ammonium
mass size distributions compared to the organic mass size
distribution. However, the measured organic mass size dis-
tribution is shifted to even smaller particles compared to the
modeled total mass size distribution. Possibly, the measured
organic mass size distribution is composed of a larger frac-
tion of low volatile organic compounds than simulated in the
model. This would shift the organic content to smaller parti-
cle sizes (see Fig. 8b) and discussion below). In future stud-
ies we plan to compare the AMS data inside and outside the
urban plume in a similar manner to what was done with the
SMPS-data.
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Fig. 7. Modeled (a and c) and measured (b and d) PM1 mass frac-
tions and mass size distributions of the compounds that can be de-
tected with ToF-AMS. The mass size distributions were normalized
with the maximum of the nitrate distributions. The chloride content
was very low for the modeled and measured values and is therefore
not shown. The model data is the average of the 26 model cases dur-
ing 2005/2006, while the AMS data averages are from the Vavihill
October and March campaigns during 2008/2009. The modeled or-
ganic mass is divided into total organics (Org.), non-oxidized (O:C-
ratio equal to zero) and oxidized material. In the model the only
source for the non-oxidized organic material is low volatile POA
emissions.

Figure 8a shows the modeled size resolved O:C-ratio at
Vavihill and 24 h downwind of Malmö. The O:C-ratios
were derived with the size resolved 2-D-VBS model (see
Sect. 2.2 and Roldin et al., 2011). The minimum in the
O:C-ratio between 4 and 50 nm in diameter at Vavihill and
10 and 40 nm 24 h downwind of Malmö is attributed to the
large influence from non-oxidized primary particle emissions
within this size range. The maximum O:C-ratio is found
at the smallest particle sizes where the size distribution is
mainly affected by homogeneous nucleation. These parti-
cles mainly grow by condensation of low volatile organic
compounds which generally have high O:C-ratios. Figure 8c
gives the average PM2.5 O:C-ratio inside and outside the ur-
ban plume downwind of Malmö. Because of the primary
particle emissions in Malmö the O:C-ratio between Malmö
and until 18 h downwind of the city is lower inside than
outside the urban plume. Figure 8b gives an example of
how condensable organic compounds with different volatil-
ity (C∗) are distributed between different particle sizes. The
more volatile the compounds are the larger are the particles
where these compounds are found. The reason for this is that
low-volatile compounds (C∗< 10−1 μg m−3) condense onto
the Fuchs-Sutugin-corrected aerosol surface area size distri-

Fig. 8. Modeled organic aerosol particle properties with the 2-D-
VBS model in ADCHEM. (a) size resolved O:C-ratio at Vavihill
and 24 h downwind of Malmö, (b) size resolved organic aerosol
mass fractions at Vavihill for three 2-D-VBS compounds with dif-
ferent volatility (C∗) but equal O:C-ratio and (c) Average PM2.5
O:C-ratio inside and outside the urban plume downwind of Malmö.

bution and evaporate very slowly, while more volatile com-
pounds (C∗> 10−1 μg m−3) quickly condense and evaporate
from the particle surfaces, until an equilibrium between the
gas phase and all particle sizes is reached. Because of the
Kelvin effect more volatile compounds are shifted toward
larger particle sizes than less volatile compounds. This also
explains why the O:C-ratio (which can be seen as a proxy
for the SOA volatility) generally decreases with increasing
particle size (Fig. 8a).

The secondary aerosol formation in the surface layer,
formed by the anthropogenic gas phase emissions in Malmö,
was estimated by taking the difference between the model
results with and without anthropogenic gas phase emissions
in Malmö (Fig. 9). The total PM2.5 secondary mass con-
tribution in the center of the model domain, downwind of
Malmö, varies from −0.04 to 0.84 μg m−3, with the maxi-
mum between 6 and 18 h downwind of Malmö. This sec-
ondary aerosol formation is dominated by condensation of
nitric acid, which is neutralized by ammonium. The modeled
SOA contribution due to the Malmö emissions is small com-
pared to the ammonium nitrate formation but increases in im-
portance with the distance from Malmö, with a maximum of
0.04 μg m−3 at the end of the model runs 24 h downwind of
Malmö. The SOA formation will likely continue to increase
in importance beyond the spatial and temporal scales studied
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Fig. 9. Modeled average secondary aerosol (SA) formation and pri-
mary soot contribution to the PM2.5 mass, due to gas and particle
phase emissions in Malmö in the surface layer downwind of Malmö.
The effective density of the soot particle emissions over Malmö was
estimated to be 700 kg m−3. The organic contribution only takes
into account the SOA in and downwind of Malmö.

in this work. The small negative secondary aerosol contribu-
tion within one hour downwind of Malmö occurs because the
oxidizing capacity within the urban plume decreases (e.g. the
OH and O3 concentration decreases) and therefore BVOCs,
AVOCs, SO2 and NO2 are oxidized more slowly within the
urban plume than outside.

Figure 9 also displays the PM2.5 soot mass contribution
from the primary particle emissions in Malmö. The freshly
emitted soot particles which are porous soot agglomerates
were assumed to have an effective density of 700 kg m−3

when determining the mass emissions. This effective den-
sity agrees with measured values for diesel exhaust particles
between 100 and 150 nm in diameter (Park et al., 2003). The
PM2.5 mass contribution from the soot particle emissions in
Malmö decreases downwind of Malmö and more than 3 h
downwind of the city the secondary aerosol mass formed
from the gas phase emissions in Malmö exceeds the PM2.5
mass contribution from soot.

3.4 Shortwave radiative forcing of the Malmö emissions

The 3-D-bar charts in Fig. 10 display modeled cloud proper-
ties for 100 m thick clouds at different distances (or h) down-
wind of Malmö for different distances (0–9 km) from the cen-
ter of the urban plume. The cloud formation was modeled
using an adiabatic cloud parcel model described in Sect. 2.9.

Fig. 10. Modeled cloud properties of a 100 m thick cloud, at dif-
ferent distances from the center of the urban plume (0–10 km) and
different distances (or h) downwind of Malmö for (a) total Cloud
Droplets Number (CDN) concentration, (b) number of extra cloud
droplets (�CDN) due to the gas and particle emissions in Malmö,
(c) the dry diameter of the smallest particles that are activated and
(d) cloud optical depth of visible light.

In Fig. 10a the total number of cloud droplets is shown,
while Fig. 10b displays the number of droplets formed be-
cause of the emissions in Malmö. Initially downtown Malmö
the number of cloud droplets formed from the primary par-
ticle emissions is 58 cm−3 (6%) higher in the center of the
urban plume compared to the background, while 6 h down-
wind of Malmö the number of droplets reaches a maximum
of 88 cm−3 (9%) higher at the center of the urban plume com-
pared to the background. The increasing influence of the ur-
ban emissions on the number of cloud droplets from Malmö
until 6 h downwind of Malmö are mainly due to the sec-
ondary nitrate formation. More than 6 h downwind of Malmö
the modeled cloud droplet contribution due to the emissions
in Malmö decreases continuously, reaching 15 cm−3 (3%),
24 h downwind of Malmö.

ADCHEM assumes that all particles are internally mixed,
while in reality the freshly emitted soot particles in Malmö
will be externally mixed in and at short distances downwind
of the city. Since these externally mixed soot particles are
non-water soluble they will not influence the cloud droplet
number (CDN) concentration in Malmö. Therefore the mod-
eled number of cloud droplets formed by the primary parti-
cle emissions from Malmö will most likely be overestimated
in and near the city. However, more than 30 km downwind
of the city the amplified CDN concentration within the ur-
ban plume is also caused by the secondary nitrate formation,
and the assumption of treating the soot particles as internally
mixed particles has less influence on the results.
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While the number concentration of cloud droplets is higher
inside than outside the urban plume, the total cloud water
content is essentially the same. Hence, the geometric mean
diameter (GMD) of the cloud droplets decreases with in-
creasing number of droplets. The smallest dry particle ac-
tivation diameter is also changed because of the urban emis-
sions. In the center of the urban plume in the greater Malmö
area the smallest diameter of activation is about 15 nm larger
compared to the background (Fig. 10c). This is attributed to
the lower water uptake of the freshly emitted primary parti-
cles in Malmö compared to the background, but also due to a
lower maximum supersaturation in the more polluted clouds.
Figure 10d shows the optical depth of the 100 m thick clouds
downwind of Malmö. The optical depth is between 6.5 and 8
at all locations which is realistic for continental air. For these
optically relatively thin clouds the cloud droplet properties
have larger influence on the cloud albedo compared to thick
clouds (Twomey, 1977).

The 3-D-bar charts in Fig. 11 show the calculated anthro-
pogenic shortwave radiative forcing due to the Malmö gas
and particle phase emissions at the surface without (a) and
with (b) 100 m thick clouds being present at different dis-
tances (or h) downwind of Malmö and for different distances
(0–9 km) from the center of the urban plume. Figure 11c and
d display the radiative forcing only caused by the secondary
aerosol (SA) formed from the gas phase emissions in Malmö
with and without the 100 m thick clouds. Without clouds the
shortwave radiative forcing in the center of the urban plume
decreases with 30% from Malmö to 6 h downwind of the
city (from −3.34 to −2.31 W m−2), while when 100 m thick
clouds are present the radiative forcing is instead increasing
from −2.4 W m−2 in Malmö to −2.7 W m−2, 6 h downwind
of the city. This can be explained by the condensation of
nitric acid and ammonia (Figs. 9 and 11d), which increases
the number of particles which are activated as cloud droplets
(Fig. 10b). However, more than 6 h downwind of Malmö
the radiative forcing decreases even when clouds are present.
The reason for this is that the number of available cloud con-
densation nuclei (CCN) decreases due to dry and wet deposi-
tion and coagulation. Without clouds the secondary aerosol
formation has insignificant influence on the radiative forcing
at short distances (∼ 20 km) downwind of the city. But be-
tween 6 and 24 h downwind of Malmö, when the secondary
aerosol contribution from Malmö is largest (Fig. 9), the in-
fluence becomes more pronounced and explains between 10
and 20% of the total surface shortwave radiative forcing and
30 to 60% of the TOA (top of the atmosphere) shortwave
radiative forcing. In contrast to the primary particle short-
wave radiative forcing, which is much larger at the surface,
the secondary aerosol radiative forcing is almost identical at
the surface and the TOA. The reason for this is that the sec-
ondary aerosol only scatters the light while the primary par-
ticles, which mainly are composed of soot, absorb much of
the solar radiation and heat the atmosphere, but still prevent
the solar irradiance from reaching the surface.

Fig. 11. Modeled anthropogenic shortwave radiative forcing at the
surface due to Malmö gas and particle phase emissions at different
distances (or h) downwind of Malmö and at different distances from
the center of the urban plume for (a) conditions without clouds,
(b) conditions with 100 m thick clouds at low altitude, (c) radia-
tive forcing due to secondary aerosol (SA) formation from Malmö
gas phase emissions for conditions without clouds and (d) same as
(c) but with 100 m thick clouds. The secondary aerosol radiative
forcing was derived by taking the difference between the modeled
radiative forcing when the anthropogenic gas phase emissions from
Malmö was included in the ADCHEM model and when they were
not.

Table 4 displays the average radiative forcing within the
20 km wide horizontal model domain at the surface and at the
TOA, at different distances (or h) downwind of Malmö with
100 m thick clouds, 500 m thick clouds or without clouds be-
ing present. At the TOA the shortwave radiative forcing is
several times smaller than at the surface, especially without
clouds present. If 500 m thick clouds are present instead of
100 m thick clouds the modeled shortwave radiative forcing
becomes about three times smaller both at the surface and at
the TOA. The reason for this is that for these much thicker
clouds (optical depth between 60 and 75) the aerosol particle
(cloud droplet) properties have less influence on the cloud
albedo (Twomey, 1977).

It is important to remember that the average particle prop-
erties used for the radiative forcing calculations are derived
from cases with southerly air masses, which generally orig-
inate from relatively polluted regions in Europe. Therefore
the number of cloud droplets at the background will likely be
higher compared to air masses originated over e.g. the north-
ern part of Sweden. This condition decreases the estimated
climate impact from the emissions in Malmö, especially if
the emissions influence the cloud properties.
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Table 4. Average radiative forcing within the 20 km wide model domain at the surface (�FS) and at the TOA (�FTOA), with or without
clouds, at different distances downwind of Malmö.

Position �FS �FS �FS �FTOA �FTOA �FTOA
without clouds with 100 m with 500 m without cloud with 100 m with 500 m

(W m−2) thick clouds (W m−2) thick clouds (W m−2) (W m−2) thick clouds (W m−2) thick clouds (W m−2)

Malmö −1.147 −0.762 −0.221 −0.262 −0.289 −0.107
10 km dw. M −1.113 −0.743 −0.215 −0.237 −0.271 −0.101
20 km dw. M −1.08 −0.784 −0.245 −0.219 −0.322 −0.129
30 km dw. M −1.053 −0.851 −0.271 −0.207 −0.397 −0.153
40 km dw. M −1.047 −0.922 −0.300 −0.204 −0.471 −0.179
50 km dw. M −1.026 −0.908 −0.297 −0.200 −0.465 −0.178
6 h dw. M. −0.931 −0.999 −0.337 −0.185 −0.600 −0.222
12 h dw. M. −0.652 −0.747 −0.314 −0.169 −0.479 −0.225
18 h dw. M. −0.467 −0.413 −0.159 −0.139 −0.227 −0.105
24 h dw. M. −0.346 −0.295 −0.102 −0.101 −0.153 −0.062

3.5 Health effects of the ageing urban aerosol

It could be noted that in addition to the effects on the radia-
tion balance, the alteration in chemical and physical proper-
ties of the aerosol during its ageing has an impact on human
health. For instance there may be a difference in toxicity be-
tween the fresh and the aged aerosol because of variations
in concentration and ability of the particles to deposit in the
human lungs. The fresh aerosol contains a larger proportion
of ultrafine particles with a high probability to deposit in the
lungs and by number the amount of deposited particles will
thus be high compared to that for the aged aerosol. On the
other hand the increase in mass and the shift in hygroscopic-
ity of the aged aerosol results in a higher particle deposition
in the lungs by mass. This kind of lung deposition estimates
can be derived using the results from the ADCHEM model.

4 Summary and conclusions

In this work a coupled aerosol dynamics, gas phase chemistry
and radiative transfer model (ADCHEM) has been used first,
to test if it can correctly model an ageing urban plume, in this
case generated by Malmö, a city with 280 000 inhabitants in
Southern Sweden. However, the main objective has been to
use ADCHEM to estimate the climate impacts of the ageing
plume.

ADCHEM was able to accurately model the ageing of the
particle number size distribution for 26 different case stud-
ies between an urban background site in Malmö and the ru-
ral site Vavihill, 50 km downwind of Malmö. At Vavihill,
the model results were validated with particle number size
distribution measurements. The differences between average
modeled and measured concentrations of O3, NO, NO2 and
SO2 in Malmö were smaller than 25%. Hence, the model is
able to capture the main features of the gas phase chemistry

in the Malmö plume, which is required to be able to accu-
rately predict the secondary aerosol formation.

The modeled inorganic and organic particle composition is
comparable with ToF-AMS measurements at Vavihill. This
illustrates that ADCHEM can be used to model realistic size-
resolved particle chemical composition in urban plumes, and
that the model results can further be used to calculate the
optical and hygroscopic properties relevant for climate and
health effects.

Malmö contributes with about 1200 particles cm−3 at Vav-
ihill, where the number concentration is dominated by pri-
mary emissions in the nucleation and Aitken mode. While
the primary particle number contribution continuously de-
creases downwind of the emission sources, the contribution
to the aerosol particle mass from secondary aerosol forma-
tion continues to increase up to several hundred kilometers
(∼ 12 h) downwind of Malmö. The secondary aerosol for-
mation is dominated by condensation of nitric acid, formed
from the NOx emissions in Malmö. The maximum sec-
ondary aerosol contribution from the gas phase emissions in
Malmö of between 0.7 and 0.8 μg m−3 in the urban plume is
reached between 6 and 18 h downwind of Malmö.

The secondary aerosol formation downwind of Malmö
leads to growth of the freshly emitted primary particles,
which results in a more hygroscopic aerosol. This increases
its impact on the cloud properties within the urban plume.
Hence, the cloud radiative forcing due to the emissions in
Malmö is largest about 40–200 km (∼ 2–12 h) downwind of
Malmö and not within or very near the city.

Because 60% of the world population lives in cities with
less than 1 million people, i.e. of the same size as Malmö,
the climate and health impact of these cities need to be
addressed. The urban emission contribution downwind of
the city center estimated from this study can be used for
up-scaling of urban sub-grid emissions to regional scales
treated by global and regional chemistry transport models
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and climate models. The results can further be used to esti-
mate how the particle emissions influence adjacent grid cells
of these models. However, since the meteorological condi-
tions, emission sources, and geographical and population ex-
tension vary between different cities, more detailed studies of
different urban regions around the world are needed to better
account for their influence on climate and population health
on regional and global scales.

Nevertheless, this study has shown that it is not suffi-
cient to account only for aerosol dynamic processes during
the transformation of local scale anthropogenic emissions to
larger scales of regional and global models. Gas-phase chem-
istry and secondary aerosol formation are necessary entities
to account for during the prediction of climate and health ef-
fects of particles in the ageing urban plumes.

Supplementary material related to this
article is available online at:
http://www.atmos-chem-phys.net/11/5897/2011/
acp-11-5897-2011-supplement.pdf.
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in Malmö, Tareq Hussein from Helsinki University for help
with the lognormal-fitting of the measured and modeled particle
number size distributions, Matthias Ketzel and Fenjuan Wang from
Danish National Environmental Research Institute for help with
the implementation of the Danish anthropogenic gas and particle
phase emissions and David Simpson at the Global Environmental
Measurement and Modelling Group, Department of Radio and
Space Science, Chalmers, Gothenburg for help with the SOA
partitioning theory.

Edited by: A. Wiedensohler

References
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P., Williams, P., Quincey, P., Hüglin, C., Fierz-Schmidhauser, R.,
Gysel, M., Weingartner, E., Riccobono, F., Santos, S., Grüning,
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Abstract 

We have developed the novel Aerosol Dynamics, gas- and particle- phase chemistry model for 

laboratory CHAMber studies (ADCHAM). The model combines the detailed gas phase Master 

Chemical Mechanism version 3.2, an aerosol dynamics and particle phase chemistry module 

(which considers acid catalysed oligomerization, heterogeneous oxidation reactions in the particle 

phase and non-ideal interactions between organic compounds, water and inorganic ions) and a 

kinetic multilayer module for diffusion limited transport of compounds between the gas phase, 

particle surface and particle bulk phase. In this article we describe and use ADCHAM to study: 1) 

the mass transfer limited uptake of ammonia (NH3) and formation of organic salts between 

ammonium (NH4
+) and carboxylic acids (RCOOH), 2) the slow and almost particle size 

independent evaporation of -pinene secondary organic aerosol (SOA) particles, and 3) the 

influence of chamber wall effects on the observed SOA formation in smog chambers.  

ADCHAM is able to capture the observed -pinene SOA mass increase in the presence of 

NH3(g). Organic salts of ammonium and carboxylic acids predominantly form during the early 



stage of SOA formation. These salts contribute substantially to the initial growth of the 

homogeneously nucleated particles.  

The model simulations of evaporating -pinene SOA particles support the recent experimental 

findings that these particles have a semi-solid tar like amorphous phase state. ADCHAM is able 

to reproduce the main features of the observed slow evaporation rates if low-volatility and 

viscous oligomerized SOA material accumulates in the particle surface layer upon evaporation. 

The evaporation rate is mainly governed by the reversible decomposition of oligomers back to 

monomers.  

Finally, we demonstrate that the mass transfer limited uptake of condensable organic compounds 

onto wall deposited particles or directly onto the Teflon chamber walls can have profound 

influence on the observed SOA formation. During the early stage of the SOA formation the wall 

deposited particles serve as a SOA sink from the air to the walls. However, at the end of smog 

chamber experiments the semi-volatile SOA material may start to evaporate from the chamber 

walls. In order to capture the observed temporal evolution of the SOA formation from our m-

xylene oxidation experiment ADCHAM need to consider oligomerization and/or heterogeneous 

oxidation reactions.  

With these three model applications, we demonstrate that several poorly quantified processes 

(mass transport limitations within the particle phase, oligomerization, heterogeneous oxidation 

and chamber wall effects) can have substantial influence on the SOA formation, lifetime and 

chemical and physical particle properties. In order to constrain the uncertainties related to these 

processes, future experiments are needed where as many of the influential variables as possible 

are varied. ADCHAM can be a valuable model tool in the design and analysis of such 

experiments. 



1 Introduction 

Aerosol particles in the atmosphere have substantial impact on the global climate, air quality and 

public health. Measurements around the world have demonstrated that a large fraction of the 

submicron aerosol particles are composed of organic compounds (Jimenez et al., 2009). Today 

many important biogenic and anthropogenic SOA precursors have been identified. However, the 

scientific knowledge about their SOA formation mechanisms, the SOA composition and 

properties is still very uncertain (Kroll and Seinfeld, 2008 and Hallquist et al., 2009). 

Traditionally, the important SOA formation mechanisms are modelled as pure gas phase 

oxidation processes followed by equilibrium partitioning between the gas and a liquid organic 

particle phase (e.g. Pankow, 1994 and Donahue et al., 2011). However, during the last ~10 years 

other processes occurring in the particle phase have also been identified as important mechanisms 

for the formation and properties of SOA. These include acid catalysed oligomerization (e.g. Gao 

et al., 2004, Iinuma et al., 2004, Kalberer et al., 2004, and Tolocka et al., 2004), heterogeneous 

oxidation reactions (e.g. Knopf et al., 2005, Nash et al., 2006, Rudich et al., 2007, Maksymiuk et 

al., 2009), organic salt formation (e.g. Na et al., 2007, Smith et al., 2010, Kuwata and Martin, 

2012 and Yli-Juuti et al., 2013), organosulphate formation (e.g. Liggio and Li, 2006, Surratt et 

al., 2007) and salting-out effects (e.g. Smith et al., 2011, Bertram et al., 2011). The term salting-

out refers to the process in which interactions with dissolved ions (generally inorganic) drive 

nonpolar organic compounds out of the mixed phase, either into a different organic-rich (liquid) 

phase or out to the gas phase (Zuend et al., 2011).   

Several independent laboratory experiments have also shown that secondary organic aerosol 

particles can form a solid or semi-solid amorphous phase (e.g. Virtanen et al., 2010, Kuwata and 

Martin, 2012), at least for relative humidities (RH) below 60 % (Saukko et al., 2012). Recently, 

Abramson et al. (2013) studied the evaporation of pyrene coated with SOA formed from -pinene 

ozonolysis and estimated a diffusion coefficient of 2.5x10-17 cm2 s-1 for pyrene in the fresh SOA. 

For particles aged for ~24 hours the diffusion rate was ~3 times slower. Using the Stokes–

Einstein relation for the binary diffusion coefficients gives a SOA viscosity of ~108 Pa s for fresh 

SOA and ~3x108 Pa s for the aged particles. These high viscosity values are typical for tar or 

pitch like substances (Koop et al., 2011). For a particle with a diameter of 100 nm, this gives a 



characteristic time of mass-transport (e-folding time of equilibration) of ~28 hours for fresh SOA 

and ~84 hours for the aged SOA particles (Shiraiwa et al., 2011).  

If a viscous phase is formed, the mixing within the particle bulk will be kinetically limited and 

the gas to particle partitioning cannot be well represented by an equilibrium process (Pöschl, 

2011), which the traditional partitioning theory assumes (Pankow, 1994). This may not be 

evident from pure SOA mass formation experiments where the condensable organic compounds 

are continuously formed by gas phase oxidation of different precursor compounds (see e.g. Odum 

et al., 1996, Hoffmann et al., 1997, Griffin et al., 1999, Ng et al., 2007, Pathak et al., 2007). 

However, in the atmosphere the aerosol is exposed to much more variable concentration, 

temperature and humidity conditions. Hence, the atmospheric aerosol will never be entirely in 

equilibrium with the gas phase. Dzepina et al. (2009) showed that their equilibrium partitioning 

model substantially overestimate the evaporation of SOA in the Mexico City metropolitan area.  

In well controlled laboratory experiments Grieshop et al. (2007) and Vaden et al. (2011) have 

illustrated that the evaporation of SOA particles formed from -pinene ozonolysis is orders of 

magnitude slower than expected from equilibrium partitioning. This slow evaporation of SOA 

can be due to mixing effects, mass transfer limitations, decomposition of weakly bonded 

oligomers (Grieshop et al., 2007) and adsorption of certain organic compounds at the particle 

surfaces (Vaden et al., 2011). Vaden et al. (2011) also illustrated that the evaporation of ambient 

SOA particles are even slower than for the pure -pinene SOA and better resembles the 

evaporation of aged -pinene SOA particles coated with different hydrophobic organic 

compounds. If the ambient SOA particles studied by Vaden et al. (2011) are representative of 

typical atmospheric SOA particles, the evaporation due to dilution in the atmosphere (e.g. in 

urban plumes downwind the source) will be almost negligible. This can increase the lifetime and 

concentrations of SOA (and e.g. NH4NO3) in the atmosphere (Vaden et al., 2011).    

A number of model studies have been performed to explore detailed gas phase reaction 

mechanisms which can be responsible for the SOA formation of known biogenic and 

anthropogenic SOA precursors (e.g. Bloss et al., 2005a-b, Johnson et al., 2005 and 2006, Li et al., 

2007, Hu et al., 2007, Metzger et al., 2008, Rickard et al., 2010, Camredon et al., 2010 and 

Valorso et al., 2011). However, relatively few attempts have been made to perform detailed 

process-based modelling on the influence of phase state (Shiraiwa et al., 2010, 2011 and 2012, 



Pfrang et al., 2011), oligomerization (Vesterinen et al. 2007, Pun and Seigneur, 2007, Li et al., 

2007, Hu et al., 2007, Ervens and Volkamer, 2010), heterogeneous oxidation mechanisms 

(Shiraiwa et al., 2010, 2011 and 2012, Pfrang et al., 2011), organic-inorganic interactions (e.g. 

salting-out effects, acidity effects) (Zuend et al. 2010, and Zuend and Seinfeld, 2012), organic 

salt formation (Barsanti et al., 2009), and non-equilibrium gas-particle partitioning and aerosol 

dynamics (e.g. Korhonen, et al. 2004, Vesterinen et al. 2007, Boy et al., 2006,  and Roldin et al., 

2011a-b, ) on the SOA formation and properties, and to our knowledge no one has previously 

included all these processes in the same model.       

In this article we describe and apply a newly developed aerosol dynamics and gas- and particle- 

phase chemistry model for chamber studies (ADCHAM). As the name implies the model is 

primarily aimed to be used as a flexible model tool for evaluation and design of controlled 

experiments in e.g. smog chambers (e.g. Nordin et al., 2012), thermo-denuders (e.g. Riipinen et 

al., 2010), evaporation chambers (e.g. Vaden et al., 2011), flow-tube reactors (e.g. Jonsson et al., 

2008) or hygroscopicity measurements set-ups (e.g. Svenningsson et al., 2006). However, the 

overall aim is to gain better understanding of which processes (e.g. gas phase chemistry, particle 

phase reactions, particle phase state, aerosol water uptake, cloud droplet activation, and aerosol 

dynamics) are relevant for the aerosol properties and formation in the atmosphere.  

In the future we intend to use this knowledge, to develop the ADCHEM model (Roldin et al., 

2011a). ADCHEM is a 2D-Lagrangian model for Aerosol Dynamics, gas phase CHEMistry and 

radiative transfer (ADCHEM) which has been used for urban plume studies (Roldin et al., 

2011b). One of the main purposes with ADCHEM is to improve the sub-grid scale aerosol 

particle representation in large scale chemistry transport models (e.g. Bergström et al., 2012). In 

the first version of ADCHEM the ageing of the organic compounds in the atmosphere was 

simulated with a non-equilibrium 2D-VBS approach. The 2D-VBS method treats the oxidation of 

organic compounds in a simplified way by generalized OH reactions rates, functionalization and 

fragmentation patterns (Jimenez et al., 2009, Roldin et al., 2011a and Donahue et al., 2011).      

In ADCHAM the secondary aerosol formation is instead modelled by combining the Master 

Chemical Mechanism version 3.2 (MCMv3.2) (Jenkin et al., 1997, Jenkin et al., 2003, Saunders 

et al., 2003) and an updated version of the aerosol dynamics and particle phase chemistry module 

from ADCHEM, which now considers acid catalysed oligomerization, oxidation reactions in the 



particle phase (e.g. secondary ozonide formation) and the diffusion limited transport of 

compounds between the gas phase, particle surface and particle bulk phase. In this work we test 

the capability of ADCHAM to simulate, (1) the mass transfer limited uptake of NH3 and 

formation of organic salts between ammonium and carboxylic acids (Na et al., 2007 and Kuwata 

and Martin, 2012), (2) the slow and almost particle size independent evaporation of -pinene 

SOA particles (Vaden et al., 2011) and (3) the influence of heterogeneous reactions on the SOA 

formation and properties.  

Regional and global scale chemistry transport models (e.g. the EMEP model (Bergström et al., 

2012) rely on semi-empirical parameterizations for the SOA formation (e.g. VBS) derived from 

smog chamber experiments. This is one of many reasons why it is important to constrain the 

uncertainties related to specific chamber effects. Hence, as a final application, we illustrate how 

ADCHAM can be used to study the influence of chamber wall effects on the SOA mass 

formation, particle number size distribution and gas phase chemistry during a m-xylene oxidation 

experiment from Nordin et al., (2013).  

The aims of this article are: 

1) To describe a novel model for non-equilibrium partitioning of semi-volatile organic and 

inorganic compounds between gas and particle phase and chemical reactions in the gas and 

particle phase. 

2) To illustrate the wide applicability of the ADCHAM model.    

3) Investigate potentially influential but poorly known processes for SOA formation and 

volatility, e.g. oligomerization, heterogeneous oxidation, organic salt formation, and diffusion 

limited transport in the particle surface and bulk.

4) To demonstrate how ADCHAM can be used to constrain the chamber wall effects on the 

observed SOA formation. 

For several of the model applications presented in this article many of the model parameters are 

unknown (e.g. diffusion coefficients in the particle bulk phase and oligomerization rates). For 

these conditions we have run the model with different parameter values and studied how sensitive 

the model results are to different unknown processes (parameters). In those cases, the model 

results should be considered as sensitivity tests and not as a best estimate of the process or 

parameters we try to model.   



2 Model description 

ADCHAM consist of:  

1) a detailed gas phase kinetic code (in this work with reactions from MCMv3.2),  

2) an aerosol dynamics code (Roldin et al., 2011a) which include Brownian coagulation, 

homogeneous nucleation, dry deposition to chamber walls and a detailed 

condensation/evaporation algorithm, 

3) a novel particle phase chemistry module which is closely connected to the condensation 

evaporation algorithm and, 

4) a kinetic multi-layer model which treats the diffusion of compounds between the particle 

surface and several bulk layers, analogous to Shiraiwa et al. (2010). 

Figure 1 shows a schematic picture of the ADCHAM model structure. The model explicitly treats 

the bulk diffusion of all compounds (including O3 and potentially other oxidation agents) 

between different particle layers and bulk reactions. For all compounds except O3 the gas-surface 

exchange is modelled with a condensation/evaporation equation which considers the gas-surface 

diffusion limitations and non-unity sticking probability at the surface layer (surface mass 

accommodation) (Eq. 1). In each particle layer the model considers acid catalysed 

oligomerization, equilibrium reactions between inorganic and organic salts and their dissolved 

ions, and oxidation of SOA with O3.  

In ADCHAM the different processes are solved with separate modules using operator splitting. 

For each main model time step (in this work 10 s) ADCHAM considers homogeneous nucleation, 

followed by dry deposition of particles (Sect. 2.2.3) and potentially gases, emissions of gases and 

particles, gas phase chemistry (Sect. 2.1) and coagulation (Sect. 2.2.2). After this ADCHAM 

handles the condensation and evaporation of all organic and inorganic compounds (Sect. 2.2.1) 

and the uptake, diffusion and reactions of O3 in the different particle layers (Sect. 2.4.2). For 

these processes ADCHAM uses a much shorter internal time step (in this work 1-10 ms). The 

gas-particle partitioning rely upon updated activity coefficients (Sect. 2.3.1), hydrogen ion 

concentrations (Sect. 2.3.2), water content, concentrations of inorganic and organic salts (Sect. 

2.3.3) and their corresponding anion and cations. Therefore, the gas-particle partitioning is 

usually the most time demanding process in ADCHAM. Finally the model considers the diffusion 



of organic and inorganic compounds between all particle layers (Sect. 2.4.1) and acid catalysed 

oligomerization (Sect. 2.3.4).    

2.1 Gas phase chemistry 

To be able to implement the detailed MCMv3.2 gas phase chemistry together with user specified 

reactions and reaction rates (e.g. chamber wall effects) in a computationally efficient way in 

MATLAB, we constructed a program which automatically creates a system of equations which 

can be used to calculate the concentrations of the user specified compounds. The only required 

input to the program is the MCMv3.2 names of the compounds which can be downloaded at 

http://mcm.leeds.ac.uk/MCM. The output from the program is a set of coupled ordinary equations 

(one for each compound) and the Jacobian matrix which is used by the ode15s solver in 

MATLAB. The constructed code can either be used as a standalone code for separate gas phase 

chemistry simulations, or used as a module in the ADCHEM or ADCHAM model. The ode15s 

solver in MATLAB is intended to be used for stiff ordinary differential equation systems. The 

solver uses an adaptive and error tolerance controlled internal time step in order to solve the gas 

phase chemistry. 

In Sect. 3.2 and 3.3 we simulate the SOA formation from ozonolysis of -pinene in the presence 

of CO or cyclohexane as OH scavenger. We constructed an equation system consisting of all 

MCMv3.2 reactions involving inorganic gas phase chemistry and all oxidation products of -

pinene and cyclohexane (in total 668 compounds and 2093 reactions). In Sect. 3.4 we also model 

the SOA formation oxidation of m-xylene with the MCMv3.2 gas phase chemistry (273 

compounds and 878 reactions).  

2.2 Aerosol dynamics 

The aerosol dynamics module in ADCHAM is based on the aerosol dynamics code from the 

ADCHEM model (Roldin et al., 2011a). A shorter description with focus on the important 

updates is given below.  

2.2.1 Condensation and evaporation 

In ADCHAM the gas-particle partitioning depends on the chemical composition in the particle 

surface layer. Dissolution of ammonia into the particle water and/or organic phase surface layer is 



treated as an equilibrium process, considered after the diffusion limited condensation/evaporation 

of HNO3, H2SO4 and organic compounds (Eq. 1) (of which carboxylic acids influence the particle 

acidity and hence the ammonia dissolution). 

(1) 

In Eq. (1) Ii is the contributions of species i to the particle molar growth rates, fi is the Fuchs-

Sutugin correction factor in the transition region, Ci,  is the gas phase concentration of species i 

far from the particle surface (mol m-3 air), Ci,s is the saturation gas phase concentration at the 

particle surface, Di is the gas phase diffusion coefficient, Dp is the particle diameter, Kni is the 

non-dimensional Knudsen number and s,i is the surface mass accommodation coefficient.

In this work we estimate the pure-liquid saturation vapour pressures ( ) of the MCMv3.2 

oxidation products using either the group contribution method SIMPOL (Pankow and Asher, 

2008) or the method by Nannoolal et al. (2008) (here referred to as the Nannoolal method). The 

corresponding equilibrium vapour pressures ( ) for each particle size bin (j) are derived with 

Raoult’s law, using the mole fractions of each organic compound ( ), the activity coefficients 

( ) calculated with the AIOMFAC thermodynamic model (Zuend et al., 2008 and 2011) (Sect. 

2.3.1), and the Kelvin effect ( ) (Eq. 2). The surface tension ( i) of the organic compounds 

were assumed to be 0.05 Nm-1 following Riipinen et al. (2010).

     (2) 

T is the temperature in Kelvin, R is the universal gas constant (J mol-1 K-1),  is the molar mass 

of compound i and  is the density of the phase which the compound partition to. 

The mole fraction for compound i in Eq. (2) is the mole fraction of the organic compound in the 

surface layer organic phase which compound i partitions into (dissolves). In this article we either 

treat all SOA (monomers + oligomers + organic salts) as one phase or as two completely 

separated phases. Hence, if the model treats the oligomers and organic salts as a separate phase, 

then this material has no influence on the saturation vapour pressures of the monomers (Eq. 2). 

However, adsorption of low-volatility oligomers at the surface layer still affects the gas-particle 



partitioning of monomer SOA, by altering the surface mass accommodation (Sect. 2.4.1) and by 

decreasing the monomer SOA fraction in the surface layer. 

In this work the condensation and evaporation mechanism includes all organic compounds with 

modelled pure-liquid saturation vapour pressures less than 1 Pa. For the -pinene oxidation 

experiments which we model in Sect. 3.2 and 3.3 this involves 154 non-radical MCMv3.2 

organic compounds, while for the m-xylene SOA formation experiment modelled in Sect. 3.4 we 

consider 112 condensable organic MCMv3.2 compounds.  

2.2.2 Coagulation 

ADCHAM also includes a Brownian coagulation algorithm (Roldin et al., 2011a). However, it 

still remains a challenge to combine the coagulation algorithm with the kinetic multilayer model, 

when the number of particle layers depends on the particle size. In this first version of ADCHAM 

it is only possible to treat coagulation between particles composed of maximum three layers (e.g. 

a surface monolayer layer, a bulk layer and a seed aerosol core). When two particles composed of 

such a layer structure collide the layers are simply assumed to merge together forming a new 

spherical particle with a surface layer, a bulk layer and a seed aerosol core. Because the surface 

area of the formed particle is always less than the sum of the surface areas of the two original 

particles the width of the surface layer increases. Hence, in order to keep the width of the surface 

layer at approximately the thickness of one monolayer, part of the surface layer material (by 

default with identical composition as the remaining surface layer) is transferred to the particle 

bulk.  

2.2.3 Dry deposition and chamber wall effects 

It is well known that dry deposition losses of particles onto the chamber walls have large 

influence on many chamber experiments (see e.g. Pierce et al., 2008). A commonly used method 

(see e.g. Hildebrandt et al., 2009 and Loza et al., 2012) is to scale the formed SOA mass with the 

measured relative seed aerosol (typically ammonium sulphate) loss rate. With this method it is 

assumed that the particles deposited on the chamber walls continue to take up SOA as if they 

were still present in the gas phase. A second method which was also used by Hildebrandt et al. 

(2009) and Loza et al., (2012) is to assume that once the particles have deposited on the chamber 

walls the gas-particle partitioning stops. These two correction methods can be considered to be 



two extremes, where the first method gives an upper bound of the SOA mass formed during the 

experiments while the second method gives a lower bound of the SOA formed during the 

experiments (at least if the SOA particles on the chamber walls are not evaporating and the gas 

phase losses directly to the chamber walls are negligible).  

ADCHAM considers the dry deposition of particles onto chamber walls and also keeps track of 

the particles deposited on the walls. The model also treats the mass transfer limited gas to particle 

partitioning between the gas phase and the wall deposited particles. Hence, ADCHAM can be 

used to study the influence of chamber wall effects on the SOA mass formation and help 

constraining the uncertainties of the formed SOA mass (SOA mass yield).  

For non-charged particles, ADCHAM uses the indoor dry deposition loss rate model from Lai 

and Nazaroff (2000) which accounts for different dry deposition loss rates on upward, downward 

and vertical facing surfaces. However, if a considerable fraction of the particles are charged (e.g. 

at Boltzmann charge equilibrium) the effective dry deposition loss rate of particles can be 

considerably enhanced (Pierce et al., 2008). Hence, in order to be able to model realistic dry 

deposition loss rates of charged particles, ADCHAM keeps track of the fraction of particles 

suspended in the air with zero, one, two or three elemental charges in each particle size bin. The 

first order deposition loss rate (s-1) due to charge (kcharge) is calculated with Eq. (3) where e is the

characteristic average deposition velocity due to electrostatic forces (m/s) (McMurry and Rader, 

1985). The dry deposition loss rates depend on the friction velocity and for charged particles also 

on the mean electrical field strength within the chamber ( ). Unfortunately both of these 

parameters are usually poorly known and need to be estimated.  

McMurry and Rader, (1985) found that  was ~45 V cm-1 in an almost spherical ~0.25 m3 Teflon 

chamber. On the chamber surfaces they measured a negative electrical field of -300±150 V cm-1. 

They attributed the lower empirically derived electric field within the chamber to the fact that the 

particles in the bag will be influenced by a net electrical field, which has contributions from all 

points on the chamber surfaces. Hence, the shape and size of the chamber will also influence the 

mean electrical field.  

       (3) 



Achamber is the chamber surface area, Vchamber is the chamber volume, n is the number of elemental 

charges of the particle, e is the elementary charge, Cc is the Cunningham slip correction factor

and is the dynamic viscosity of air. 

The mass transfer limited uptake of gases to and from the chamber walls need to be considered in 

order to take into account the potential uptake (dissolution) of organic compounds in the SOA 

particles deposited on the chamber walls (Hildebrandt et al., 2009), as well as directly onto the 

Teflon chamber surfaces (Matsunaga and Ziemann, 2010). For the condensation uptake or 

evaporation loss of SOA from the particles deposited on the walls, we assume that the particles 

deposited on the walls behave as if they were still suspended in (direct contact with) a thin (1 

mm) air layer adjacent to the chamber walls. As more particles get deposited on the walls, the 

SOA concentration on the chamber wall will increase. The condensable organic compounds in 

the thin air layer next to the chamber walls can dissolve into the organic particle phase on the 

walls. However, semi-volatile organic compounds may also evaporate from the particles on the 

walls. The gas-particle partitioning between the wall-deposited particles and the thin air layer 

next to the chamber walls is modelled with the condensation and evaporation module described 

in Sect. 2.2.1. 

ADCHAM also considers the adsorption and desorption of condensable organic compounds onto 

the Teflon surface film. This is modelled as a reversible process in accordance with Matsunaga 

and Ziemann, 2010. The adsorption of gas phase organic compounds onto the chamber walls is 

represented by a first order loss rate from the near wall gas phase to the walls (kg,w). The 

desorption rate from the Teflon surfaces out to the thin layer next to the chamber walls (kw,g,i) 

depends on the pure-liquid saturation vapour pressures (p0,i) of the adsorbed compounds (Eq. 4) 

(Matsunaga and Ziemann, 2010). Equation 5 and 6 describe the rate of change of the organic 

compound (Xi) (due to adsorption and desorption) on the chamber walls and in the air layer 

adjacent to the wall, respectively. [Xi,g,w] is the concentrations of compound Xi in the thin layer 

adjacent to the chamber walls. The concentration at the chamber wall ([Xi,w]) is given as an 

effective chamber volume concentration (total number of Xi molecules on the walls divided by 

the total chamber volume (Vchamber)). Vwall is the air volume of the thin (1 mm) layer adjacent to 

the chamber walls, Cw is an effective wall equivalent mass concentration which the organic 

compounds can dissolve into, Mw is the average molar mass of the Teflon film, and w,i is the 



activity coefficient of compound i in the Teflon film. kg,w and  in Eq. (4) was 

experimentally determined by (Matsunaga and Ziemann, 2010) for n-alkanes, 1-alkenes, 2-

alcoholes and 2-ketones to 9, 20, 50 and 120 mol m-3, respectively.  

         (4) 

      (5) 

       (6) 

For a compound with p0=2.5x10-2 Pa and =10 mol m-3, Eq. (4) partitions ~50 % 

to the gas phase and ~50 % to the chamber walls, at equilibrium and room temperature. At 

equilibrium, compounds with a vapour pressure <10-3 Pa and >10 mol m-3 will 

almost exclusively be found at the walls, if they are not able to form SOA rapidly enough. Hence, 

the SOA formation in the smog chamber will depend on: (1) the formation rate of condensable 

organic compounds, (2) the particle deposition losses, (3) the magnitude of the condensation sink 

to the particles in the air and onto the chamber walls, and (4) the diffusion limited uptake onto the 

chamber walls and particles on the walls. 

The concentration gradient in the laminar layer adjacent to the chamber walls generally drives 

condensable gas phase components from the well mixed chamber volume to the chamber walls 

(thin model layer next to the wall). In this work we model this mass transfer with Fick’s first law 

of diffusion, assuming a linear concentration gradient across the laminar layer next to the 

chamber wall (see Fig. 2).  

The width of the laminar layer was used as a model fitting parameter. The gas phase chemistry 

and the gas particle mass transfer (condensation) in the well mixed chamber volume and in the 

thin layer adjacent to the chamber wall were solved using operator splitting with a model time 

step of 10 ms. The mass transfer between the well mixed chamber volume and the thin layer next 

to the chamber wall was modelled with a time step of 0.1 ms. The model needs to take short time 

steps because of the large condensation sink (or evaporation source) of the wall deposited 

particles and the Teflon surfaces which may rapidly alter the concentrations in the thin air layer 

next to the chamber walls. 



2.2.4 Size distribution structures 

Analogous to ADCHEM (Roldin et al., 2011a) ADCHAM include several methods (full-

stationary, full-moving and moving-centre) in order to treat the changes in the particle number 

size distribution upon condensation/evaporation or coagulation. These methods are all mass and 

number conserving and have different advantages and disadvantages (Korhonen, et al. 2004, 

Jacobson, 2005 and Roldin et al., 2011a). For all simulations performed in this article, we have 

used the full-moving method where the diameter grid moves with the particles. Hence, this 

method has no numerical diffusion problems when particles grow by condensation or evaporate. 

Homogeneous nucleation is considered by adding new particle size bins when new particles are 

formed (Sect. 3.2 and 3.3). 

2.3 Particle phase chemistry 

2.3.1 Activity coefficients and organic-inorganic interactions 

The AIOMFAC model is based on the UNIFAC model for organic mixtures but also considers 

organic-inorganic interaction which allows us to study salt-effects on the SOA formation. 

AIOMFAC considers interactions between 12 different ions (including NH4
+, NO3

-, H+, SO4
-2

and HSO4
-) and alkyls, hydroxyls, carboxyls, ketones, aldehydes, ethers, esters, alkenyls, 

aromatic carbon-alcohols and aromatic hydrocarbons (Zuend et al., 2008 and 2011). For other 

important functional groups i.e. nitrates, nitros, PANs and peroxides no ion-organic functional 

group interaction parameterizations are available. Hence, for these functional groups we only 

consider organic-organic functional group interactions. In total the model considers 52 different 

UNIFAC functional subgroups, with interaction parameters from Hansen et al. (1991), except for 

alcohols (Marcolli and Peter, 2005) and nitrates, PANs and peroxides for which we use the 

parameterization from Compernolle et al. (2009). In ADCHAM, the activity coefficients are 

calculated before the condensation algorithm is used and when updating the hydrogen ion 

concentration ([H+]) for the acid catalysed oligomerization.  

2.3.2 Acidity and dissociation of inorganic compounds in organic rich phases 

The hydrogen ion concentration is calculated in the condensation algorithm and when 

considering acid catalysed oligomerization. Analogous to the procedure in ADCHEM (Roldin et 



al., 2011a) [H+] in the particle water or particle water + organics phase is calculated by solving 

the ion balance equation (Eq. 7). In ADCHAM we have extended the ion balance equation with 

dissociation products of carboxylic acids (RCOO-). In this work we assume that all carboxylic 

acids have identical dissociation constants (see Sect. 3.2). Hence, [RCOO-] in Eq. (7) represent 

the total concentration (mol/kg solvent) of dissociated carboxylic acids. 

          (7) 

In order to calculate [H+], all concentrations except the hydrogen ion concentration in Eq. (7) is 

replaced with known equilibrium coefficients, activity coefficients from AIOMFAC, and the total 

concentration of dissolved dissociated and non-dissociated compounds, ([RCOOH]+[RCOO-]), 

([NH3(aq)]+[NH4
+]), ([SO4

2-] +[HSO4
-]), ([HNO3]+ [NO3

-]) and ([HCl(aq)]+ [Cl-]). In this work 

the uptake of CO2 in the particles was treated as an equilibrium process. The HCO3
- and CO3

-2

concentrations depend on the hydrogen ion concentration and the CO2 partial pressure (390 

ppbv). When all unknown ion concentrations have been replaced with the known parameters, Eq. 

(7) becomes an 8th order polynomial with [H+] as the only unknown variable. The hydrogen ion 

concentration is given by the maximum real root of this polynomial. 

To treat the CO2 uptake as an equilibrium process may not be realistic if the particles are very 

viscous (see Sect. 1). However, the estimated diffusion coefficients of other small “guest” 

molecules (e.g. O3, OH and H2O) in an amorphous glassy organic matrix is in the order of 10-10-

10-12 cm2 s-1 at room temperature (Koop et al., 2011, Zobrist et al., 2011). This gives 

corresponding e-folding times of equilibration for submicron particles in the range of seconds. 

All experiments which we model in this paper were performed at dry conditions (RH  5 %). For 

the -pinene SOA experiments (Sect. 3.2-3.3), the modelled particle water mass content is only 

~0.4 % at a RH of 5 %. For these particles the solvent will therefore mainly be the organic 

compounds and not water. Hence, in this work the concentrations of the inorganic ions (including 

H+) is not given for the aqueous but for the combined organics and water phase. Henry’s law 

coefficients (KH) and dissociation rates (Ka) of the inorganic compounds and carboxylic acids, are 

(if at all) usually only available for aqueous solutions. However, there is often a relationship 

between the pKa (-log10(Ka,base) + log10(Ka,acid)) and the proton transfer between the Brønsted 



acid and the Brønsted base, in protic ionic liquids (Greaves and Drummond, 2008). Thus, we will 

use the aqueous dissociation rates and Henry’s law coefficients for the organic amorphous SOA 

and water mixtures, and take into account the non-ideal interactions between the ions, organic 

solvents and water using AIOMFAC (Sect. 2.3.1).  

With these assumptions in mind, the modelled absolute values of [H+] should be interpreted with 

caution. However, we believe that the model can give a realistic representation of the relative 

influence of different types of dissolved compounds on the particle acidity. For instance, 

carboxylic acids will most likely increase [H+] also in an organic rich phase, while dissolved 

ammonia will decrease [H+]. For all other organic compounds except the carboxylic acids, the 

dissociation rates were assumed to be equal to that of pure water (pKa = 14). Hence, equivalent to 

aqueous solutions the acidity will mainly be governed by the carboxylic acids and inorganic 

compounds. 

2.3.3 Inorganic and organic salt formation 

In ADCHAM the inorganic salts (NH4)2SO4, NH4HSO4 and NH4NO3 and the organic salts of 

ammonium and different carboxylic acids (NH4RCOO) can be considered to form. All these salts 

contain NH4
+ and which of these salts that will be formed depend on the solubility constants, the 

ammonium concentration, the concentration of the different anions and the activity coefficients. 

Because all these salts contain ammonium the salt which forms first will limit the formation of 

other salts. In this work, we only simulate experiments performed on pure organic particles or 

organic particles which take up NH3(g). Hence, NH4RCOO(s) was the only (solid) salt which was 

considered to be formed in the particle organics-water phase. The solid salt concentrations are 

updated iteratively every time step which the condensation/evaporation algorithm is used. 

When updating the NH4RCOO(s) concentration, ADCHAM starts by estimating the activity 

coefficients and the hydrogen ion concentration (Eq. 7). After this non-equilibrium NH4
+ and 

RCOO- concentrations ([NH4
+]* and [RCOO-]*) can be derived, and the total concentrations of 

NH4 ([NH4,tot]=[NH4
+]*+[NH4RCOO]t-1) and RCOO  ([RCOOtot]=[RCOO-]*+[NH4RCOO]t-1) are 

estimated. These values are then inserted into the solubility product equation (Eq. 8). Rearranging 

Eq. (8) gives a second order polynomial where the new NH4RCOO concentration ([NH4RCOO]t) 

is given by the smallest positive real root. Finally the NH4
+ and RCOO- concentrations are 



updated and the iteration starts from the beginning by deriving the hydrogen ion concentration 

again. The iteration proceeds until the relative change in the NH4
+, RCOO- and H+ concentrations 

all are less than 10-3 between one iteration step. 

            (8) 

2.3.4 Acid catalysed oligomerization 

Any oligomerization mechanisms in the gas phase, particle phase or on the particle surfaces 

(including different functional groups, ozonolysis, acid catalysed reactions, and radicals), can 

easily be implemented in ADCHAM. In this work we consider six different oligomerization 

mechanisms (R1-R6) which have been listed as possible reaction pathways for oligomer 

formation in the overview by Hallquist et al. (2009). Currently ADCHAM only considers the 

reactions between monomers which form dimers and not the possible reactions between dimers 

and dimers-monomers.   

   (R1a) 

  (R1b) 

   (R2a) 

  (R2a) 

     (R3) 

   (R4) 

     (R5) 

   (R6) 

The notation within the brackets denotes weather the compounds are in the gas phase (g), particle 

phase (p) or particle-surface layer (p.s.) upon reaction. If H+ is included in the reaction, the 

formation of oligomer is acid catalysed, which is generally the case in the particle phase 

(Hallquist et al., 2009). The acid catalysed formation rate of a dimer can generally be considered 



to be proportional to the hydrogen ion concentration (see e.g. schemes by Tolocka et al., 2004 

and Iinuma et al., 2004). ADCHAM explicitly treats the formation and the degradation of dimers 

back to monomers as separate reactions (R7-R8) and not as an equilibrium process.  

      (R7) 

      (R8) 

The acid catalysed dimer formation rates in the particle phase (Ff(p)) or particle surface (Ff(p.s.)) 

between monomer i and j depend on a reaction specific formation rate constant (kf) and the 

hydrogen ion concentration (  (R7 and Eq. 9 and 10). The dimer formation rate in the particle 

surface layer formed between compound j found in the gas phase and compound i found at the 

particle surface is treated as a reactive uptake. The dimer degradation rate in the particle bulk or 

at the particle surface (Fd(p) and Fd(p.s.)) simply depends on the dimer concentration and a dimer 

specific degradation reaction rate constant (kd) (Eq. 11 and 12). 

        (9) 

     (10) 

          (11) 

        (12) 

The temporal evolution of the dimer and monomer concentrations (cd and cm) in the particle bulk 

layers and surface layer are derived with a kinetic model.  This code solves a coupled ordinary 

differential equation system, consisting of one ordinary differential equation for each SOA 

monomer (Eq. 13), and one ordinary differential for each dimer (Eq. 14). The equations are given 

by the sum of all dimer degradation and formation rates for the individual reactions which each 

compound i is involved in.  

        (13) 

        (14) 

In order to not end up with an enormous coupled ordinary differential equation system, the 

different dimers are classified into 7 different categories depending on the type of reaction (R1a-

R5). Secondary ozonide formation (R6) is treated by a separate kinetic multilayer module for 



ozone uptake, diffusion and reactions with SOA (see Sect. 2.4.2).  In order to be mass conserving 

the number of moles of dimer formed is corrected with the molar ratio (xd) between the molar 

mass of the product(s) and the sum of the molar masses of the reacting compounds. In ADCHAM 

all dimers have by default a molar mass of 400 g/mol. When we lump the dimers into different 

categories the information about their exact chemical composition and origin are lost. This can be 

a problem when considering the reversible reactions back to monomers. In this work we have 

assumed that the dimer SOA is converted back to the different monomers with fractions (xm) 

corresponding to the (current time step) relative abundance of each monomer SOA compound 

which is involved in the dimer formation. This is a reasonable assumption if the monomer SOA 

composition does not change substantially on a time scale longer than the lifetime of the dimer. 

The modelled relative amount and composition of oligomer SOA in each particle layer depends 

on: (1) the monomer SOA composition, (2) the hydrogen ion concentration, (3) the dimer 

formation rates, (4) the oligomer degradation reaction rates, (5) possible evaporation and 

condensation of monomers and dimers (vapour pressures), (6) the mixing between different 

particle layers (diffusion coefficients of monomers and dimers), (7) the ozone uptake at the 

particle surface, (8) the ozone diffusion rate within the particle bulk phase, (9) the reaction rates 

of ozone with unsaturated organic compounds in the particle phase, and (10) the time of ageing.    

2.4 Kinetic multi-layer model  

To be able to model the diffusion limited mass transfer of ozone from the gas-particle interface to 

the particle core, and the reaction between ozone and the organic compounds in the particle 

phase, Shiraiwa et al. (2010) developed the kinetic multilayer model KM-SUB which is based on 

the PRA concept of gas-particle interactions (Pöschl-Rudich-Amman, 2007 and Ammann and 

Pöschl, 2007). This model divides the particles into a sorption layer, a quasi-static surface layer, 

near-surface bulk, and multiple bulk layers and considers the gas-surface transport, reversible 

adsorption, surface layer reactions, surface-bulk transport, bulk diffusion and bulk reactions. 

Recently, Shiraiwa et al. extended the kinetic multilayer model to also include condensation, 

evaporation and heat transfer (KM-GAP) (Shiraiwa et al., 2012).  

In ADCHAM we do not separate the quasi-static surface layer and near-bulk surface layer into 

two separate layers, but instead have one monolayer thick surface layer. The uptake of all organic 



and inorganic compounds except O3 into the surface layer is modelled as a 

condensation/evaporation process where we take into account the possibility of non-unity 

sticking probability (surface mass accommodation) (Sect. 2.2.1). Analogous to KM-SUB and 

KM-GAP, ADCHAM explicitly treats the bulk diffusion of all compounds between the surface 

and the different bulk layers using first-order mass transport rate equations. 

The kinetic multilayer model in ADCHAM consists of two separate modules. The first module 

(Sect. 2.4.1) treats the diffusion of all organic and inorganic compounds (except O3 and 

potentially other oxidation agents) between the different bulk layers. The second module (Sect. 

2.4.2) considers the exchange of O3 between the gas phase, particle surface and particle bulk and 

the reactions with organic compounds in the particle phase. 

2.4.1 Diffusion of organic and inorganic compounds 

The transport velocity of compound Xi between the bulk layers or the surface and first-bulk layer 

is given by Eq. (15).  is the diffusion coefficient of compound Xi, and  and  represent 

the width of the two adjacent layers (k and k+1) which Xi is transported between. Shiraiwa et al., 

(2010, 2012) use identical layer width for all bulk-layers. Hence, in their expression for the bulk 

to bulk transport velocity the average travel distance of molecular diffusion between two layers is 

simply given by the layer width and not the more general .  

        (15) 

The transport of compound Xi between the particle layers (including the exchange between the 

surface and first-bulk layer) is modelled with Eq. (16).  and  represent the area of exchange 

between layer k-1 and k and the volume of layer k, respectively.  is the volume 

concentration (volume fraction) of compound  in layer k.

  (16) 

In order to keep the volume of each layer intact, the total volume flux from one layer should be 

identical to the volume flux into that layer. In order to accomplish this we use a volume flux 

matching approach where the total net volume transport between each  is zero. With this 



method the flux of each compound from the direction with the larger total volume flux is simply 

corrected down with a factor (xk) equal to the ratio between the smaller and larger of the two total 

volume fluxes (Eq. 17). Hence, if one bulk layer consists of completely solid non-diffusing 

material (e.g. crystalline salt) no material can be moved in or from this layer and the transport 

across this layer is completely shut down. 

 ,  N=total number of compounds  (17) 

The equations describing the concentration change of all compounds in all layers (Eq. 16) 

comprise a system of N x NL coupled ordinary differential equations (NL=number of particle 

layers) which we solve with the ode15s solver in MATLAB. 

Figure 3 shows a schematic picture of the kinetic multilayer module in ADCHAM. In contrast to 

the kinetic multilayer model by Shiraiwa et al. (2010, 2012) the number of particle layers 

increases when the particles grow. Hence, particles of different sizes are composed of different 

number of layers. 

Once the depth of the surface layer becomes larger than 1.1 nm, material is moved from this layer 

to the first bulk-layer, leaving a 1 nm thick surface layer. If the first bulk-layer becomes larger 

than a certain value (by default 3 nm thick) it is split into a first and second bulk layer with 

identical compositions, 1 and 2 nm thick, respectively.  

By default the material which moves from the surface layer to the first bulk-layer has the same 

composition as the surface layer. However, it is also possible to treat certain compounds as a 

separate phase which accumulate in the surface layer (adsorb) and do not move into the particle 

bulk when the particles grow. These compounds will limit the uptake of other compounds. In 

ADCHAM this is represented by scaling the surface mass accommodation coefficient of the 

condensable compound X with the relative surface coverage of the adsorbed species (  Eq. 18 

(Pöschl et al., 2007). In Sect. 3.3 we illustrate that the adsorption of material in the surface layer 

can be important to consider when modelling partitioning of SOA between the gas and particle 

phase. 

          (18) 



Upon evaporation material is lost from the surface layer and if the layer thickness becomes less 

than 0.99 nm, material is moved from the first bulk layer to the surface layer, to keep the surface 

layer width intact. If the first bulk layer width becomes less than a certain value (by default 0.8 

nm), this layer is merged together with the second bulk layer and together they form a new first 

bulk layer. The rest of the particle bulk is divided into layers of almost constant width (by default 

2 nm thick). The width of these layers may vary somewhat due to chemical reactions (e.g. 

between O3 and unsaturated hydrocarbons and mass transfer limited water uptake).          

In each particle layer the model considers different oligomerization reactions and the equilibrium 

reactions between salts and their dissolved ions in the organic + water phase (Sect. 2.3.3 and 

2.3.4). The formed oligomers and salts make up a particle volume fraction (fp ) with much lower 

diffusivity than the rest of the compounds. Hence, oligomerization and solid salt formation 

increases the viscosity which also limits the diffusion of the liquid compounds according to the 

obstruction theory (Stroeve, 1975). The treatment of the oligomers as solid non-diffusing 

compounds which limits diffusion of the liquid compounds were adopted from Pfrang et al. 

(2011) which used KM-SUB to model degradation of an organic 12-component mixture with 

ozone.   

According to the obstruction theory the diffusivity of compound Xi, , is a function of the 

fraction of solid or semi-solid material and the diffusivity, , without any solid or semi-solid 

material (Eq. 19). The diffusivity of organic compounds can vary from ~10-5 cm2 s-1 in a liquid to 

~ 10-20 cm2 s-1 in a solid organic matrix (Shiraiwa et al., 2011).  

        (19) 

2.4.2 O3 diffusion and reactions with SOA 

The diffusion of O3 and potentially other oxidation agents between the particle bulk layers is 

equivalent to the treatment of other compounds (Eq. 15 and 16), except that we do not consider 

that the dissolved O3 in the particle phase take up a bulk volume of its own.   

The uptake of ozone from the gas phase to the particle surface is treated as a reversible adsorption 

process (Fig. 3). This approach was adopted from Shiraiwa et al. (2010). The surface 

accommodation coefficient of O3 is given by Eq. (20).  is the relative coverage of adsorbed 



O3 on the particle surface. The adsorption of O3 from the near surface gas phase (gs) to the 

sorption layer (so) and the desorption from the sorption layer to the near surface-gas phase is 

given by Eq. (21) and (22), respectively.  is the mean thermal velocity of O3 and is the 

desorption lifetime of O3. 

The transport velocity of O3 from the surface layer to the sorption layer is given by Eq. (23).  is 

the width of the monolayer thick surface layer and is the width of the sorption layer. Hence, 

 in Eq. (23) represents the average travel distance between the sorption and surface 

layer. The transport velocity of O3 from the sorption layer to the surface layer can then be 

calculated from Eq. (24).  is the Henry’s law coefficient of O3.  

      (20) 

        (21) 

          (22) 

          (23) 

        (24) 

Equations 25-27 form a differential equation system which describes the rate of change of the 

ozone concentration in the particle sorption layer, particle surface layer, and particle bulk layers. 

The chemical oxidation reactions between ozone and the organic compounds (Xi) are represented 

by the last term in Eq. (26) and Eq. (27), where the summation is over all compounds which react 

and consume O3 in the particle phase. The module also calculates the temporal evolution of the 

organic compounds (Xi) which are consumed by ozone and the organic compounds which are 

formed from the oxidation reactions (Yi) (Eq. 28 and 29). The diffusion of these compounds is 

treated by the kinetic multilayer module described in Sect. 2.4.1. 



    (25) 

         (26) 

          (27) 

         (28) 

         (29) 

Table 1 gives the values of different parameters used in the multilayer module for ozone uptake, 

diffusion and reactions within the particle phase. Most of the values were adopted from Table 1 

in Pfrang et al. (2011). 

The coupled ordinary differential equation system describing the temporal evolution of O3 and 

the concentration of compounds which are consumed or formed from the O3 oxidation is solved 

with the ode15s solver in MATLAB. 

3 Model applications 

In order to test and illustrate the capability of ADCHAM we apply the model to four different 

types of experiments which has been published by different research groups. In Sect. 3.1 we 

model the evaporation experiments of liquid dioctyl phthalate (DOP) particles from Vaden et al. 

(2011). The same experiments have already been modelled by Shiraiwa et al. (2012) with the 

KM-GAP model. In Sect. 3.2 we model the SOA formation, ammonia uptake, and organic salt 

(NH4RCOO) formation in the -pinene - NH3 - O3 experiments by Na et al. (2007). In Sect. 3.3 

we use ADCHAM to model the evaporation experiments of -pinene SOA particles by Vaden et 

al., (2011). Finally, we apply ADCHAM to a m-xylene oxidation experiment from Nordin et al., 

2012 (Sect. 3.4). These examples serve to illustrate the wide applicability of ADCHAM. 

For the simulations in Sect. 3.2-3.3 we model the condensational growth of particles formed by 

homogeneous nucleation using the condensation module described in Sect. 2.2.1 using the full 



moving method (see Sect. 2.2.4). We start with one particle size and add new particle size bins 

during the early stage of particle formation. The new particles are assumed to be composed of 

non-volatile SOA material and are introduced into the model at an initial diameter of 5 nm. 

Hence, in this work we do not treat the initial activation and growth of the formed molecular 

clusters. The new particle formation rate (J5nm) is assumed to be constant during the experiments. 

A new size bin is added for the time step when the smallest particle size grows larger than 10 nm 

in diameter. For the experiments which we simulate in this work the SOA mass (condensation 

sink) increases rapidly during the early stage of SOA formation. This effectively prevents the 

newly formed particles from growing and thus generally keeps the number of model particle size 

bins down to less than 20 (see Fig. S1 in the supplementary material).      

3.1 Simulations of DOP particle evaporation  

Before modelling complex multicomponent SOA particle formation, growth and evaporation we 

test ADCHAM on a simpler system: the evaporation experiments of liquid DOP particles from 

Vaden et al. (2011). The particles were evaporated in a 7 L evaporation chamber with 1 L of 

activated charcoal at the bottom of the chamber. The particle number concentration was kept low 

(~150 cm-3) in order to keep the gas phase concentration close to zero. Before the aerosol was 

introduced into the chamber it was passed through two charcoal denuders in order to remove all 

DOP in the gas phase (Vaden et al., 2011).      

Here we adopt the approach from Shiraiwa et al. (2012) who modelled the gas phase loss to the 

charcoal denuder using Fick’s first law on a laminar layer ( x) adjacent to the charcoal denuder 

on the bottom of the chamber. Since the layer thickness is poorly known, we modelled the 

DOP(g) loss rate using different laminar layer thickness (from 3 cm, which is the approximate 

half height of the chamber (Shiraiwa et al., 2012) to 0 cm (perfect gas phase loss)). Coagulation 

and particle wall losses were not considered. In this small chamber the wall losses can be 

substantial, however particles deposited on the chamber walls not coated with charcoal will likely 

continue to evaporate and contribute to the gas phase DOP. Neglecting the particle wall losses is 

equivalent to assume that the particles deposited on the walls behave as if they were still in the 

gas phase (Sect. 2.2.3).  



The assumption of neglecting coagulation for this case can be justified by modelling the 

Brownian coagulation loss rate of monodisperse aerosol particles with an initial concentration of 

150 cm-3. If the particles have a mode diameter of 100 nm or 1000 nm and a geometric standard 

deviation of 1.2 the number concentration decreases by 1.1 and 0.5 % after 24 hours, 

respectively.             

Vaden et al. (2011) and Shiraiwa et al. (2012) used a binary diffusion coefficient for DOP in air 

of 0.044 cm2 s-1 from Ray et al. (1988). This value was measured at a pressure of 98 Torr (0.13 

atm) which is lower than the vapour pressure used in the experiments from Vaden et al. (2011). If 

we instead use Eq. 13 in Ray et al. (1988) for the DOP gas mean free path as a function of 

pressure and temperature we arrive at a binary diffusion coefficient (DDOP) of 5.5x10-3 cm2 s-1 at 

296 K and 1 atm. This value is 8 times smaller than the value used by Vaden et al. (2011) and 

Shiraiwa et al. (2012).  When using this lower diffusion coefficient together with the Fuchs-

Sutugin transition regime correction factor (Fuchs and Sutugin, 1971) in ADCHAM we 

substantially underestimated the DOP evaporation rates for all particle sizes even with unity 

surface mass accommodation coefficients. Hence, instead we decided to estimate DDOP with the 

Chapman-Enskog theory (Chapman and Cowling, 1970) (in accordance with Zhang et al., 1993), 

or with the more simple Eq. (30) (Jacobson, 2005). With the Chapman-Enskog theory (see e.g. 

Rader et al., 1987) DDOP become 2.3 x10-2 cm2 s-1 while with Eq. 30 DDOP = 1.5x10-2 cm2 s-1 at 1 

atm and 296 K.  With DDOP of 1.5x10-2 cm2 s-1 and a laminar layer of 3.0 cm adjacent to the 

charcoal denuder wall we are able to reproduce the observed evaporation rates using unity mass 

accommodation, for all particle sizes except the 500 nm particles for which the laminar layer has 

to be decreased to 0.1 cm in order to not underestimate the evaporation rate (see Fig. 4). When 

we use a diffusion coefficient of 2.3 x10-2 cm2 s-1 the mass accommodation coefficient has to be 

less than unity (~0.5 for the 296 and 500 nm DOP particles) and (~0.25 for the 697 and 836 nm 

DOP particles) in order to get the model results in agreement with the measurements.  

From these simulations we can conclude that, to be able to constrain the values of the mass 

accommodation coefficient from evaporation experiments on low-volatility compounds (e.g. 

DOP), the binary diffusion coefficients and chamber wall effects need to be well constrained.        

        (30) 



Na is Avogadro’s number, di is the collision diameter of compound i (dDOP=0.86 nm), air is the 

density of air, Mair is the molar mass of air and Mi is the molar mass of compound i

(MDOP=390.56 g mol-1).  

3.2 Modelling of organic salt formation between carboxylic acids and ammonia 

Here we model the SOA formation in the -pinene – NH3 – O3 experiments by Na et al. (2007), 

in a dark indoor 18 m3 Teflon chamber. In the experiments CO (~200 ppm) was used as OH-

scavenger. The chamber was operated at a temperature of 21±1 °C, and dry conditions. For the 

simulations we use a RH of 5 % and a temperature of 21 °C. Once the -pinene and NH3 initial 

target concentrations were reached, the experiments started by injecting O3 for approximately 20 

minutes, to produce an O3 concentration of 200 ± 5 ppb. In the model, emissions corresponding to 

250 ppb unreacted O3 were added during the first 20 minutes, in order to simulate the 

experimental target O3 concentrations.   

In the experiments Na et al. (2007) observed a substantially higher SOA formation when NH3(g) 

was present. The authors also performed experiments on cis-pinonic acid (a common -pinene 

oxidation product), and found a dramatic increase in particle number and volume concentration 

when NH3 was added to the system. From these experiments they concluded that most of the 

observed SOA mass enhancement in the presence of NH3 could be explained by acid-base 

reactions which drive the carboxylic acids into the particle phase. Similar organic salt formation 

in the presence of NH3 was observed both at dry and humid conditions (RH=50 %).     

Several experiments were performed at initial NH3(g) concentration between 0-400 ppb and an -

pinene concentration of ~220 ppb (see Table 1 in Na et al., 2007). The formed aerosol particle 

mass increases when more NH3 is added. However, when the ammonia concentration exceeded 

200 ppb no substantial additional mass formation was observed. The reason for this could be that 

in principle all gas phase carboxylic acids already have formed particle mass at 200 ppb NH3 (Na 

et al., 2007).  

Recently, Kuwata and Martin (2012) conducted experiments with an Aerosol Mass Spectrometry 

(AMS) on SOA formed from ozonolysis of -pinene at low and high relative humidity (RH<5% 

and RH>94%). In these experiments, the -pinene SOA particles were formed at dry conditions 

before they were exposed to varying degree of humidification and ammonia (see Fig. 1 in 



Kuwata and Martin, 2012). An ~10 times greater uptake of ammonia was observed at high RH 

compared to low RH, which was attributed to a more rapid diffusion uptake of ammonia in the 

less viscous humidified aerosol particles. However, since the gas phase was not removed from 

the aerosol between the generation and the exposure to ammonia, part of the ammonia uptake 

could be attributed to reactive uptake of NH3 and organic acids from the gas phase (Kuwata and 

Martin, 2012).  

In this work we model the organic salt formation between ammonium and carboxylic acids as a 

process occurring in the particle surface layer and particle bulk and not in the gas phase. The 

partitioning of carboxylic acids and ammonia between the gas phase and particle surface layer are 

modelled as separate pH dependent dissolution processes using the condensation/evaporation 

module (Sect. 2.2.1). The amount of organic acids, ammonia/ammonium and organic salts which 

exists in the particles depend on the pure-liquid saturation vapour pressures or Henry’s law 

constant (KH), acid dissociation constants (Ka), activity coefficients, surface tension (Barsanti et 

al., 2009) and the solubility product of the formed salts (Ks) (R9-R13). The aerosol particle 

formation will be favoured by low pure-liquid saturation vapour pressures of the carboxylic 

acids, large solubility (Henry’s law coefficient) of NH3, large difference between the carboxylic 

acids and NH4
+ Ka values (Greaves and Drummond, 2008) and low solubility of the formed salts 

(Ks).  

         (R9) 

     (R10) 

       (R11) 

    (R12) 

   (R13) 

Table 2 lists different model parameter values used for the base case simulations in this section. 

The Ka values are unknown for most carboxylic acids, even in aqueous solutions. However, for 



two major ozonolysis products (cis-pinic acid) and (cis-pinonic acid) (Hallquist et al., 2009), the 

estimated aqueous pKa values were found in the literature (see e.g. Hyder et al., 2012 and 

Barsanti et al., 2009). These acids have nearly the same pKa values (~4.6). Hence, in this work we 

will assume that all carboxylic acids from -pinene ozonolysis which partition into the particle 

organic rich phase have pKa values equal to 4.6.  

Unfortunately we could not find any values of solubility products between carboxylic acids and 

ammonium in the literature. Hence, we decided to define an effective solubility product (Ks
*) as 

the product between the ammonium concentration and the total deprotonated carboxylic acid 

concentration ([RCOO-]tot) (Eq. 31). Ks
* was used as an unknown parameter which we varied in 

order to find the best agreement between the model and measurements. 

             (31) 

If not otherwise specified, the pure-liquid saturation vapour pressures of the organic compounds 

were estimated with the SIMPOL method, Ks
* was set to 0.1 mol2 m-6, and the NH4RCOO salts 

were mixed with the other organic compounds (no separate phase). Because the interactions 

between the NH4RCOO and other organic compounds and inorganic ions are unknown (see Sect. 

2.3.1), NH4RCOO was not considered to influence the activity coefficients of the other 

compounds. However, as a second extreme condition we performed simulations where we treated 

NH4RCOO and the other organic compounds + inorganics as two completely separate phases 

(liquid-liquid phase separated or NH4RCOO as crystalline salts (see Sect. 1)). The diffusion 

coefficients for monomer SOA and ammonia/ammonium were estimated with the Stoke-Einstein 

relationship using a viscosity of ~108 Pa s (see Sect. 1). Because the viscosity of the SOA is 

uncertain and depend on the experimental conditions and time of ageing, we also performed 

simulations with less viscous particles (D0,monomer,SOA=10-15 cm2 s-1, D0,ammonium=10-13 cm2 s-1).  

In Table 3 we have listed the measured and model initial concentrations, concentration change of 

ozone ( [O3] = [O3]max - [O3]t=6h) and -pinene [ -pin.], and SOA yields. Figure 5 shows the 

modelled temporal evolution of the -pinene, O3, NH3 and OH concentrations in the gas phase. 

The O3 concentration rises during the first 20 minutes while O3 is continuously applied to the 

chamber. The OH concentration reaches a maximum of ~106 molecules cm-3 at the same time as 

the maximum O3 concentration. Hence, according to the model the experiments with CO as OH 



scavenger is not a pure O3 oxidation experiments, but a fraction of the -pinene and the oxidation 

products are also oxidized with OH. Figure S2 in the supplementary material shows the 

cumulative fraction of reacted -pinene which was oxidized by O3 during the evolution of the 

experiment. In the beginning of the experiment only 86 % of the consumed -pinene was 

oxidized by O3, while at the end of the experiment 92 % of the consumed -pinene was oxidized 

by O3.   

In Fig. 6 we compare the modelled and measured SOA yields from experiments conducted with 

approximately 220 ppb -pinene, 200 ppb O3 and varying initial NH3 concentrations. The model 

results in Fig. 6a is from the base case simulation set-up (Table 2). Figure 6b shows model results 

from simulations performed with pure-liquid saturation vapour pressures from Nannoolal et al. 

(2008). The results in Fig. 6c are from model runs with unity activity coefficients (Raoult’s law 

for ideal solution) and Fig. 6d shows results from simulations with less viscous particles 

(D0,monomer,SOA=10-15 cm2 s-1, D0,ammonium=10-13 cm2 s-1 and D0,NH4RCOO=0 cm2 s-1). For a particle 

with a diameter of 250 nm these values of the diffusion coefficients give an e-folding time of 

equilibration of 2.6 minutes for NH3 and 4.4 hours for SOA monomers.  

For the base case simulations the agreement between the modelled and measured SOA mass and 

SOA yields are surprisingly good, both with and without addition of NH3. One reason for this is 

that the organic salt effective solubility product (Eq. 31) was used as a model fitting parameter. 

However, in order for the model to agree with the measurements the amount of semi-volatile 

carboxylic acids formed from the -pinene oxidation still needs to be reasonably well predicted, 

which seems to be the case. Figure S3 in the supplementary material shows the modelled 

temporal evolution of the total carboxylic acid concentration (gas + particle phase). 

We find the largest difference between the model runs, and between the model and 

measurements, when we use the pure-liquid saturation vapour pressure method from Nannoolal et 

al. (2008) instead of SIMPOL (Pankow and Asher, 2008) (Fig. 6b). The model then 

underestimates the SOA mass with ~200 g m-3 (~30 %), irrespectively of the amount of NH3

added.  

Figure S4 in the supplementary material shows a comparison of the volatility basis set (VBS) 

parameterization from Pathak et al. (2007) and VBS parameterizations which we have derived 



from the MCMv3.2 condensable -pinene oxidation products using either the method from 

Nannoolal et al. (2008) or SIMPOL. The MCMv3.2 -pinene oxidation product VBS 

parameterizations are given both for CO and cyclohexane as OH-scavenger. The VBS 

parameterizations show large differences both between the vapour pressure methods and the type 

of OH scavenger used. By comparing the VBS parameterizations we can conclude that SIMPOL 

gives the largest SOA mass at high -pinene concentrations (this work). However, at low 

(atmospherically more realistic) -pinene concentrations the Nannoolal method will give the least 

volatile SOA and highest SOA mass.  

Barley and McFiggans, 2010 have shown that the uncertainties of the calculated pure-liquid 

saturation vapour pressures are large, especially for low-volatility compounds with several 

functional groups. However, because of other large uncertainties, e.g. oligomerization processes 

and gas phase chemistry mechanisms (see Sect. 1), we cannot predict which of the two liquid 

saturation vapour pressure methods that give the most realistic vapour pressures. In Sect. 3.3 we 

illustrate how the estimated volatility of the -pinene gas phase oxidation products can have 

substantial effects on the particle evaporation loss rates. 

In contrast to the vapour pressures, the modelled activity coefficients have only small influence 

on the simulated SOA mass formation (compare Fig. 6a and 6c). This is consistent with the 

conclusions from McFiggans et al. (2010), and Zuend and Seinfeld (2012) for conditions without 

dissolved inorganic ions and low relative humidity. The mass difference between the model runs 

([OAideal]-[OAactivity]) is small without added NH3, but increases when the free particle 

ammonium concentration increases. The reason for this is that the dissolved ammonium ions 

generally increase the organic molecule activity coefficients (salting-out effect). At atmospheric 

more realistic relative humidities (>30 %), salt effects which either cause liquid-liquid phase 

separation or drive the organic compounds out from the particles, may have large effects on the 

SOA formation (see e.g. Zuend and Seinfeld, 2012). 

If we assume that the SOA is less viscous (Fig. 6d), the mass yields are slightly larger (60.7 % 

compared to 57.5% without NH3 addition, and 69.1 % compared to 67.0 % when 200 ppb NH3 is 

added at the start of the experiments).  



Figure S5 in the supplementary material shows the total SOA mass and NH4RCOO mass for 

varying initial NH3 concentration, Ks
* = 0.01 or 0.1 mol2 m-6 and semi-solid SOA particles. As 

expected the NH4RCOO mass concentration, and the total particle mass increases when Ks
* is 

lowered. However, for 200 ppb NH3 the difference becomes negligible since almost all 

carboxylic acids are anyhow found in the particle phase. The results also reveal a moderate 

salting-out effect of the ammonium on the SOA (see the decrease in the total particle mass with 

increasing NH3 when Ks
*=0.01 mol2 m-6).   

In order to test which processes that can explain the observed NH3 uptake in -pinene SOA 

particles, exposed to NH3(g) after particle formation (Kuwata and Martin, 2012 and Na et al., 

2007), we also performed simulations where the SOA particles were allowed to age for 6 hours 

before they were exposed to 200 ppb NH3(g).  To test the effect of mass transfer limited uptake of 

NH3, the particles were either treated as glassy solids (no mixing) or semi-solids 

(D0,monomer,SOA=10-15 cm2 s-1, D0,ammonium=10-13 cm2 s-1).  

In Fig. 7a the temporal evolution of the modelled SOA mass from these simulations are shown. 

As a comparison, the results from simulations with 200 ppb NH3(g) added at the start of the 

experiments are also plotted. After the addition of NH3, the SOA mass increases rapidly both 

with and without mass transfer limited diffusion uptake in the particles (semi-sold or solid 

particles). This indicates that the rapid uptake of NH3(g), by the particles, mainly is caused by 

reactive uptake of carboxylic acids(g) and NH3(g) and not by the diffusion of NH3/NH4
+ into the 

particle bulk. However, the temporal evolution of the formed NH4RCOO salts and dissociated 

and non-dissociated carboxylic acids (Fig. 7b), reveal that the mass of  NH4RCOO salts formed 

in the semi-solid particles are twice as high, and the carboxylic acid mass concentration is 

substantially lower, than if treating the SOA as solid. This difference is attributed to the mass 

transfer limited uptake and reaction of NH3/NH4
+ with the carboxylic acids found in the semi-

solid particle bulk interior. 

However, although the NH4RCOO concentration becomes higher if the particles are semi-solid 

(less viscous), the total aerosol mass 3 hours after the addition of ammonium is lower than if the 

particles are solid (compare simulation Nr. 4 and 5 in Fig. 7a). The reason for this is the salting-

out effect of NH4
+ which causes the nonpolar organic compounds to evaporate. For these 

simulations, the salting-out effect is mainly important if both the NH3/NH4
+ and the organic 



compounds can be transported between the bulk and particle surface layer. In the laboratory 

experiments (see Fig. 2a in Na et al., 2007) no SOA mass loss could be seen after the NH4RCOO 

formation. This experiment continued less than 1 hour after the addition of NH3, but it at least 

indicates that the mixing of organic compounds within the particle phase is mass transfer limited, 

and/or that the NH4RCOO salts form a separate phase, which limits the salting-out of other SOA 

compounds from the particles to the gas phase.       

Figure 7a also shows the simulated SOA mass formation when we treat the NH4RCOO salts as a 

separate phase (e.g. crystalline salt) which other condensable organic compounds cannot dissolve 

into. When NH3(g) is added during the start of the experiments the difference between the model 

runs with and without a separate NH4RCOO phase is relatively small. However, if the NH3(g) is 

added after the solid SOA particles have formed, only a moderate SOA mass increase is 

accomplished (~9 %). This is in sharp contrast to the results from the simulations with solid 

particles and only one organic phase (mass increase of ~39 %). The reason for this is that the 

ammonium salts are enriched in the particle surface layer, and if no other compounds can 

dissolve into this phase their uptake is limited. On the other hand if NH4RCOO is part of a single 

amorphous organic phase, it will lower the mole fractions of the other compounds and hence 

increase (at least for ideal conditions) the uptake of them (see Eq. 2). This is the reason why the 

total SOA mass increase is larger (~270 g m-3, ~39 %), than the increase explained purely by the 

carboxylic acids and NH4RCOO (46+84=130 g m-3, ~19 %) (see simulation Nr. 4 in Fig. 7a and 

Fig. 7b). Na et al. (2007) observed a mass increase of 15 % when 1000 ppb NH3 was added after 

the -pinene SOA particle mass formation had ceased. This increase is larger than the modelled 

increase when considering complete phase separation between NH4RCOO and the other 

condensable organic compounds, but substantially smaller than for the simulations with only one 

organic phase. This indicates that in reality, there will neither be perfect (ideal) mixing between 

NH4RCOO and the other condensable organic compounds, nor a complete phase separation.   

Figure 8 shows a) the modelled pH, b) the total ammonium mass fraction (free and bonded in 

ammonium salts), c) the NH4RCOO mass fraction and d) the carboxylic acid mass fraction 

([RCOO-]+[RCOOH]) for a semi-solid SOA particle, at different distances from the particle core. 

The figure includes results from simulations with initial NH3(g) concentrations of 50, 100 and 

200 ppb, respectively, and at 1 or 6 hours of ageing. A large fraction of the SOA formed early 



during the experiments are due to condensation of carboxylic acids. This explains the large mass 

fractions of carboxylic acids and the lower pH in the particle cores (Fig. 8a-b). For the 

simulations with 200 ppb NH3, a large fraction of the carboxylic acids and ammonium form salts 

(Fig. 8c), while when only 50 ppb NH3 is added, ammonium salts are only present during the 

early stage of particle formation, when the carboxylic acid mass fraction is large. Because of the 

assumed relatively rapid mixing of ammonium (e-folding time of a few minutes), the free 

ammonium concentration (not bound in organic salts) are almost constant in all particle layers. 

Hence, the differences in the NH4RCOO concentrations between different layers are largely 

caused by differences in the carboxylic acid concentrations, which even after 6 hours of ageing 

are not uniformly mixed. 

Form the simulations in this section we can conclude that ADCHAM (with the pure-liquid 

saturation vapour pressures from SIMPOL and activity coefficients from AIOMFAC), are able to 

reproduce the observed SOA formation at different concentrations of NH3(g). With NH3 present 

during the formation, reactive uptake of carboxylic acids contributes substantially to the modelled 

early growth of the particles formed by homogeneous nucleation. However, because of the 

relatively high concentrations, we cannot conclude whether this mechanism is important in the 

atmosphere. 

3.3 Evaporation of -pinene SOA  

Now we will use ADCHAM to explore which processes are responsible for the slow and size 

independent evaporation loss rates of -pinene SOA particles observed by Vaden et al. (2011). -

pinene SOA particles were produced in a 0.1 m3 Teflon chamber during dark conditions with 

~200 ppb -pinene, ~250 ppm cyclohexane as OH-scavenge and ~500 ppb O3. The particles were 

formed by homogeneous nucleation and allowed to age for approximately 1.5 hours until they 

stopped growing (fresh particles). Alternatively, the particles were aged for 10-15 hours (aged 

particles). After this, monodisperse aerosol particles were selected with a differential mobility 

analyser (DMA), the aerosol was then passed through two charcoal denuders (residence time ~2 

minutes) before the particles were introduced at low concentration (~10-200 cm-3) into the 

evaporation chamber described in Sect. 3.1 (Vaden et al., 2011). Vaden et al. also studied the 

evaporation of -pinene SOA particles coated with DOP. These particles were formed in the 

presence of DOP liquid at the bottom of the chamber. For these experiments the SOA and DOP 



were not mixed and the SOA particles acquired a few nm thick coating of DOP (Vaden et al., 

2010).  

Vaden et al. (2011) showed that the evaporation rate of the pure -pinene SOA particles is more 

than 100 times slower than expected from modelled evaporation rates of liquid-like monomer 

SOA. The observed evaporation can be divided into two stages. In the first stage (~100 min) a 

relatively slow evaporation of SOA material occurs (~50 % of particle mass removed). After this 

a second stage is reached where the SOA mass loss rate is even slower (additionally 25% of 

their initial mass are lost after 1 day of ageing). Another interesting finding is that the evaporation 

rates are almost size-independent. Vaden et al. (2011) concluded that the slow and nearly size 

independent evaporation loss rates indicate that the SOA particles are not liquid-like. Slow 

evaporation of -pinene SOA particles have also been observed by Grieshop et al. (2007).  They 

concluded that the evaporation might be limited by mixing effects, mass transfer limitations and 

decomposition of weakly bonded oligomers.  

Here we use ADCHAM to examine which processes that can be responsible for the slow 

evaporation rates measured on fresh and aged -pinene SOA particles (Vaden et al., 2011). It is 

important to mention that even though we sometimes use a very specific mechanism in 

ADCHAM (e.g. hemiacetal formation (R3)), we may only conclude about whether this type of 

mechanism (e.g. oligomerization in general) is important or not. The processes which we will 

evaluate with ADCHAM are listed below. 

1) Vapour pressures of the condensable monomers (pure-liquid saturation vapour pressure 

method). 

2) Slow and non-perfect mixing within the semi-solid amorphous SOA particles. 

3) Oligomerization in the surface and particle bulk layers and reversible decomposition back 

to monomers. 

4) Accumulation of low volatility oligomers at the particle surface, creating a coating material 

which protects the more volatile monomer SOA from evaporating.  

5) Non-perfect removal of gas phase compounds in the charcoal denuder evaporation 

chamber.  



We will test three main hypotheses (H1-H3) which possibly can explain the observed evaporation 

losses:  

H1) The observed evaporation rates are controlled by the volatility of the condensing monomer 

SOA formed in the gas phase in combination with non-perfect mixing within the semi-solid 

amorphous particle phase. The particle size independent SOA formation can be explained by 

generally less volatile monomer SOA in the smaller particles caused by the Kelvin effect in 

combination with a large condensation sink (see e.g. Roldin et al., 2011b). 

H2) Formation of small amounts of non-volatile oligomer SOA (a few mass %) which 

accumulate in the particle surface layer (analogous to the DOP coating found by Vaden et al., 

2010) protects the more volatile monomer SOA from evaporation. The initial oligomer surface 

coating material is formed at the particle surface by a reactive uptake process (e.g. R1b and R2b). 

When the aerosol is introduced in the evaporation chamber the formation of this coating material 

stops. The first stage evaporation of the SOA particles is governed by the decomposition of this 

coating material back to volatile monomer SOA.  Upon evaporation more oligomer SOA is added 

to the surface layer from the bulk phase. This oligomer SOA is more long lived than the initial 

surface oligomer coating material. The second evaporation stage starts when the initial oligomer 

coating material has been lost and been replaced by the oligomer from the bulk phase.  

H3) A large fraction (~50 %) of the SOA from -pinene ozonolysis is low-volatility oligomers 

(see e.g. Gao et al., 2004). During the first evaporation stage the monomer SOA is lost. The 

relatively slow evaporation during this stage may be explained by oligomer SOA which 

accumulates in the particle surface layer when the monomer SOA is evaporating. The bulk phase 

oligomer SOA is less viscous than in H2 and is at least partly mixed by diffusion with the more 

liquid-like monomer SOA. The second slow evaporation stage starts when almost all monomer 

SOA has been lost. During the second evaporation stage the evaporation rate is mainly 

determined by the oligomer decomposition rate, formation rate and how rapidly the oligomer 

degradation products (monomers) are transported from the bulk to the surface layer. 

For all simulations presented in this section the monomer SOA mass accommodation coefficients 

were assumed to be proportional to the particle surface area not covered by non-volatile oligomer 

SOA (1- ) (Eq. 18). In the model we used a temperature of 23 °C, an RH of 5 % and a pressure 



of 1 atm for all simulations. The laminar layer width adjacent to the charcoal denuder in the 

evaporation chamber was assumed to be 0.1 cm if not otherwise specified (see Sect. 3.1). If not 

otherwise specified, the pure-liquid saturation vapour pressures were estimated with the SIMPOL 

model. Particles of different sizes were formed by homogeneous nucleation and were allowed to 

grow in the presence of each other. After 1.5 hours or 12 hours of ageing (fresh or aged aerosol) 

100 cm-3 of one particle size was introduced into the modelled charcoal denuder chamber and 

allowed to evaporate by continuous removal of the gas phase compounds. No wall losses were 

considered (see discussion in Sect. 3.1 and Sect. 3.4).        

3.3.1 Evaporation of pure monomer SOA particles (H1) 

We start to model the evaporation loss of pure monomer -pinene SOA particles. The pure-liquid 

saturation vapour pressures used in Eq. (2) were derived with the SIMPOL (Pankow and Asher, 

2008), Nannoolal et al. (2008) vapour pressure methods or the semi-empirical 7-product model 

(VBS) parameterization from Pathak et al. (2007). The last method was also used by Vaden et al. 

(2011). In Sect. 3.2 we showed that the vapour pressure method can have a profound influence on 

the modelled SOA mass formation from -pinene ozonolysis (Fig. 6 and Fig. S4 in the 

supplementary material). Here we evaluate their influence on the modelled evaporation loss rates 

of two different particle sizes (~150 nm and ~250 nm) (Fig. 9). The model results in Fig. 9 are 

from simulations with liquid-like SOA (Dmonomer=10-10 cm2 s-1) or solid-like SOA particles with 

negligible mixing (Dmonomer=0 cm2 s-1). In Fig. 9a the results are from simulations with the VBS 

from Pathak et al. (2007), Fig. 9b shows the results when we use SIMPOL and Fig. 9c results 

from simulations with the Nannoolal method. In Fig. 9d, we compare the modelled evaporation 

loss rates (for solid-like amorphous SOA particles with the Nannoolal vapour pressure method) 

with or without Kelvin effect, with a laminar layer adjacent to the charcoal denuder of 0.1 or 3 

cm.  

In all model runs except with the Nannoolal method and solid-like amorphous particles the 

evaporation rates are more than ~100 times faster than the observations. According to the curve 

fitted to the measurements only ~3 % of the SOA mass is lost during the first 2 minutes. 

However, in the model runs with almost perfect gas phase removal ( x = 0.1 cm) 20-80 % are 

lost, depending on vapour pressure method, the particle size and if the SOA is liquid (l) or solid 

(s) like.     



Another difference is that the observed evaporation loss rate is almost linear for the first 30 

minutes while in all model runs with a x of 0.1 cm the loss rate is first very rapid and then slows 

down. This is because (in the model) the formed SOA material is composed of material with 

different volatility. Hence, the most volatile material is lost first and the less volatile material is 

enriched in the particle phase. Even if the SOA would be formed from only one or a few 

compounds with almost the same vapour pressures, the evaporation loss rate would be size 

dependent (see Sect. 3.1).  

The least volatile MCMv3.2 organic compound which contributes to a few mass % of the SOA 

formation both with the Nannoolal method and SIMPOL is 6-hydroperoxy-1-hydroxy-5-

(hydroxymethyl)-6-methylheptane-2,3-dione (in MCMv3.2 called C922OOH). This compound 

has a vapour pressure as low as 7.5x10-8 Pa (at 298 K) when calculated with the Nannoolal et al. 

method, while with SIMPOL we arrive at a vapour pressure of 2.2x10-6 Pa (at 298 K). If the SOA 

particles are considered to be solid or semi-solid this compound accumulates in the particle 

surface layer upon evaporation and limits the loss of the other more volatile compounds. Because 

the vapour pressure of C922OOH is 30 times lower with the Nannoolal method than with the 

SIMPOL method the evaporation loss rate of solid or semi-solid SOA particles become much 

slower, even though most of the other SOA mass is less volatile with the SIMPOL method (see 

Fig. S4 in the supplementary material).   

In the chamber experiments and model runs the small and large particles grow by condensation in 

the presence of each other. Because of the Kelvin effect and the large condensation sink the small 

particles take up less of the more volatile compounds and thereby contain relatively more of the 

low-volatility compounds (~4.0 % C922OOH for a 150 nm particle and ~2.8 % C922OOH for a 

250 nm particle, with the Nannoolal method). Hence, if not accounting for the Kelvin effect the 

difference between the modelled evaporation loss rates of a 150 nm and 250 nm particle is 

approximately twice as big (Fig. 9d).  

In Fig. 9d we have also included the modelled evaporation rates of solid-like amorphous SOA 

particles (~150 and ~250 nm in diameter) when the gas phase removal to the charcoal denuder is 

less effective ( x=3.0 cm). For these simulations the modelled first evaporation stage is in better 

agreement with the measurements, although the evaporation rate depends on the particle size. The 



second slower evaporation stage is still substantially faster in the model than in the 

measurements. 

From the model simulations of H1 we can conclude that it is unlikely that the observed 

evaporation rates can be explained purely by incomplete mixing and the vapour pressure 

controlled evaporation of SOA monomers. We can also conclude that if the amorphous SOA 

particles are very viscous (as indicated by the resent measurements by Abramson et al. (2013), 

see Sect. 1) small amounts of low-volatility compounds accumulating in the particle surface (e.g. 

oligomers) will have large influence on the SOA evaporation loss rate. If these compounds form 

in the gas phase (e.g. R5) their relative contribution to the SOA mass will be larger in the small 

particles because of the Kelvin effect.     

3.3.2 Evaporation of semi-solid SOA particles with an oligomer coating (H2) 

Now we turn to hypothesis 2 where we examine whether the measured slow evaporation loss rate 

could be governed by the decomposition of a protective surface oligomer monolayer. In contrast 

to the vapour pressure limited evaporation (H1), this can be a particle size independent process.  

Liggio and Li (2006) found that pinonaldehyde (which is relatively volatile) is rapidly taken up 

on acidic aerosol surfaces due to formation of organosulfates. In the experiments by Vaden et al. 

(2011) no acid seed aerosol was used. However, uptake of carboxylic acids can still give a 

weakly acidic environment. Hence, possibly adsorption of pinonaldehyde (or some other gas 

phase organic compounds) followed by acid catalysed oligomerization could potentially form a 

low-volatility coating. Alternatively, low-volatility dimers may form in the gas phase (e.g. R5) 

and then adsorb on the particle surfaces. Such a coating could possibly explain why the 

evaporation rate during the first evaporation stage is slower in the measurements than for the 

modelled monomer SOA particles (Fig. 9).  

In order to test H2 we decided to model the oligomer surface layer coating by reactive uptake of 

pinonaldehyde. However, as mentioned above the proposed surface layer oligomer coating may 

also be formed by other mechanisms. We assume that pinonaldehyde can form oligomer with any 

organic monomer molecule containing a hydrogen peroxide or aldehyde functional group (R1b 

and R2b). We also assume that the surface layer oligomer material form a separate organic phase 

at the particle surface with a relative surface coverage ( . This oligomer coverage decreases the 



surface mass accommodation coefficient of the monomer SOA compounds and also limits the 

amount of monomer SOA present at the particle surface. Since the monomer SOA compounds 

are not condensing on the particle surface area covered with the oligomers and the oligomers are 

assumed to have a negligible diffusion rate, they will not be incorporated into the particle bulk 

phase.  

Here we simply model the reactive uptake of pinonaldehyde by assuming that the adsorbed 

pinonaldehyde concentration at the oligomer-free particle surface (1- ) is proportional to the 

pinonaldehyde gas phase concentration ( ). Hence, with the particle surface monolayer 

concentration of reactive monomers (cm,i(p.s.)) in unit molecules cm-3 and the gas phase 

pinonaldehyde concentration in unit molecules cm-3, the reactive uptake rate (surface layer dimer 

formation rate) is given by Eq. (32).   

      (32) 

The formed particle surface oligomers are decomposed back to monomers using a first order 

degradation rate constant ( ) (see Eq. 12).  The degradation and formation rate constant 

of surface layer and bulk layer oligomers are unknown parameters which we use to fit the model 

to the measurements.  

The first results which we will present are from simulations where we consider three different 

oligomerization mechanisms in the particle bulk phase, peroxyhemiacetal formation (R1a), 

hemiacetal formation (R3) and ester formation (R4). With these three oligomerization 

mechanisms included almost all SOA monomers can potentially form oligomer SOA. We use the 

same oligomerization rate constant  for all three mechanisms. The relative amount of 

oligomer SOA is mainly determined by the formation and decomposition rates, the time of 

ageing, the evaporation of monomer SOA, and to less extent by the monomer composition.       

In Fig. 10 we compare the modelled and observed evaporation loss rates of fresh and aged -

pinene SOA particles. The model results are from simulations where the monomer SOA is treated 

as semi-solid and the oligomer SOA as solid non-mixing material (D0,monomer=5x10-17 cm2 s-1, 

D0,dimer =0 cm2 s-1).    



For the model results presented in Fig. 10 we used a first order decomposition rate of 3/2 h-1 for 

the oligomers formed by the reactive uptake of adsorbed pinonaldehyde (R1b and R2b). The 

oligomers formed in the bulk particle phase (R1a, R3 and R4) were assumed to be more long 

lived (kd = 1/3.2 h-1). The surface layer dimer formation rates in Eq. (32) were set to 3x10-15 cm3

molecules-1 and the bulk phase oligomerization rates to 1.2x10-27 cm3 molecules-1 (not acid 

catalysed). With these oligomerization rates the particles acquire almost a complete monolayer 

thick coverage of dimers (~90 %) at the surface layer and ~3 % of bulk phase oligomer SOA 

(independent of particle size) at the time when the particles are introduced into the evaporation 

chamber (see Fig. S6).  

Due to the almost complete surface layer dimer coverage only little monomer SOA material 

needs to evaporate in order for the particle surface layer to be completely covered with dimer 

SOA. This is the reason why the model (when using SIMPOL) is able to capture the fairly slow 

initial evaporation loss rate. With the Nannoolal method the model substantially underestimates 

the initial evaporation rate. The reason for this is the small fraction of low-volatility monomer 

compounds which accumulates in the particle surface layer (see Sect. 3.3.1). We also performed a 

simulation with the Nannoolal method and without oligomerization by reactive uptake of 

adsorbed pinonaldehyde. However, for this simulation 250 nm particles lose ~20 % of their mass 

within 2 minutes of evaporation, which is not consistent with the measurements (see Fig. S7 in 

the supplementary material).    

Because the gas phase is effectively removed in the evaporation chamber the reactive uptake of 

pinonaldehyde stops (Eq. 32) and the oligomer SOA is gradually lost during the first evaporation 

stage. After approximately 2 hours of evaporation almost all short lived oligomer SOA (in the 

surface layer) has been lost and replaced by the longer lived and continuously formed bulk phase 

oligomer SOA (see Fig. S7b). This is when the second slow evaporation stage starts. The 

evaporation rate is now mainly determined by the decomposition rate of the oligomer SOA in the 

surface layer and hence is almost independent of the particle size (Fig. 10). However, with 

approximately the same mass fraction of bulk phase oligomer SOA, a larger mass fraction of the 

small particles needs to evaporate in order for their surface layer to be filled with the longer lived 

oligomer SOA from the bulk phase. Hence, if the first evaporation stage should be nearly the 

same independent of particle size the oligomer bulk mass fraction (before evaporation) needs to 



be larger in the small particles than the large ones. This could be the case if the SOA monomer 

compounds which form oligomer are more concentrated in the small particles or if the small 

particles are more acidic than the large ones.  

Indeed there are some differences in the modelled chemical composition between the small and 

large particles formed by homogeneous nucleation (see Fig. 11). A large fraction of the SOA 

formed early during the homogeneous nucleation experiments are carboxylic acids. Therefore, 

the large particles contain more carboxylic acids (Fig. 11a). However, there will probably also be 

some contamination of trace amounts of NH3 (g) present during the early stage of particle 

formation (see Kuwata and Martin, 2012). Hence, more ammonium will be dissolved in the large 

particles as well (Fig. 11c). For the results presented in Fig. 11 we used an initial NH3(g) 

concentration of 100 ppt, a SOA monomer diffusion coefficient of 5x10-17 cm2 s-1 and an 

ammonium diffusion coefficient of 2x10-15 cm2 s-1. We believe that it is reasonable to assume that 

the small ammonium molecules are mixed more rapidly between the particle layers than the 

carboxylic acids. However, we do not know how fast the ammonium molecules are mixed. 

Hence, it is not obvious whether it is the large or small particles which will be most acidic. For 

the simulation set up used to produce the results presented in Fig. 11 the pH is slightly lower near 

the particle surface and slightly higher near the particle core in the small particles compared to 

the larger ones (Fig. 11b). The reason for this is that the ammonium dissolved early during the 

particle formation event is gradually mixed out into the outermost particle layers (Fig. 11c), while 

the carboxylic acids stay close to the particle centre.  Because of the higher carboxylic acid 

concentration in the particle core of the large particles, the ester dimer concentration becomes 

slightly higher in these particles. However, the modelled oligomer concentrations closer to the 

particle surface (which influence the evaporation loss rates) are almost independent of the particle 

size (Fig. 11d).    

Another substantial difference between the model and the measurements is that the evaporation 

rates for the modelled aged particles are much slower than for the fresh, which is not seen in the 

measurements (Fig. 10). In the model the oligomer mass concentrations continue to increase for 

~10 hours after the particles are formed (see Fig. S8 in the supplementary material). At 12 hours 

of ageing the oligomer SOA bulk mass fraction is ~15 % compared to ~3% at 1.5 hours. Hence, 

(in the model) much less SOA monomer mass needs to evaporate from the aged particles before 



the particle surface layer is dominated by oligomer SOA. This disagreement between model and 

measurements could be an indication that only a small fraction of monomer SOA compounds can 

form oligomer, and that the formation is relatively rapid.  

We have now illustrated that if the oligomer mass fraction is approximately the same in small and 

large semi-solid SOA particles, more monomer SOA is evaporated from the small particles than 

from the large ones during the first evaporation stage. Hence, in order to explain the observed 

particle size independent evaporation loss rates, the mass fraction of oligomer SOA may need to 

be larger in the small particles than the large ones.  

In Sect. 3.3.1 we found that that the relative mass fractions of the least volatile condensable 

compounds increase with decreasing particle size. Hence, if low-volatility dimers are formed in 

the gas phase (e.g. by peroxy radical termination reactions R5), or if it is the least volatile 

monomers which preferentially form oligomer SOA in the particle phase, the oligomer SOA 

mass fraction will increase with decreasing particle size. Low volatility organic compounds 

generally contain more functional groups which can be involved in different particle phase 

oligomerization processes. We will now test whether bulk phase oligomerization between the 

least volatile monomers or dimer formation in the gas phase (R5) potentially could explain the 

size independent evaporation loss rates measured by Vaden et al. (2011).  

In order to accomplish an almost particle age independent evaporation loss rate, we now use a 

relatively rapid oligomerization formation rate (kf=10-23 cm-3 molecules) between the two least 

volatile MCMv.3.2 -pinene oxidation products which have a substantial contribution to the SOA 

formation (C922OOH and C921OOH). Figure S9 in the supplementary material shows the 

modelled concentrations of these two compounds for two different particle sizes at different 

distances from the particle centre. The model results in Fig. S9 are from a simulation with 

D0,monomer=5x10-17 cm2 s-1 and no bulk phase oligomerization. In order to reproduce the second 

slow evaporation stage we now use an oligomer degradation rate of 1/18 h-1.     

Figure 12 shows the modelled evaporation loss of fresh and aged SOA particles with diameters of 

~130 nm and ~240 nm, when considering oligomerization between C922OOH and C921OOH, 

and surface layer oligomerization by reactive uptake of pinonaldehyde (Eq. 32).  Now the 

modelled evaporation loss rates are only slightly larger for the small particles and the ageing has 



only a moderate influence on the evaporation loss rates. During the first evaporation stage the 

modelled evaporation loss is slightly smaller than the observations. This may be explained by a 

slightly too high low-volatility bulk phase oligomer concentration in the modelled particles. The 

oligomer mass fractions in the different particle layers (for two different particle sizes), at the 

start and after 1 hour of evaporation is given in Fig. S10 in the supplementary material.   

Finally we will also examine whether dimer formation in the gas phase (R5) followed by 

condensation of these low-volatility compounds could explain the observed slow and size 

independent evaporation loss rates. The MCMv3.2 -pinene + cyclohexane gas phase chemistry 

include 146 different peroxy radicals (RO2) which react with each other. Because of the large 

number of peroxy radicals in MCM a simplified approach is needed when considering the 

reactions between them. In MCMv3.2 each RO2 is assumed to react with all other peroxy radicals 

except HO2 (the peroxy radical pool RO2), at a single collective rate (Jenkin et al., 1997). The 

reaction between two RO2 radicals has three possible channels (e.g. Kroll and Seinfeld, 2008 and 

Ng et al., 2008): 

         (R14a) 

          (R14b) 

            (R14c) 

In MCMv3.2 only the two first channels are considered (R14a-b). Hence, in order to consider 

ROOR dimer formation in the gas phase we had to modify the gas phase kinetics and also 

consider the 3rd reaction channel (R14c). Here we use a simplistic approach and assume that all 

RO2 + RO2 lead to the same fraction of ROOR dimer (fROOR). fROOR was varied in order to 

achieve a ROOR dimer SOA particle mass fraction of a few %. With a fROOR of 0.4 %, a ROOR 

decomposition rate of 1/36 h-1 in the particle phase, pinonaldehyde surface oligomer formation 

(Eq. 32), D0,monomer=5x10-17 cm2 s-1 and Doligomer=0 cm2 s-1, ADCHAM is able to nearly reproduce 

the observed size independent evaporation loss rates of the fresh SOA particles (Fig. 13). 

For the smallest particles (~130 nm in diameter) the evaporation loss rate is even slightly slower 

than for the largest particles (~240 nm in diameter). However, the intermediate particle size (Dp = 

165 nm) lose ~6 % more of its mass than the 130 nm and 240 nm particles during the first 



evaporation stage. The reason for this is that the Kelvin effect gives an enrichment of ROOR 

dimer SOA (in the outermost particle layers) primarily in the smallest particles (see Fig. S11 in 

the supplementary material). For the intermediate particle sizes (165 nm) this effect is less strong 

and cannot fully compensate for the size dependent vapour pressure driven monomer evaporation 

loss rates. 

Figure 13 also shows the modelled evaporation loss rates for aged particles. These particles even 

lose slightly more of their mass compared to the fresh particles during the first evaporation stage. 

The reason for this is that the ROOR dimer mass fraction in the particles slowly decreases 

because of the decomposition in the particle phase (see Fig. S11). The slow evaporation of 

monomer SOA during the ageing in the Teflon chamber gives an enrichment of ROOR dimer in 

the surface layer of the aged particles which partly compensates the decomposition loss of ROOR 

(see Fig. S11). 

From the H2 simulations we can conclude that the model is able to reproduce the main features of 

the measured evaporation losses of SOA particles from Vaden et al. (2011) if: 

1) A relatively weakly bonded oligomer coating material is formed in the particle surface 

layer before the particles are introduced into the evaporation chamber. This coating 

material may form either by condensation of dimers formed in the gas phase or by a 

reactive uptake process on the particle surfaces. 

2) A relatively small mass fraction of low-volatility relatively long-lived oligomers, 

accumulate (because of negligible oligomer diffusion rates) in the particle surface 

layers upon evaporation. In order to explain the observed relatively small influence of 

ageing on the SOA particle evaporation loss rates these oligomers need to be formed by 

a relatively rapid and selective oligomerization mechanism.  

3) The oligomer bulk phase mass fraction near the particle surface is higher in the small 

particles compared to the large ones. As illustrated by the model simulations, this is 

possible (because of the Kelvin effect) if this oligomer material preferentially is formed 

from the least-volatile monomer compounds and/or by an oligomerization process in 

the gas phase (e.g. R5).  



3.3.3 Evaporation of particles composed of equal amount of monomer SOA and 

oligomer SOA (H3).

Finally we evaluate a third possible explanation to the observed slow, particle size independent 

and almost particle age independent SOA evaporation loss rates. In this hypothesis a relative 

large mass fraction of the condensing organic monomers (~50 %) reacts relatively rapidly and 

forms oligomer SOA in the particle phase. During the first evaporation stage the monomer SOA 

is evaporating and when the second evaporation stage starts the particles are composed almost 

entirely of oligomer SOA. The second slow evaporation stage is then determined by the 

decomposition and formation rate of the oligomer SOA, and the diffusion of the monomer SOA 

from the bulk phase to the surface layer. 

In order to test this hypothesis we need to find a group of monomer compounds which can 

contribute to approximately 50 % of the formed SOA mass if they react with each other and form 

oligomers in the particle phase. For this purpose we simply decided to use the monomer SOA 

compounds with p0<10-3 Pa. Without oligomerization these compounds comprises 44 % (247 g 

m-3) of the formed SOA mass after 1.5 hours of ageing. Additionally 23 g m-3 of these 

monomers is at the same time present in the gas phase. Hence, if oligomerization in the particle 

phase is considered, ~270 g m-3 oligomer SOA could potentially be formed.  

The oligomerization rate in the particle phase was set to 1x10-23 cm3 molecules-1 and the 

decomposition rate to 1/12 h-1. The particles were assumed to be semi-solid but substantially less 

viscous than in H2 (D0,monomer=10-12 cm2 s-1, D0,dimer=10-15 cm2 s-1). The value of the dimer 

diffusion coefficient was chosen so that the dimer could be enriched in the particle surface layer 

but still not completely prevent the monomer SOA from evaporating during the first evaporation 

stage.  

Figure S12 in the supplementary material shows the modelled temporal evolution of the total 

oligomer SOA and total SOA mass before evaporation. Indeed, the oligomer SOA mass reaches 

~270 g m-3. However, since we assumed that the oligomer and monomer SOA forms separate 

phases without mixing in-between the dissolution of more volatile monomer compounds (p0>10-3

Pa) is hampered. Hence, with this model set-up the total SOA mass decreases when we consider 



oligomerization, and the oligomer comprises more than 50 % (~58 %) of the total SOA mass 

after 1.5 hours of ageing. 

Figure 14 shows the modelled evaporation rates for fresh (1.5 h) and aged (12 h) ~150 nm and 

~250 nm particles for the H3 set-up. Because the total oligomer mass fraction is larger than 50 % 

the mass loss during the first evaporation stage is slightly underestimated, both for small and 

large particles. The first evaporation stage loss rate is mainly governed by the rate at which the 

monomer SOA is mixed into the surface bulk layers. The small particles have a shorter 

characteristic time of mass-transport than the large particles (see Sect. 1). This is the reason why 

the loss rate during the first evaporation stage is overestimated for the 150 nm particles, while it 

is in good agreement with the measurements for the 250 nm particles. When all monomer SOA 

mass has been lost the second slow evaporation stage starts. During this stage the evaporation 

rate is governed by the oligomer degradation rate and the oligomerization rate (cycling between 

oligomer and monomer SOA) and the mixing of the monomer from the bulk out to the particle 

surface layer. For this evaporation stage the modelled evaporation rates are nearly size 

independent, but the in-complete mixing of the monomer SOA still causes slightly faster 

evaporation losses of the small particles. Because of the rapid oligomerization rate the particle 

ageing has negligible influence on the particle composition and the evaporation rates.  

From the H3 simulations we can conclude that the observed nearly size independent evaporation 

rates can probably not be explained purely by an initial mass transfer limited evaporation of the 

monomer SOA, followed by a slow decomposition of the remaining (~50 % by mass) oligomer 

SOA.  

3.4 SOA formation from oxidation of m-xylene 

Here we model the SOA formation from an m-xylene oxidation experiment (Exp. P2 in Nordin et 

al. 2013). The experiment was conducted in a 6 m3 Teflon chamber in the Aerosol Laboratory at 

Lund University. The experiment started with dark conditions by adding (NH4)2SO4 seed aerosol 

into the chamber (~20 ug m-3), followed by ~40 ppb NO and ~240 ppb m-xylene. Approximately 

30 minutes before the UV-lights were turned on (~90 minutes after the start of the experiment), 

(NH4)2SO4 particles were added a second time in order to achieve the target (NH4)2SO4 mass of 

~20 ug m-3. 



The seed aerosol was formed by nebulizing an (NH4)2SO4 – water solution and then drying the 

droplets. Before the dry (NH4)2SO4 particles were introduced into the chamber they were passed 

through a bi-polar charger in order to achieve a well-defined nearly Boltzmann distributed charge 

distribution (Wiedensohler et al., 2012). The experiment was performed at a temperature of 22 °C 

± 2 °C, dry conditions (RH of 3-5 %) and in the presence of UV-light with an experimentally 

derived NO2 photolysis rate of 0.2 min-1. The experimental set-up has been described in detail by 

Nordin et al. (2012). The measured UV-light spectrum (320-380 nm) is given in the 

supplementary material to Nordin et al. (2012). 

In the model we used a temperature of 21 °C and a RH of 5 %. The photolysis rates were 

calculated with the recommended cross sections and quantum yields from MCMv3.2 and the 

measured 1 nm resolution UV-spectrum from Nordin et al. 2013, with a total light intensity of 23 

W/m2 which gives a NO2 photolysis rate of 0.20 min-1.  

3.4.1 Particle deposition loss rates   

To be able to quantify the effect of dry deposition on the estimated SOA formation from chamber 

experiments, the deposition losses of particles to the chamber walls needs to be evaluated. The 

dry deposition depends both on the friction velocity (u*), the particle size and charge 

distributions, the mean electrical field strength ( ) in the chamber, and the chamber surface area 

to volume ratio (see Sect. 2.2.3).  and u* are commonly not known, but can be estimated by 

fitting the model to particle number size distribution measurements. For this purpose an 

experiment with (NH4)2SO4 seed particles but without condensable organic compounds was 

performed.  

As the experiments in the chamber processed, the chamber surface area to volume ratio increased 

because of instrument sampling and leakage out from the chamber due to a small over pressure 

inside the chamber (see Nordin et al., 2012). We estimate the chamber volume loss rates ( ) 

during the experiments to 0.8±0.2 m3 h-1. 

With a  of 0.8 m3 h-1, coagulation and deposition, and a mean electrical field strength of 50 

V cm-1 and a friction velocity of 0.05 m s-1, ADCHAM is able to nearly reproduce the measured 

(NH4)2SO4 particle number size distributions (Fig. 15a), the temporal evolution of the total 



particle number (Fig. 15c) and volume concentrations (Fig. 15d). The coagulation has no direct 

influence on the particle volume concentration but is important for the particle number 

concentration at the end of the experiment. In the beginning of the experiment the charged 

smallest particles are rapidly deposited to the chamber walls resulting in a high effective wall 

deposition loss rate (kw (s-1)) (Fig. 15b). But, as the experiment proceeds the fraction of charged 

particles (especially the small ones) decreases in the air. At the same time the surface area to 

volume ratio increases in the chamber, which in turn increases the deposition loss rates of all 

particle sizes (see the gradual upward displacement of the curves in Fig. 15b).  Recharging of 

particles by collision with air ions was not considered in the model. 

After the tuning of the dry deposition loss rates on the pure seed aerosol experiments we used 

ADCHAM to simulate the SOA formation experiment with m-xylene as precursor (Nordin et al. 

2013). However, if we use the same ( ), and u* as in the pure seed particle deposition 

experiment, the model underestimates the seed aerosol mass loss (especially during the first 2 

hours after the UV-lights are turned on), but substantially overestimates the particle number 

concentration losses before the UV-lights are turned on.  

The heating of the air by the UV-lights and the air condition units which blow on the outer 

chamber walls can produce an increased mixing within the chamber. Therefore, before the UV-

lights are turned on u* may be smaller. By decreasing u* to 0.01 m s-1 before the UV-lights are 

turned on the model better captures the measured initial particle number concentration losses. 

Another important difference between the pure seed particle experiment and the m-xylene 

precursor experiment is that the latter experiment was performed during almost twice as long 

time (~6 h). Hence, the effect of particle recharging when colliding with air ions may be more 

important to consider. Furthermore, the chamber volume during the end of the m-xylene 

experiment was substantially smaller (1.5-2 m3). This might have increased the effective mean 

electrical field strength within the chamber (see Sect. 2.2.3). In the model we try to account for 

this by calculating  (at time t) as the quotient between the initial mean electrical field strength 

 (50 V cm-1) and the relative change of the approximate distance between the roof and ceiling 

( h) of the chamber ( ht/ h0) (which is approximately equal to the relative chamber volume 

change ( Vt/ V0)) (Eq. 33).  



          (33) 

Figure S13 in the supplementary material compares the modelled and measured (with AMS and 

scanning mobility particle sizer (SMPS)) temporal evolution of the sulphate seed particle mass 

concentration, particle number concentration and the particle number size distribution, and the 

modelled initial and final effective dry deposition loss rates. The model results are from 

simulations with,  = 50 V cm-1 and u*=0.05 m s-1 or  calculated with Eq. 33 and with u* = 

0.01 m s-1 before the UV-lights are turned on. With the latter values the model shows 

substantially better agreement with the measured temporal evolutions of the sulphate seed aerosol 

mass concentration. However, the model still overestimates the particle number concentration 

loss rates (especially after the UV-light are turned on). For the model simulations presented 

below we will use Eq. 33 to estimate , and  u* = 0.01 m s-1 before the UV-lights are turned on 

and u* = 0.05 m s-1 after the UV-lights are turned on.  

3.4.2 Gas - particle partitioning and heterogeneous reactions 

Since the m-xylene experiment was performed at dry conditions the (NH4)2SO4 seed particles will 

initially be in a solid crystalline phase. Therefore, we assume that no material is mixed between 

the crystalline solid salt cores and the SOA coating (see e.g. Fig. 1a in Bertram et al., 2011). 

Hence, in the model there will be no salting-out effect (increase of the nonpolar organic 

compound activity coefficients caused by NH4
+, SO4

-2 and HSO4
- from the seed aerosol particles) 

(see discussion in Sect. 3.2 on possible salting-out effects of NH4
+). 

In total we considered 112 potentially condensable (p0<1 Pa) non-radical organic MCMv3.2 

compounds. The pure-liquid saturation vapour pressures were calculated with either the SIMPOL 

(Pankow and Asher, 2008) or the method from Nannoolal et al. (2008). We also used a third 

(semi-empirical) method to model the SOA formation. This method considers in total three 

oxidation products with vapour pressures and mol based stoichiometric yields ( i) derived from 

the parameterizations for low and high NO conditions from Ng et al. (2007). For this we assume 

that the condensable organic compounds have a molar mass of 200 g mol-1. The two most volatile 

compounds (p0,1 = 6.4x10-6 Pa, 1=0.021 and p0,2 = 1.7x10-4 Pa, 2=0.061) represent the volatility 

distribution of the condensable oxidation products formed through the RO2 + NO pathway. The 



third non-volatile product (p0,3 = 0 Pa, 3=0.245) represent the generally less volatile organic 

compounds formed through the RO2 + HO2 pathway. The gas phase was still modelled with the 

MCMv3.2. The fraction of condensable organic compounds which was formed through the RO2

+ HO2 pathway (product 3) was derived with the ratio (kRO2+HO2[HO2]/( kRO2+NO[NO]+ 

kRO2+HO2[HO2]) as proposed by Ng et al. (2007).  

The partitioning of the condensable organic compounds to the wall deposited particles and the 

Teflon walls were modelled according to the procedure described in Sect. 2.2.3. The uptake onto 

the Teflon film and the particles deposited on the chamber walls depends on the laminar layer 

width adjacent to the chamber walls ( x). The uptake (adsorption) on the Teflon film also 

depends on the first order loss rate from the near wall gas phase to the walls (kg,w) and the 

desorption rate from the Teflon surfaces out to the thin layer next to the chamber walls (kw,g,i) 

(Eq. 4). In Sect. 3.4.4 we test different values of x, kg,w and kw,g,i in order to find the best possible 

agreement between the modelled and the measured SOA formation. 

Because coagulation has a considerable influence on the modelled particle number size 

distribution (see Fig. 15) we will consider this process as well. However, with the current version 

of ADCHAM coagulation cannot be combined with the complete kinetic multi-layer model (see 

Sect. 2.2.2). Hence, for the simulations presented in this section the particles were only divided 

into a solid seed particle core, and a second (well-mixed) bulk layer and a surface monolayer 

which are composed of the condensable organic compounds. Additionally (if specified) we also 

consider the adsorption and desorption of O3 and NO2, the mass transfer limited diffusion of O3

and NO2 from the sorption layer into the particle bulk, and the particle phase reactions between 

O3 and unsaturated organic compounds (see Sect. 2.4.2) or between NO2 and oxidized aromatic 

compounds (see Sect. 3.4.3).  

Table 1 in Sect. 2.4.2 gives the model parameter values used for O3 uptake.  For the simulations 

presented here the diffusion coefficient of ozone ( ) was set to values between 10-7 and 10-8 

cm2 s-1 (semi-solid SOA (see e.g. Table 1 in Shiraiwa et al., 2011)), and the reaction rate 

constants between ozone and the unsaturated (non-aromatic carbon-carbon double bond) organic 

compounds ( ) were varied between 10-16 and 10-17 cm3 molecules-1 s-1. This can be compared 

with the measured of 10-16 cm3 molecules-1 s-1 for the heterogeneous ozonolysis of oleic and 



palmitoleic acid (Huff Hartz et al., 2007). The formed particle phase oxidation products were 

assumed to be non-volatile, which likely is an acceptable assumption if the oxidation products 

rapidly react and form dimer SOA (see e.g. Maksymiuk et al., 2009). Apart from increasing the 

SOA mass formation and changing the chemical composition of the SOA these heterogeneous 

reactions may also serve as an additional ozone sink (which is not accounted for by the 

MCMv3.2 gas phase chemistry mechanism). 

Additionally, we will also test peroxyhemiacetal and hemiacetal dimer formation (R1a and R3) in 

the particle phase.   

3.4.3 Gas phase chemistry and influence from chamber walls and heterogeneous 

reactions 

Bloss et al. (2005a-b) have previously shown that the MCMv3.1 (without particle SOA formation 

and particle phase chemistry) generally overestimates the ozone concentration and 

underestimates the OH concentration during oxidation of light aromatic compounds (e.g. xylene 

and toluene). Hence, for these systems MCM also tends to underestimate the NO and 

hydrocarbon oxidation (loss) rates. In order to account for the missing OH source Bloss et al. 

2005b had to include an artificial OH source of 4x108 molecules cm-3 s-1 when modelling a 

toluene oxidation experiment from the EUPHORE chamber.   

Conversion of NO2 to HONO on the organic particle surfaces may partly explain the discrepancy 

between the modelled and measured particle phase chemistry (Bloss et al., 2005b). These 

reactions have been observed on diesel exhaust particles (Gutzwiller et al., 2002) and on organic 

aerosol surfaces e.g. by George et al. (2005). Metzger et al. (2008) instead proposed that the NO2

primarily is converted to HONO on the Teflon chamber walls.  

In this work we will test the heterogeneous NO2 to HONO conversion mechanism. Bloss et al. 

(2005b) modelled this mechanism using a constant reaction probability ( HONO) of 0.025 for the 

NO2 molecules which collide with a particle. In this work we model this proposed mechanism in 

a more detailed way by considering the adsorption, diffusion and reaction of NO2 with specific 

organic compounds in the particle phase. NO2 has approximately the same Henry’s law 

coefficient for dissolution in water (Seinfeld and Pandis, 2006) and molecule size as O3. Hence, 



for these simulations, we will use the same parameter values for NO2 (e.g. Henry’s law 

coefficient and diffusion coefficient) as specified for O3 in Sect. 3.4.2 and in Table 1.  

Gutzwiller et al. (2002) suggested that the organic compounds which react with NO2 in the 

particle phase and form HONO are oxygenated aromatics (e.g. 2-methoxyphenol). Hence, we 

assume that it is only the compounds that contain an aromatic ring which will be oxidized by NO2 

and form HONO. The organic oxidation products formed from these heterogeneous reactions 

were assumed to be non-volatile.  

The NO2 to HONO conversion mechanism was considered both on the particles deposited on the 

chamber walls and in the air. We will also test an additional photo-enhanced background 

reactivity caused by HONO release from the chamber walls (Rohrer et al., 2005). The strength of 

the HONO emissions (from the walls to the near surface gas phase) in the Lund Teflon chamber 

(Nordin et al, 2013) was estimated to be 4.6x108 molecules cm-2 s-1. This value is based on the 

estimated HONO wall production rate of 9.1x106 molecules cm-3 s-1 in Metzger et al. (2008) and 

their chamber volume to surface area characteristics (Paulsen et al., 2005). 

Analogous to the MCM light aromatic model simulations by Bloss et al. (2005a-b) we 

underestimate the OH and overestimate the maximum O3 concentration, without tuning the MCM 

gas phase chemistry (Fig. 16). MCMv3.2 also underestimate the initial O3 formation rate, the 

amount of reacted m-xylene and the rapid NO to NO2 conversion which starts approximately 20 

minutes after the UV-lights were turned on. Therefore, analogous to Bloss et al. (2005b) we 

decided to include an artificial OH source, in our case with a rate of 108 cm-3 s-1 from 20 minutes 

after the UV-light were turned on until the end of the experiment. This substantially improves the 

agreement between the modelled and measured NO, NO2, O3 and m-xylene concentrations. 

However, the model still substantially overestimates the maximum O3 concentration. 

The poor agreement between the modelled and measured NO2 in the latter half of the experiment 

(Fig. 16b) is because of the interference from peroxy acyl nitrates (PAN), HNO3, HONO, N2O5

and other nitrate containing compounds in the chemiluminescence instrument used (see Nordin et 

al., 2012 and references there in).    



Figure 16 also shows the results from a simulation where we additionally include HONO 

emissions from the chamber walls. Because the surface area to volume ratio increases during the 

experiments (~5 times) these emissions have an increasing influence on the modelled gas phase 

chemistry. With HONO emissions and the OH source, the OH concentration at the end of the 

model run is 1.5x106 cm-3, while without these emissions but with the OH source the 

concentration is 7x105 cm-3. Hence, with HONO wall emissions more m-xylene reacts in the 

simulation than what is indicated by the gas chromatography – mass spectrometry (GC-MS) 

measurements. Additionally, the model O3 concentration becomes even higher.  

In order to be able to compare the modelled and measured SOA formation during the experiment 

it is crucial that we are able to accurately simulate both the amount of m-xylene which is 

consumed and the fraction of RO2 which reacts with HO2 and NO, respectively (see e.g. Ng et al., 

2007 and Kroll and Seinfeld, 2008). Hence, if not otherwise specified we included the artificial 

OH source but not any HONO emissions from the chamber walls. With this model set-up, the 

cumulative fraction of the m-xylene first generation RO2 oxidation products which have reacted 

with HO2 at the end of the experiment is about ~65 %. When we also include HONO wall 

emissions this value is ~50 % and with the non-tuned MCMv3.2 chemistry we get a value of ~35 

% (see Fig. S14 in the supplementary material).    

In order to test whether HONO formation from heterogeneous reactions between NO2 and 

oxidized aromatic compounds can improve the agreement between the modelled and measured 

O3 concentration, we performed a simulation with what we believe are upper estimates of the 

reaction rates between NO2 and the oxidized aromatic compounds and the NO2 diffusion 

coefficient ( =10-15 cm-3 s-1 and =10-7 cm2 s-1). With these values ~60 % of the 

aromatic SOA was oxidized by NO2. The formed (in the model non-volatile) oxidation products 

comprise 20 % of the total SOA mass in the end of the simulation (Fig. S15a in the 

supplementary material). Still, this has only a moderate influence on the HONO concentration 

(Fig. S15b) and the NO2 and O3 decrease is equal or less than ~1 % (Fig. S15c-d).  

Figure S15d also shows the modelled O3(g) concentration when including heterogeneous 

reactions between O3 and the unsaturated organic compounds ( =10-16 cm-3 s-1 and =10-7

cm2 s-1). For this simulation ~98 % of the unsaturated organic compounds in the particle phase 



were oxidized by O3 and the formed non-volatile SOA products comprise 37 % of the total SOA 

mass. However, comparable to the heterogeneous NO2 to HONO conversion this has a very small 

influence on the modelled O3(g) (~1% decrease). Hence, we can conclude that it seems unlikely 

that heterogeneous reactions between NO2 and oxidized aromatic compounds and/or between O3

and the unsaturated organic compounds can explain why measurements generally gives much 

lower O3(g) concentrations than MCM model. However, as will be shown in Sect. 3.4.4 these 

heterogeneous reactions can still be important for the amount and type of SOA which is formed. 

3.4.4 SOA formation, properties and the potential influence from chamber wall 

effects and heterogeneous reactions 

In Fig. 17 we compare the modelled and measured particle volume concentrations during the m-

xylene experiment. The model results are from simulations with the SIMPOL vapour pressure 

method. The desorption of condensable organic compounds from the chamber walls was 

modelled with  in Eq. 4 equal with 100 mol m-3. This value is between those 

measured by Matsunaga and Ziemann (2010) for 2-alcoholes and 2-ketones (see Sect. 2.2.3). For 

the model results in Fig. 17a we used a x of 0.1 cm and kg,w was set to 1/20 s-1 while for the 

results in Fig. 17b we used a x of 1.0 cm and kg,w was set to 1/6 s-1. Hence, the model simulation 

in Fig. 17a represent conditions with only relatively small mass transfer limitations for the gas 

exchange between the air and the chamber walls and particles on the walls, and a relatively slow 

uptake of organic compounds directly onto the Teflon walls. The model simulation in Fig. 17b 

instead represents conditions where the mass transfer limitations between the air and the chamber 

walls and particles on the walls are substantial while the uptake of gases directly onto the Teflon 

walls is relatively effective.  

The simulations were performed both with and without heterogeneous oxidation of unsaturated 

organic compounds ( =10-16 cm-3 s-1 and =10-8 cm2 s-1). The oxidation products (ox. 

prod.) from these reactions were assumed to form one organic semi-solid phase together with the 

other organic compounds (D0,monomer=5x10-17 cm2 s-1 and Dox. prod.=0 cm2 s-1). 

From the model simulations presented in Fig. 17 it is evident that the model is able to capture 

volume loss rates of the seed aerosol and the onset of the SOA formation in the experiment (~0.5 

hours after UV-lights were turned on). However, for all simulations in Fig. 17, ADCHAM 



underestimates the observed rapid SOA formation between 0.5 and 1.25 hours for the particles 

suspended in air. Additionally, ADCHAM overestimates the total particle volume loss rates of 

the suspended particle at the end of the experiments, especially without heterogeneous ozonolysis 

and relatively rapid uptake of organic compounds onto the Teflon walls (Fig. 17b). For this 

simulation the particle losses are not only caused by deposition but also evaporation. 

Heterogeneous ozonolysis or other particle phase reactions allows more gas phase monomers to 

partition into the particle phase and delay the time when the evaporation and deposition losses 

dominates over the SOA formation (see Fig. S16 in the supplementary material). Additionally, 

the SOA formed from these particle phase reactions is less volatile (in the model non-volatile) 

and will therefore decrease the evaporation loss rates (see Sect. 3.3).  

Opposite to the simulation results in Fig. 17b, the maximum particle volume is larger without 

heterogeneous ozonolysis in Fig. 17a. For these simulations the SOA formation onto the wall 

deposited particles is more efficient ( x=0.1 cm) and the gas uptake onto the Teflon walls 

smaller. The wall deposited particles may not always serve as a sink of SOA but can also become 

a source of condensable organic compounds from the walls to the air. This is especially the case 

if the formed SOA is relatively volatile. The more volatile the SOA is, the smaller the SOA 

fraction found on the wall deposited particles will be. Hence, while the formed total SOA mass 

(air + walls) is larger with heterogeneous reactions in Fig. 17a, the SOA mass formed on the 

particles in the air is smaller (see also Fig. S17 in the supplementary material).         

Figure S18 in the supplementary material compares the modelled particle volume from 

simulations with the SIMPOL and Nannoolal vapour pressure method or the semi-empirical two 

product model parameterization (see Sect. 3.4.2). The model simulations were performed with a 

x of 0.1 cm and kg,w=1/20 s-1. For the simulations with the SIMPOL and the Nannoolal method, 

heterogeneous ozonolysis was also considered ( =10-16 cm-3 s-1 and =10-8 cm2 s-1). From 

this figure it is evident that both methods give almost identical SOA mass formation at the end of 

the experiment. However, with the Nannoolal method the onset of the SOA formation is 

approximately 15 minutes too late. The reason for this is that the modelled early stage SOA 

formation is dominated by two MCM oxidation products (MXNCATECH and MXYMUCNO3) 

(formed through the high NO oxidation pathway (see Sect. 3.4.3 and Fig. S14)). Both of these 



compounds have higher vapour pressures with the Nannoolal method (3.1x10-3 and 1.31x10-4 Pa) 

compared to the SIMPOL method (1.9x10-4 and 7.5x10-5 Pa). 

With the semi-empirical parameterization, derived from experiments in a similar although larger 

Teflon chamber (28 m3) (Ng et al., 2007), ADCHAM gives a too early onset of the SOA 

formation and overestimate the SOA formation when kg,w=1/20 s-1. The reason for this is that the 

three model compounds of this method all have relatively low vapour pressures (see Sect. 3.4.2). 

Hence, the gas phase is rapidly saturated with respect to all these three compounds and they are 

effectively taken up by the particles before they are lost to the Teflon wall surfaces. In order to 

not overestimate the final SOA mass, kg,w need to be much larger ~1 s-1. However, then the model 

substantially underestimates the early stage SOA formation rate. 

We also modelled the SOA formation without losses of condensable organic compounds onto the 

Teflon wall (see Fig. S19 in the supplementary material). With a x of 0.1 cm ADCHAM is now 

able to capture the rapid early stage SOA formation in the chamber. However, the final particle 

volume concentration in the air is overestimated with ~40 %.  If we instead assume that the gas 

particle partitioning onto the chamber wall deposited particles is identical to the uptake onto the 

particles suspended in the air ( x = 0 cm) (see Sect. 2.2.3 and references there in), the model 

again substantially underestimates the early stage SOA formation rate, while it gives reasonable 

particle volume concentrations at the end of the simulation. 

Finally we also tested if a relatively rapid oligomerization process in the particle phase could 

improve the agreement with the modelled and measured SOA formation. For these simulations 

we again use the SIMPOL vapour pressure method and assume that peroxyhemiacetal and 

hemiacetal dimers (R1a and R3) form in the particle phase with a reaction rate coefficient of 10-22

cm3 s-1.  Additionally, in order to shift the equilibrium toward the particle phase (which might 

explain the rapid early stage SOA formation seen in the experiment) we assume that the 

oligomers and monomers form one mixed phase. 

Figure 18 shows the modelled particle volume concentrations when considering 

peroxyhemiacetal and hemiacetal dimer formation and with x = 0 or 0.1 cm and kg,w = 0 or 1/15 

s-1. Without gas phase losses onto the Teflon walls and ideal uptake onto wall deposited particles 

( x = 0 cm) the model is able to capture the rapid early stage SOA formation seen in the 



experiment. After this the modelled particle volume concentration in the air continues to increase 

slowly for additionally ~2 hours, while in the experiment the measured particle volume slowly 

decreases.  

With mass transfer limited diffusion and losses of condensable organic compounds from the near 

wall gas phase to the Teflon walls ( x = 0.1 cm and kg,w = 1/15 s-1) the model results are in better 

agreement with the measurements in the end of the experiment and can nearly reproduce the 

rapid SOA formation in the beginning of the experiment.  

Hence, these simulations indicate that relatively rapid heterogeneous reactions (either 

oligomerization or oxidation) are required in order to explain the observed rapid SOA formation 

in the beginning of the m-xylene oxidation experiment. Still, the model cannot fully explain the 

sharp transition between the rapid SOA formation between 0.5 and 1.25 hours after the UV-light 

is turned on and the slow almost linear volume (mass) loss observed during the latter half of the 

experiment. 

In Fig. 19 we compare the temporal evolution of the modelled SOA formation without wall 

losses to the chamber walls, with the SIMPOL, Nannoolal or the semi-empirical parameterization 

method from Ng et al. (2007). The figure also illustrates the influence from heterogeneous 

ozonolysis (O3 ox.) of unsaturated organic compounds ( =10-16 cm-3 s-1 and =10-8 cm2 s-1) 

and peroxyhemiacetal and hemiacetal oligomer formation (kf  = 10-22 cm3 s-1).  We have also 

included the measured wall loss corrected SOA mass (SOA mass scaled with the measured 

relative sulphate loss rate from the time when the UV-lights are turned on) (see Sect. 2.2.3). 

The simulation with SIMPOL and no heterogeneous reactions best agreement with the measured 

final SOA mass formation (70 and 65 g m-3, respectively). However, this simulation 

substantially underestimates the SOA formation during the start of the experiment. The best 

agreement between the model and measurements in the beginning of the experiment is instead 

reached when we include relatively rapid oligomerization in the particle phase. The results from 

this simulation also show surprisingly good agreement with the model simulation using the semi-

empirical parameterizations from Ng et al. (2007). This again indicates that heterogeneous 

reactions are likely to be important for the SOA formation. The larger SOA formation from these 

model simulations compared to the measurements can likely be attributed to substantial gas phase 



losses directly onto the Teflon walls in the chamber. This effect will be especially pronounced in 

the end of the experiment when the surface area to volume ratio is large (see Sect. 3.4.1). Hence 

for this experiment, the model simulations indicate that the wall corrections (which assume 

continued uptake of condensable organic compounds onto the wall deposited particles) do not 

give an upper estimate of the actual (atmospheric relevant) SOA formation (see Sect. 2.2.3). 

   

4 Summary and conclusions   

We have developed a novel aerosol dynamics, gas- and particle- phase chemistry model for 

chamber studies (ADCHAM). ADCHAM combines the detailed gas phase chemistry from 

MCMv3.2, a kinetic multilayer module for diffusion limited transport of compounds between the 

gas phase, particle surface and particle bulk phase, and an aerosol dynamics and particle phase 

chemistry module which is based on the ADCHEM model (Roldin et al., 2011a) but with 

important updates, among others process-based algorithms for: non-ideal interactions (salt 

effects) between water, organic and inorganic compounds, acidity catalysed oligomerization, and 

oxidation of organic compounds in the particle phase. 

In this work we have illustrated the usefulness of ADCHAM in studying potentially influential 

but poorly known processes, i.e. different oligomerization mechanisms, organic salt formation, 

salting-out effects, heterogeneous oxidation reactions and mass transfer limitations between the 

gas-particle phase, between the particle surface and particle bulk phase, and within the particle 

bulk phase. All these processes influence the modelled SOA formation and chemical and physical 

properties (e.g. volatility, phase state, oxidation state and hygroscopicity). 

Additionally, we have also shown how ADCHAM can be used to study the influence of the 

chamber wall effects on the SOA mass formation, particle number size distribution and gas phase 

chemistry. These effects are important to constrain because current knowledge concerning SOA 

formation in the atmosphere is to a large extent based on smog chamber experiments, and global 

climate models and chemistry transport models rely on simplified semi-empirical 

parameterizations on SOA formation derived from these experiments.    

The most important findings from the model simulations performed in this article are: 



1) The effect of NH3(g) on the -pinene SOA properties and formation depends on: 1) the 

reactive uptake of carboxylic acids and NH3(g) from the gas phase, 2) the viscosity of the 

SOA particles (ammonium and organic compound diffusion rates) and 3) the salting-out 

effects of NH4
+. In order to distinguish between these effects we recommend future 

experiments with AMS, in which the SOA particles are exposed to NH3 in the absence of 

gas phase carboxylic acids. In the model simulations the organic salts between ammonium 

and carboxylic acids are involved in the initial growth of the particles. Hence, these model 

simulations supports the theory that organic salts e.g. between ammonium or amines and 

carboxylic acids may be important for the early stage of nanoparticle growth in the 

atmosphere (Smith et al. 2008, Barsanti et al, 2009 and Smith et al., 2010). 

2) Our modelling of the evaporation experiments on SOA particles formed by -pinene 

ozonolysis from Vaden et al., (2011) supports the recent experimental findings that these 

SOA particles are very viscous (tar like amorphous SOA) (see Sect. 1). In these particles 

low-volatility oligomer SOA can accumulate in the particle surface layer upon 

evaporation. With the formation of this low-volatility oligomer coating material 

ADCHAM is able to reproduce the main features of the observed slow evaporation rates. 

However, in order for the model to resemble the relatively slow and particle size 

independent first evaporation stage the particle surface layer needs to be covered with 

some relatively weakly bonded oligomers already before the evaporation starts. Such an 

oligomer coating may either be formed by condensation of dimers formed in the gas 

phase or by a reactive uptake mechanism. Additionally the model simulations illustrates 

that the mass fraction of oligomer SOA in the bulk phase needs to increase with 

decreasing particle size to explain the nearly size independent evaporation rates. Because 

of the Kelvin effect, this may be accomplished if a considerable fraction of the low-

volatility oligomers compounds is formed in the gas phase or if the oligomer SOA 

generally is formed from the least volatile monomer compounds. 

3)   Mass transfer limitations between the smog chamber air volume and the chamber walls 

because of a thin laminar layer adjacent to the walls have large influence on the uptake of 

gases onto the wall deposited particles or directly onto the walls. If the formed SOA 

material is semi-volatile the SOA particles on the chamber walls may even start to 

evaporate and hence become a source of SOA at the end of smog chamber experiments. 



Paradoxically, heterogeneous reactions which give less volatile SOA and generally more 

SOA mass will increase the fraction of SOA which is found on the chamber walls and can 

thus even decrease the detectable SOA mass suspended in the chamber air volume. 

4) In order to capture the rapid SOA formation observed during the oxidation of m-xylene in 

the Lund University smog chamber we need to consider relatively rapid oligomerization 

and/or some other heterogeneous reactions (e.g. ozonolysis of unsaturated organic 

compounds). When considering peroxyhemiacetal and hemiacetal dimer formation in the 

particle phase, ADCHAM is able to capture both the observed early stage rapid SOA 

formation in our own m-xylene experiment and gives almost identical SOA mass 

formation as the semi-empirical parameterizations from Ng et al. (2007). This indicates 

that heterogeneous particle phase reactions are not only important for the SOA properties 

(e.g. volatility) but also for the amount and formation rates.      

Another more general conclusion, which can be drawn from the simulations performed in this 

work, is that many of the parameters (processes) with large uncertainties (e.g. SOA viscosity, 

oligomerization rates and mechanisms, pure-liquid saturation vapour pressures, surface tension 

and chamber wall effects) have large influence on the SOA formation and/or the chemical and 

physical properties of the SOA. To be able to constrain the uncertainties related to these 

parameters (processes), the experiments need to be designed where as many variables as possible 

are varied (e.g. time of ageing, temperature, RH, concentrations, dilution, oxidation agents and 

light intensities). Apart from evaluating experimental results, ADCHAM can be used as a 

valuable model tool when planning, designing and selecting which experiments and 

instrumentation are needed in order to be able to answer specific research questions. The m-

xylene experiment studied in Sect. 3.4 is part of a larger experiment campaign designed in order 

to study ageing of anthropogenic SOA precursors and gasoline car exhausts (Nordin et al., 2012). 

In that paper an early version of ADCHAM was used to study chamber wall effects, gas phase 

chemistry and SOA formation before the experiments were performed. Currently we are working 

on an article where ADCHAM is used to study the ageing of gasoline car exhausts. We have also 

started to implement many of the detailed processes (e.g. the kinetic multilayer model, different 

oligomerization processes and the detailed MCMv3.2 gas phase chemistry) in the ADCHEM 

model which we use for detailed atmospheric process studies.  



Appendix A 

Table A1. List of symbols. 

Symbol Description 

s Surface mass accommodation coefficient 

0,s Surface mass accommodation coefficient of surface free from adsorbing material 

 Activity coefficient 

w,i  Activity coefficient of compound i in a Teflon wall film 

  Width of particle layer k 

h  Relative change of the distance between the roof and ceiling of the chamber 

x Laminar layer width adjacent to chamber walls or charcoal denuder 

  Relative surface coverage of the adsorbed species  

 Dynamic viscosity of air 

air Air density 

p Particle phase density  

Surface tension 

  Desorption lifetime of O3

  Mean thermal velocity of O3  

e Characteristic average deposition velocity due to electrostatic forces

  Area of exchange between particle layer k-1 and k 

Achamber Chamber surface area

cd Dimer particle phase concentration 

  Hydrogen ion concentration 

cm Monomer particle phase concentration 

cm,i(p.s.) Particle surface monolayer concentration of reactive monomers 

  Gas phase concentration of pinonaldehyde 

Cc  Cunningham slip correction factor 

  Kelvin effect 

C   Gas phase concentration far from the particle surfaces 

Cs Saturation gas phase concentration at the particle surface 

Cw  Effective wall equivalent mass concentration 



  Width of the O3 sorption layer 

Collision diameter of compound i

Dp Particle diameter 

D0,Xi  Diffusivity coefficient of compound Xi without obstructing material  

DXi  Diffusion coefficient of compound Xi 

e  Elementary charge of a single proton

  Mean electrical field strength

  Initial mean electrical field strength 

F Fuchs-Sutugin correction factor in the transition region 

fp  Particle volume fraction of solid or semi-solid obstructing material 

fROOR Fraction of RO2 + RO2 reactions which give ROOR dimer 

   Dimer formation rates in the particle phase 

  Dimer formation rates in the particle surface layer  

I Molar condensation growth rate 

  Adsorption rate of O3 to the sorption layer 

  Desorption rate of O3 from the sorption layer 

kcharge First order deposition loss rate due to charge

kd Dimer specific degradation reaction rate constant 

kf Dimer formation rate constant 

  Transport velocity of compound Xi between the layers k and layer k+1. 

  Oxidation reaction rate constant in the particle phase 

  Transport velocity of O3 from the sorption layer to the surface layer 

  Transport velocity of O3 from the surface layer to the sorption layer

kg,w First order loss rate from the near wall gas phase to the walls

kw,g Desorption rate from the chamber wall Teflon surfaces 

kw Effective wall deposition loss rate  

  Acid dissociation constant 

  Henry’s law constant  

  Solubility product of salt 

  Effective solubility product of organic salts 



Kn  Non-dimensional Knudsen number 

  Molar mass of compound i

Mw Average molar mass of a Teflon wall film 

N Number of elemental charges of a particle

Na Avogadro’s number

  Pure-liquid saturation vapour pressure 

  Equilibrium vapour pressure  

Negative 10-logarithm of the hydrogen ion concentration 

Negative 10-logarithm of the acid dissociation constant 

R Universal gas constant (8.3145 J K−1 mol−1) 

RH Relative humidity in % 

T Time 

T Temperature in Kelvin 

u* Friction velocity 

  Volume of particle layer k 

Vchamber Chamber volume

Vwall  Air volume of a thin layer adjacent to the chamber walls 

X mole fractions   

  Ratio between the smaller and larger of the two volume fluxes across  

X Condensable organic compound 

[Xi,g,w] Concentrations of compound Xi in the thin layer adjacent to the chamber walls 

[Xi,w] Concentration of compound Xi at the chamber wall 

Y Organic compound formed by particle phase oxidation reaction 
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Table 1. Model parameters used in the multilayer module for O3 uptake, diffusion and reactions 

in the particle phase. 

Parameter Definition Value 

s,0,O3 Surface accommodation coefficient of O3 on a free 

substrate 

1a

d,O3 (s) O3 desorption lifetime 10-9 a

  (mol m3 Pa-1) Henry’s law coefficient of O3 4.7x10-3a*

 (cm2 s-1) Bulk diffusion coefficient O3 without obstruction Variable 

 (cm s-1) Mean thermal velocity O3 3.6x104a

(nm) Effective diameter cross section O3 0.4a

 (cm3 molec-1 s-1) Reaction rate constant between O3 and organic comp. Variable 

a Values from Pfrang et al. (2011), *Different unit than in Pfrang et al. (2011) 

Table 2. Base case model set-up values for the simulation of organic salt formation between 

carboxylic acids and dissolved ammonium ions. 

Parameter Definition Valuea

pKa,COOH  Logarithm of carboxylic acid dissociation constant 4.6 

pKa,NH3 Logarithm of NH4
+ dissociation constant 9.25b

Ks
* ( mol2 m-6) Effective solubility product (see Eq. 31) 0.1

KH (mol m-3 atm-1) Henry’s law coefficient for NH3 57.6c

p0,i Pure-liquid saturation vapour pressure comp. i SIMPOL 

i Activity coefficient for compound i AIOMFAC 

D0,monomer,SOA (cm2 s-1) Diffusion coefficient for SOA monomers 5x10-17d

D0,ammonium (cm2 s-1) Diffusion coefficient for NH3/NH4
+  1.3x10-16d

DNH4RCOO (cm2 s-1) Diffusion coefficient of organic salts 0 
aBase case simulation value. bLide, 2008 (CRC Handbook of Chemistry and Physics) at 298 K. c Jacobson, 2005. dBased on 

the Stoke-Einstein relationship and a SOA viscosity of 108 Pa s (Abramson et al., 2013).  



Table 3. Initial conditions and results from the -pinene – O3 – NH3 – CO experiments (Na et al., 

2007) and base case model simulations.   

Date Initial 

[ -pin.] 

exp. 

(ppb) 

Initial 

NH3 

(ppb) 

[O3] 

exp. 

(ppb) 

[ -pin.] 

exp. 

Yield 

exp. (%) 

Initial 

[ -pin.] 

model 

(ppb) 

[O3] 

model

(ppb) 

[ -pin.] 

model 

(ppb)

Yield 

model. 

(%) 

01/25/05 221  130 218 54.3 222 149 216 57.5

01/11/05 221 50 150 203 60.3 222 149 216 63.6 

01/10/05 223 100 150 206 64.0 222 149 216 65.4 

01/06/05 224 200 151 220 65.3 222 149 216 67.0 

   

   



Figure 1. Schematic picture of the ADCHAM model structure.  



Figure 2. Schematic figure which illustrates how ADCHAM treat the diffusion limited mass 

transfer of gas phase compounds across a laminar layer next to the chamber walls. The thin (1 

mm thick) air layer next to the chamber walls is treated as a separate volume which exchange gas 

phase compounds with the well mixed chamber and the walls + wall deposited particles. 



Figure 3. Schematic picture which illustrates the model structure and processes included in the 

kinetic multilayer model in ADCHAM.     



Figure 4. Comparison of measured (dots) (approximate values taken from Vaden et al., 2011) and 

modelled (lines) evaporation loss rates of DOP particles of different sizes. All model simulations 

were performed with unity mass accommodation coefficient and a diffusion coefficient of 1.5x10-

2 cm2 s-1 calculated with Eq. 30. Solid lines show the model simulations with a 3 cm thick 

laminar layer adjacent to the charcoal and dashed lines are for simulations with a 0.1 cm thick 

laminar layer. The values on the y-axis is the ratio between the squared particle diameter at time t 

(Dp,t) and squared initial particle diameter (Dp,0).        



Figure 5. Modelled NH3(g), O3(g), -pinene(g) and OH(g) concentrations for the -pinene 

oxidation experiments by Na et al. (2007).  



Figure 6. Comparison of modelled and measured SOA mass and mass yields at different initial 

levels of NH3(g). In Fig. a) the model results are from simulations with vapour pressures from 

SIMPOL, activity coefficients from AIOMFAC and very slow mixing between the particle layers 

(base case), in Fig. b) the results are from simulations with vapour pressures from Nannoolal et 

al. (2008), activity coefficients from AIOMFAC and very slow mixing between particle layers, in 

Fig. c) the results are from simulations with vapour pressures from SIMPOL, unity activity 

coefficients (ideal solution) and very slow mixing between the particle layers, and in Fig. d) the 

model results are from simulations with vapour pressures from SIMPOL, activity coefficients 

from AIOMFAC and semi-solid less viscous particles with D0,monomer,SOA=10-15 cm2 s-1, 

D0,ammonium=10-13 cm2 s-1 and D0,NH4RCOO=0 cm2 s-1. 



Figure 7. Modelled SOA mass formation for -pinene – O3 – NH3 – CO experiments with 200 

ppb NH3 added at the start or after 6 hours of ageing. For all simulations SIMPOL was used to 

estimate the vapour pressures of the organic compounds. The SOA particles were either treated as 

completely solid (no mixing between particle layers) (simulation 1-4) or semi-solid with 

D0,monomer,SOA=10-15 cm2 s-1, D0,ammonium=10-13 cm2 s-1 and D0,NH4RCOO=0 cm2 s-1 (simulation 5). For 

simulation 2 and 3 we assume that the NH4RCOO salts form a separate phase which other 

organic compounds cannot dissolved into.  



Figure 8. Modelled a) pH, b) Ammonium (NH4
+ + NH3(l) + NH4 in NH4RCOO)  mass fractions, 

c) NH4RCOO mass fractions and d) Carboxylic acid (COOH + COO-) mass fractions at different 

distances from the particle core, for -pinene SOA particles with a diameter of approximately 

240 nm after 1 hour and 280 nm after 6 hours of ageing. The model results are from three 

different simulations with an initial [NH3(g)] of 50, 100 or 200 ppb. The SOA particles were 

assumed to be semi-solid with D0,monomer,SOA=10-15 cm2 s-1, D0,ammonium=10-13 cm2 s-1 and 

D0,NH4RCOO=0 cm2 s-1.  



Figure 9. Modelled and measured evaporation rates of fresh -pinene SOA particles. The 

measured evaporation rates are from Vaden et al. (2011). In Fig. 9a the model results are from 

SOA particles with volatility according to the VBS parameterization from Pathak et al. (2007), in 

Fig. 9b the model results are from simulations when the vapour pressures of the MCMv3.2 

compounds were estimated with SIMPOL and in Fig. 9c-d the vapour pressures were estimated 

with the Nannoolal method. Fig. 9a-c shows the evaporation loss rates of particles with a 

diameter of 150 and 250 nm, when either treated as liquid (l) or solid (s) like SOA (no diffusion 

between the particle layers). In Fig. 9d the results are from simulations where the particles are 

assumed to be solid, with or without Kelvin effect and with a laminar layer ( x) of 0.1 or 3.0 cm 

adjacent to the charcoal denuder in the evaporation chamber. 



Figure 10. Modelled and measured (Vaden et al., 2011) evaporation of -pinene SOA particles. 

For the model simulations we considered three different bulk phase oligomerization mechanisms: 

peroxyhemiacetal formation (R1a), hemiacetal formation (R3) and ester formation (R4) (kf = 

1.2x10-27 cm3 molecules-1 and kd  = 1/3.2 h-1). We also considered surface layer oligomers formed 

by the reactive uptake of adsorbed pinonaldehyde (R1b, R2b and Eq. 32) (kf  = 3x10-15 cm3

molecules-1 kd  = 3/2 h-1). SOA was treated as semi-solid and the oligomer SOA as solid non 

mixing material (D0,monomer=5x10-17 cm2 s-1, D0,dimer =0 cm2 s-1).  The figure shows the modelled 

remaining particle mass fraction for particles with an initial diameter of 154 or ~250 nm, 

respectively. The results are from simulations with the SIMPOL or Nannoolal vapour pressure 

method, fresh or aged SOA particles, and with or without surface layer oligomer formation by the 

reactive uptake of adsorbed pinonaldehyde. 



Figure 11. Modelled -pinene SOA single particle composition, as a function of the distance from 

the particle centre. The results are from fresh SOA particles. We used an initial NH3(g) 

concentration of 100 ppt, a SOA monomer diffusion coefficient of 5x10-17 cm2 s-1 and an 

ammonium diffusion coefficient of 2x10-15 cm2 s-1. Three different bulk phase oligomerization 

mechanisms were considered: peroxyhemiacetal (R1a), hemiacetal (R3) and ester formation (R4) 

(kf = 1.2x10-27 cm3 molecules-1 and kd  = 1/3.2 h-1). We also considered surface layer oligomers 

formed by the reactive uptake of adsorbed pinonaldehyde (R1b, R2b and Eq. 32) (kf  = 3x10-15

cm3 molecules-1 and kd  = 3/2 h-1). The chemical composition is given for two particle sizes 

(Dp 150 (solid lines) and 250 nm (dashed lines)). Figure a) shows the modelled carboxylic acids 

mass fractions, b) the pH, c) the ammonium mass fraction and d) the different bulk phase 

oligomer mass fractions. 



Figure 12. Modelled and measured (Vaden et al., 2011) evaporation loss rates for semi-solid 

particles (D0,monomer=5x10-17 cm2 s-1 and Doligomer=0 cm2 s-1). In the model we included 

oligomerization by reactive uptake of pinonaldehyde in the particle surface layer (R1b, R2b and 

Eq. 32) (kf  = 3x10-15 cm3 molecules-1 and kd  = 3/2 h-1) and bulk phase oligomerization between 

C922OOH and C921OOH (kf  = 10-23 cm3 molecules-1 and kd  = 1/18 h-1).   



Figure 13. Modelled and measured (Vaden et al., 2011) evaporation loss rates for semi-solid 

particles (D0,monomer=5x10-17 cm2 s-1 and Doligomer=0 cm2 s-1). For the simulations we considered 

oligomerization by reactive uptake of pinonaldehyde in the particle surface layer (R1b, R2b and 

Eq. 32) (kf  = 3x10-15 cm3 molecules-1 and kd  = 3/2 h-1) and condensation of ROOR type 

oligomers from the gas phase (fROOR = 0.4 %, kd = 1/36 h-1). 



Figure 14. Modelled and measured (Vaden et al., 2011) evaporation losses for H3 (Sect. 3.3.3). 

The results are given both for fresh and aged particles with a diameter of ~150 nm and ~250 nm, 

respectively.   

  



Figure 15. Modelled dry deposition and coagulation losses of (NH4)2SO4 seed aerosol particles in 

the Lund University 6 m3 Teflon chamber. We used a friction velocity of 0.05 m/s and a mean 

electrical field strength of 50 V cm-1. The chamber volume loss rate was set to 0.8 m3 h-1. The 

model results gives both the particle concentrations in the air (with or without coagulation) and 

on the particle walls. Figure a) shows the modelled and measured particle number size 

distributions, b) effective wall loss rates (modelled), c) number concentration and d) volume 

concentration.  



Figure 16. Modelled and measured gas phase concentrations from the m-xylene oxidation 

experiment from Nordin et al. (2012). Figure 16a-d gives the modelled and measured NO, NO2, 

O3 and m-xylene concentration, respectively. Figure 16e-f shows the modelled OH and HONO 

concentrations. The model results are from simulations with: 1) the original MCMv3.2 gas phase 

chemistry, 2) with MCMv3.2 gas phase chemistry and an artificial OH source of 108 cm3 s-1, and 

3) with MCMv3.2 gas phase chemistry, the artificial OH source and wall emissions of HONO. 



Figure 17. Modelled and measured volume concentrations of (seed aerosol + SOA coating) 

during the m-xylene oxidation experiment by Nordin et al. (2012). The model results are given 

both for the particles in the air and for those that have deposited on the chamber walls. The 

results in (a) are from simulations with a laminar layer width ( x) of 0.1 cm adjacent to the 

chamber walls and a first order loss rate from the near wall gas phase to the walls (kg,w) of 1/20 s-

1. The results in (b) are from simulations with a x of 1.0 cm and a kg,w of 1/6 s-1. The figures 

show both the results from simulations without or with heterogeneous reactions between O3 and 

unsaturated organic compounds ( =10-16 cm-3 s-1 and =10-8 cm2 s-1).  



Figure 18. Modelled and measured volume concentrations (seed aerosol + SOA coating) during 

the m-xylene oxidation experiment from Nordin et al. (2012). The model results are from 

simulations with relative rapid (kf =10-22 cm3 s-1) peroxyhemiacetal (R1) and hemiacetal (R3) 

formation, x = 0 or 0.1 cm and kg,w = 0 or 1/15 s-1. The model results are given both for the 

particles in the air and the particles deposited on the chamber walls.   



Figure 19. Modelled and measured (wall loss corrected) SOA mass during the m-xylene 

oxidation experiment by Nordin et al. (2012). The model results are from simulations without 

wall losses to the chamber walls. The simulations were performed with the SIMPOL vapour 

pressure method without or with heterogeneous reactions between O3 and the unsaturated organic 

compounds ( =10-16 cm-3 s-1 and =10-8 cm2 s-1), the Nannoolal vapour pressure method 

and heterogeneous reactions between O3 and the unsaturated organic compounds, the semi-

empirical parameterizations from Ng et al. (2007), and the SIMPOL vapour pressure method and 

peroxyhemiacetal (R1) and hemiacetal (R3) dimer formation (kf =10-22 cm3 s-1). 



Figure S1. Modelled temporal evolution of the particle number size distribution. The results 

presented in this figure are from a simulation with initially 200 ppb -pinene, 500 ppb O3 and 250 

ppm cyclohexane as OH-scavenger, semi-solid particles, no oligomerization and with pure-liquid 

saturation vapour pressures from the SIMPOL method. The condensational growth of the 

particles was modelled with the full moving method (Sect. 2.2.4). However, the particle number 

size distribution was converted to a fixed diameter grid for the plot.   



Figure S2. Cumulative fraction of -pinene oxidized by O3 for the modelled experiments from Na 

et al. (2007). 



Figure S3. Modelled total carboxylic acids concentration in the gas and particle phase during the 

-pinene oxidation experiments from Na et al. (2007). 



Figure S4. Derived VBS from the simulated -pinene oxidation experiments from Na et al. 

(2007) with CO as OH scavenger, and from Vaden et al. (2011) with cyclohexane as OH 

scavenger. The VBS parameterizations were derived with the pure-liquid saturation vapour 

pressure method from Nannoolal et al. (2008) and SIMPOL (Pankow and Asher, 2008). Given is 

also the experimentally derived VBS parameterization from Pathak et al. (2007). 



Figure S5. Comparison of modelled SOA mass formation with an effective solubility product 

(Ks
*) of 0.01 or 0.1 mol2 m-6 (Eq. 31) for the organic salts of carboxylic acids and ammonium 

(NH4RCOO). The total aerosol mass is divided into the fraction composed of non-salt SOA and 

NH4RCOO. 



Figure S6. Modelled total oligomer mass fraction (a) and surface layer oligomer and monomer 

mass fraction (b) for particles with a diameter of 154 and 247 nm. The results are from a 

simulation with three different bulk phase oligomerization mechanisms: peroxyhemiacetal (R1a), 

hemiacetal (R3) and ester formation (R4) (kf = 1.2x10-27 cm3 molecules-1 and kd  = 1/3.2 h-1), and 

surface layer oligomer formation by the reactive uptake of adsorbed pinonaldehyde (R1b, R2b 

and Eq. 32) (kf  = 3x10-15 cm3 molecules-1 kd  = 3/2 h-1).    



Figure S7. Modelled and measured (Vaden et al., 2011) remaining mass fractions during -pinene 

SOA particle evaporation. The model results are from simulations with the vapour pressure 

method from Nannoolal et al. (2008) and with or without oligomer formation in the surface layer 

by the reactive uptake of adsorbed pinonaldehyde (R1b, R2b and Eq. 32) (kf  = 3x10-15 cm3

molecules-1 kd  = 3/2 h-1).   



Figure S8. Modelled SOA composition when considering three different particle bulk phase 

oligomerization mechanisms: peroxyhemiacetal formation (R1a), hemiacetal formation (R3) and 

ester formation (R4) (kf = 1.2x10-27 cm3 molecules-1 and kd  = 1/3.2 h-1). 



Figure S9. Modelled single particle mass fractions of two of the least volatile MCMv.3.2 -

pinene oxidation products (C922OOH and C921OOH), as a function of the distance from the 

particle centre (core). The results are given for two different particle sizes (Dp 150 and 250 nm, 

respectively).  



Figure S10. Modelled bulk phase oligomer mass fractions in the different particle layers at 

different distances from the particle centre at the start and after 1 hour of evaporation. The results 

are given for two particle sizes (Dp=127 and 240 nm, respectively). The oligomer SOA was 

assumed to be formed by a reaction between two of the least volatile MCMv.3.2 -pinene 

oxidation products (C922OOH and C921OOH) (kf = 10-23 cm3 molecules-1 and kd  = 1/18 h-1).  



Figure S11. Modelled ROOR type oligomer mass fractions (fROOR = 0.4 %, kd = 1/36 h-1), as a 

function of the distance from the particle centre, in particles with different diameters. The results 

are given both for a fresh and an aged particle, before evaporation.     



Figure S12. Modelled oligomer and total SOA mass for H3 (Sect. 3.3.3).  



Figure S13. Modelled and measured a) particle number size distribution at the end of the m-

xylene experiment, b) initial and final effective wall deposition loss rates (modelled), c) number 

concentration and d) sulphate seed aerosol mass concentration. The model results are from a 

simulation with a fixed  of 50 V cm-1 and a u* of 0.05 m s-1 or variable  calculated with Eq. 

33 and u* = 0.01 m s-1 before the UV-lights are turned on and u* = 0.05 m s-1 after the UV-lights 

are turned on. 



Figure S14. Modelled current time step and cumulative fraction of the m-xylene first generation 

RO2 products that react (have reacted) with HO2 instead of NO. The results are given for 

simulations with the original MCMv3.2 gas phase chemistry, with MCMv3.2 gas phase 

chemistry and an artificial OH source of 108 cm3 s-1, and with MCMv3.2 gas phase chemistry, the 

artificial OH source and wall emissions of HONO. 



Figure S15. Results from simulations of the m-xylene oxidation experiment by Nordin et al. 

(2012) when considering 1) HONO formation from heterogeneous reactions ( =10-15 cm-3 s-1

and =10-7 cm2 s-1) or 2) heterogeneous reactions of O3 ( =10-16 cm-3 s-1 and =10-7

cm2 s-1). For simulation Nr. 1 Fig. 15a shows the total SOA mass (air + wall), SOA mass of 

formed oxidation products from the reaction between the aromatic compounds and NO2, and the 

remaining non reacted aromatic SOA mass. For simulation Nr. 2 Fig. 15a shows the total SOA 

mass, SOA mass of formed oxidation products from the heterogeneous O3 reactions, and the 

remaining non reacted unsaturated organic SOA mass. Figure 15b shows the modelled HONO 

concentration, c) the NO2 concentration and d) the O3 concentration. In Figure 15d we also 

included the results from a simulation without heterogeneous oxidation reactions.    



     

Figure S16. Modelled SOA mass formation in the air and on the wall deposited particles during 

the m-xylene oxidation experiment by Nordin et al. (2012). The results are from simulations with 

a laminar layer width ( x) of 1.0 cm adjacent to the chamber walls and a first order loss rate from 

the near wall gas phase to the walls (kg,w) of 1/6 s-1. ADCHAM was either run without or with 

heterogeneous reactions between O3 and the unsaturated organic compounds ( =10-16 cm-3 s-1

and =10-8 cm2 s-1). 



Figure S17. Modelled SOA mass formation in the air and on the wall deposited particles during 

the m-xylene oxidation experiment by Nordin et al. (2012). The results are from simulations with 

a laminar layer width ( x) of 0.1 cm adjacent to the chamber walls and a first order loss rate from 

the near wall gas phase to the walls (kg,w) of 1/20 s-1. ADCHAM was either run without or with 

heterogeneous reactions between O3 and the unsaturated organic compounds ( =10-16 cm-3 s-1

and =10-8 cm2 s-1). 



Figure S18. Modelled and measured volume concentrations (seed aerosol + SOA coating) during 

the m-xylene oxidation experiment by Nordin et al. (2012). The model results are from 

siumations with the SIMPOL (Pankow and Asher, 2008), Nannoolal et al. (2008) vapour pressure 

method or the semi-empirical parameterizations from Ng et al. (2007). The figure shows both the 

modelled particle volume concentrations in the air and on the walls. 



Figure S19. Modelled and measured particle volume concentrations in the air from the m-xylene 

oxidation experiment by Nordin et al. (2012). The model results are from simulations with a 

laminar layer of 0 or 0.1 cm adjacent to the chamber walls and without uptake of organic 

compounds directly onto the Teflon walls.  
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B. Svenningsson2, M. Bohgard1, M. Kulmala2,3, M. Hallquist5, and J. Pagels1

1Ergonomics and Aerosol Technology, Lund University, P.O. Box 118, 221 00 Lund, Sweden
2Division of Nuclear Physics, Lund University, P.O. Box 118, 221 00 Lund, Sweden
3Department of Physics, University of Helsinki, P.O. Box 64, 00014 Helsinki, Finland
4Finnish Meteorological Institute, P.O. Box 503, 00101 Helsinki, Finland
5Department of Chemistry, Atmospheric Science, University of Gothenburg,
412 96 Gothenburg, Sweden

Received: 14 November 2012 – Accepted: 28 November 2012
– Published: 11 December 2012

Correspondence to: E. Z. Nordin (erik.nordin@design.lth.se)

Published by Copernicus Publications on behalf of the European Geosciences Union.

31725

D
iscussion

P
aper

|
D

iscussion
P

aper
|

D
iscussion

P
aper

|
D

iscussion
P

aper
|

Abstract

Gasoline vehicles have elevated emissions of volatile organic compounds during cold
starts and idling and have recently been pointed out as potentially the main source
of anthropogenic secondary organic aerosol (SOA) in megacities. However, there is
a lack of laboratory studies to systematically investigate SOA formation in real-world5

exhaust. In this study, SOA formation from pure aromatic precursors, idling and cold
start gasoline exhaust from one Euro II, one Euro III and one Euro IV passenger ve-
hicles were investigated using photo-oxidation experiments in a 6 m3 smog chamber.
The experiments were carried out at atmospherically relevant organic aerosol mass
concentrations. The characterization methods included a high resolution aerosol mass10

spectrometer and a proton transfer mass spectrometer. It was found that gasoline ex-
haust readily forms SOA with a signature aerosol mass spectrum similar to the oxidized
organic aerosol that commonly dominates the organic aerosol mass spectra downwind
urban areas. After 4 h aging the formed SOA was 1–2 orders of magnitude higher than
the Primary OA emissions. The SOA mass spectrum from a relevant mixture of tra-15

ditional light aromatic precursors gave f43 (mass fraction at m/z = 43) approximately
two times higher than to the gasoline SOA. However O : C and H : C ratios were similar
for the two cases. Classical C6–C9 light aromatic precursors were responsible for up to
60 % of the formed SOA, which is significantly higher than for diesel exhaust. Impor-
tant candidates for additional precursors are higher order aromatic compounds such20

as C10, C11 light aromatics, naphthalene and methyl-naphthalenes.

1 Introduction

The formation mechanisms, magnitude and chemical composition of secondary or-
ganic aerosol (SOA) are of importance for predicting future climate scenarios (Monks
et al., 2009; Hallquist et al., 2009). SOA is formed from low vapor pressure reac-25

tion products, which originate from gas phase oxidation of volatile organic compounds
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(VOCs). De Gouw and Jimenez (2009) suggested that SOA from urban sources may
be the dominating source of organic aerosol globally between the 30th and 50th lati-
tude.

Traditionally the VOCs responsible for the majority of urban SOA formation have been
assumed to be light aromatic hydrocarbons, which are hydrocarbons with one benzene5

ring, often with one or more alkyl groups (methyl, ethyl or propyl), i.e. benzene (C6),
toluene (C7), xylenes and ethyl benzene (C8), C9 and C10 aromatics (Odum et al.,
1997).

Robinson et al. (2007) recognized intermediate volatility organic compounds (IVOCs)
and semi volatility organic compounds (SVOCs) as important sources for production of10

ambient organic aerosol. Photo-oxidation experiments of exhaust from a diesel genera-
tor indicated that only a small fraction of the SOA formed originated from light aromatic
precursors (Weitkamp et al., 2007). They also suggested that IVOCs such as long
chain and branched alkanes could be responsible for a large fraction of the SOA pro-
duced from diesel exhaust. However, recent smog chamber studies suggest that the15

SOA formation from modern diesel vehicles with functioning oxidation catalysts is very
low (Chirico et al., 2010; Samy and Zielinska, 2010).

Less attention has been paid to SOA formation from gasoline exhaust, although VOC
emissions can be high during cold starts, increasing with decreasing ambient temper-
ature. At ambient temperatures below 0 ◦C the VOC emissions from the startup-phase20

can be equivalent to thousands of driven kilometers (Weilenmann et al., 2009). This is
due to fuel condensing on the inner surface of the cylinder when the engine tempera-
ture is low, causing a fuel rich incomplete combustion but also because the operation
temperature of the oxidation catalyst is below its optimum range (Schifter et al., 2010).
The emissions from passenger gasoline vehicles may also contain ammonia which is25

formed as a reaction product when NO is reduced on catalytic surfaces in catalytic
converters (Heeb et al., 2006; Kean et al., 2009). Gasoline exhaust contains a com-
plex mixture of VOCs, nitrogen oxides (NOx), ammonia and particulate matter (PM)
emissions. However, primary PM emissions are typically lower than for diesel exhaust.
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There is currently a debate of the relative proportions of gasoline and diesel exhaust
SOA production in the atmosphere. In a recent study in the Los Angeles, California
Basin, Bahreini et al. (2012) noted that diesel consumption was roughly halved on
weekends and they found a corresponding reduction in primary organic aerosol (POA)
and NOx but no decrease in SOA that originated from fossil fuel combustion. They5

concluded that gasoline exhaust is the main source of fossil SOA in the Los Angeles
Basin. This suggests that diesel exhaust may dominate the emissions of soot particles
in urban areas and gasoline exhaust may dominate the SOA formation. On the contrary,
Gentner et al. (2012) characterized the organic aerosol formation potential of emissions
from diesel and gasoline vehicles, they concluded that diesel vehicles are responsible10

for the majority of vehicle SOA but recognized both sources as important. Thus there
is a need for more studies especially on the gasoline SOA properties and production
rates. Gasoline SOA may also be an important contributor to the early stages of atmo-
spheric transformation of diesel soot. Aging of soot agglomerates strongly alters the
optical and hygroscopic properties of soot particles (Zhang et al., 2008; Pagels et al.,15

2009a).
Odum et al. (1997) investigated the SOA formation from vaporized gasoline and

a large number of light aromatic hydrocarbons occurring in reformulated gasoline.
They showed that the SOA formation from vaporized whole gasoline can be well ap-
proximated by the sum of the SOA formed from the single light aromatic precursors.20

However, the composition of real-world gasoline exhaust differs from that of vaporized
gasoline. For example, the fraction of light aromatics was found to be 21 % by mass
in vaporized un-combusted gasoline and 13 % by mass in gasoline exhaust (Schauer
et al., 2002). Important classes of compounds with relevance for SOA formation present
in gasoline exhaust but not in vaporized gasoline are aldehydes and the complex un-25

resolved mixture of IVOCs not quantified with the gas chromatography – mass spec-
trometry (GC-MS) techniques typically used (Schauer et al., 2002). Finally, benzene
and naphthalene are enriched in the exhaust relative to the fuel (Elghawi et al., 2010).
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Kleindienst et al. (2002) performed smog chamber experiments using a gasoline
exhaust surrogate mixture made from gasoline fuel and organic additives relevant for
the gasoline exhaust. From filter based techniques they concluded that 75–85 % of
the SOA could be explained by C6–C9 light aromatic compounds and suggested that
the remaining fraction was due to higher order aromatics and cyclic and long chain5

alkenes.
There is a need for investigations of the role of C6–C9 light aromatics and additional

precursors have in the formation of gasoline SOA in real-world vehicles, particularly
in the early aging of gasoline exhaust where IVOCs may be of importance, as has
been found for diesel generators (Weitkamp et al., 2007) and wood smoke (Grieshop10

et al., 2009). There is also a need to define source signatures of gasoline SOA for
example in terms of high resolution aerosol mass spectra that can be used for source
apportionments studies in ambient air.

In this study, SOA formation of gasoline exhaust emissions from in-use Euro II, Euro
III and Euro IV passenger vehicles was investigated in a smog chamber set-up. The15

aim of this study was: (1) to determine the fraction of the SOA from gasoline exhaust
that can be explained by classical C6–C9 light aromatics precursors and (2) to investi-
gate whether the chemical composition of the secondary aerosol from gasoline vehicle
exhaust can be simulated using only light aromatic precursors. Better understanding
of the magnitude and chemical composition of SOA from anthropogenic sources, like20

gasoline vehicles, will give valuable information to climate modelers and also improve
the knowledge of health risks that are linked with air pollution in urban environments.

2 Methods

2.1 Experimental setup

The photo-oxidation experiments were carried out in a 6 m3 (W ×L×H ,2.1×1.5×1.8 m)25

DuPont fluorinated ethylene propylene (FEP) Teflon chamber (Welch Fluorocarbon,
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USA), with a wall thickness of 125 μm, a smog chamber setup of similar size is pre-
sented in Miracolo et al. (2010). For sampling and air exchange three of the vertical
sides were each equipped with three 1/4′′ and one 3/4′′ Kynar fittings. The Teflon cham-
ber was suspended inside a 22 m3 air conditioned steel chamber. The steel chamber
has been described previously by Pagels et al. (2009b).5

Four banks positioned on opposite sides of the smog chamber, each consisting
of five 100 W fluorescent blacklights (Cleo performance 100-R, Phillips, Netherlands)
were used to simulate the spectrum of the UV-band in solar irradiation. The light spec-
trum ranged from 320 nm to 380 nm, peaking at about 350 nm, which is similar to spec-
tra from several other smog chamber setups (Carter et al., 2005; Presto et al., 2005).10

The UV spectrum is shown in Fig. S1 in the Supplement. The transmission of FEP
at wavelengths between 290 and 800 nm has been reported to be more than 90 %
(Paulsen et al., 2005). To enhance the radiation uniformity and intensity in the cham-
ber, the walls of the enclosing steel chamber were coated with reflective aluminum foil.
The NO2-photolysis rate during these experiments was determined to 0.2 min−1, by15

irradiating a mixture of NO2 and O3.
The temperature inside the steel chamber was controlled by a water based cool-

ing unit (model 602D 9.43 kW, CIAT, France). This unit gave the means to control the
temperature at 22 ◦C with a stability of ±2 ◦C. The temperature was monitored at the
midpoint of the Teflon chamber as well as in the space between the smog chamber20

and the outer steel chamber. A schematic representation of the smog chamber setup
and inlet system is shown in Fig. 1.

Gasoline exhaust was injected to the smog chamber through a heated inlet system
using an ejector diluter (DI-1000, Dekati Ltd Finland) with an inlet nozzle modified to
achieve a primary dilution ratio of 4–5. The ejector was supplied with pressurized air25

that was preheated to 140 ◦C and filtered by gas absorbing (NOx, SOx, O3, organic
acids) pellets (Triple blend makeup air media, Purafil, USA) and multiple sets of ac-
tivated carbon and nano particle filters (CLEARPOINT®, Beko, Germany). This filter
configuration was used for all pressurized air applications to the chamber. The heated
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exhaust inlet system and cleaning and conditioning of the smog chamber are further
described in the Supplement.

Before each experiment the particle number concentration was < 100 cm−3 and the
particle volume concentration was < 0.1 μm3 cm−3. Blank UV exposure experiments
where filtered air was passed through the heated inlet with no exhaust or precur-5

sors added to the chamber were performed to make sure that the cleaning procedure
worked properly. The formation of secondary organic aerosol was < 0.1 μgm−3 and the
formation of nitrate < 0.01 μgm−3 during a typical 2 h blank experiment.

The pressure difference between the inside of the smog chamber and the surround-
ing steel chamber was monitored by a differential pressure sensor (ASP1400, Sen-10

sirion, Switzerland), to ensure that an overpressure was maintained and leaks into the
chamber were avoided. The scanning mobility particle sizer (SMPS) data, NO, NO2,
O3, CO, chamber RH, temperature and differential pressure were logged using a cus-
tom made LabVIEW™ (National Instruments, USA) program.

2.2 Vehicles15

Three gasoline powered passenger vehicles were used in this study, one Euro II, one
Euro III and one Euro IV vehicle, see Supplement Table S1 for more information about
the vehicles. All vehicles were driven in normal use in between the experiments. The
vehicles were fueled with Swedish standard MK1 gasoline fuel with an octane rat-
ing of 95 (“sulfur free” < 10 mg kg−1). The fuel composition was analyzed with Gas20

Chromatography-Mass Spectrometry (GC-MS) in a similar way to the exhaust VOC
samples as described in Sect. 2.3.3. The mass fraction of C6–C9 light aromatics was
30 %. The major oxidative additives used in this fuel were ethanol (5 % by volume) and
MTBE 1.2 % by weight. The result of the fuel analysis is given in Table S3.
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2.3 Instrumentation

2.3.1 Particle characterization instruments

A custom built SMPS-system (Löndahl et al., 2008) consisting of a Vienna-type (L =
0.28 m, R1 = 0.025 m, R2 = 0.0335 m) differential mobility analyzer (DMA) and a con-
densation particle counter (CPC model 3010, TSI Inc., USA), was used to monitor5

the size resolved number concentrations. A sheath flow/aerosol flow relationship of
4.9/0.7 dm3 min−1 was used for the measurements and the used size range was 10
to 600 nm. The particle volume concentration determined from the SMPS data was
used as the volume standard and as a reference value for determination of the col-
lection efficiency of the aerosol mass spectrometer (AMS). The SMPS and AMS were10

size calibrated with polystyrene latex (PSL)-spheres (80, 100, 240 and 350 nm, Duke
Scientific Corp., USA) during the campaign.

The particle chemical composition was measured online by means of a High-
Resolution Time of Flight Aerosol Mass Spectrometer (HR-ToF-AMS, Aerodyne re-
search Inc., USA). The instrument was equipped with a laser vaporizer to allow detec-15

tion of refractory black carbon (rBC; soot), a configuration known as the Soot-Particle
Aerosol Mass Spectrometer (SP-AMS). The HR-ToF AMS and SP-AMS are described
in detail elsewhere (DeCarlo et al., 2006; Onasch et al., 2012) and briefly below. The
aerosol is sampled through an aerodynamic lens, which focuses sub-micrometer parti-
cles into a tight beam. The particle beam is modulated to obtain particle size resolved20

information using the Particle Time of Flight (PToF) mode. After impaction on a heated
(600 ◦C) tungsten vaporizer plate, under low pressure (∼ 10 μPa), the operationally de-
fined non-refractory particulate mass (NR-PM) is vaporized and ionized using elec-
tron ionization (70 eV). The ions are subsequently analyzed though time of flight mass
spectrometry. In these experiments NR-PM is expected to include all PM components25

except rBC. The instrument was operated in dual vaporizer mode, i.e. both laser and
tungsten vaporizers were present. The laser vaporizer was turned on in 5 min periods
every hour in most experiments, in order to probe rBC without interfering significantly
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with the tungsten vaporizer data set. Data analysis was performed with IGOR pro 6
(Wavemetrics, USA), SQUIRREL 1.51 and PIKA 1.1. Elemental analysis (EA) was per-
formed on V-mode data. The fragmentation pattern and calibration factors suggested
by Aiken et al. (2008) were used. Nitrate fragments were excluded from the elemental
analysis.5

2.3.2 Measurement of inorganic gases

The O3 concentration was monitored using a UV spectrophotometer (model 49i ozone
analyzer, Thermo Scientific, USA). The NO and NO2 (NOy–NO) concentrations were
monitored by a NOx-monitor (model CLD 700 AL, Eco Physics, USA). The NOx-
instrument uses two measurement chambers which gives a direct measurement of NO10

and an indirect NO2 measurement. The principle for measurement of NO2 is convert-
ing NO2 to NO by a molybdenum converter at high temperature (375 ◦C); the converter
may also convert peroxy acyl nitrates (PAN) and nitric acid (HNO3) to NO. This gives
an interference of the NO2 signal (Gerboles et al., 2003). The monitoring of O3 and
NOx were continuous throughout the experiment.15

CO, NOx and O2 were measured in the raw exhaust by a gas analyzer (model 350
XL, Testo, Germany) in selected experiments. The CO mixing ratio in the smog cham-
ber was typically below 1 ppm for the cold idling experiments and about 8 ppm in the
cold start experiment.

2.3.3 Measurement of organic gas-phase compounds20

The concentration of light aromatic compounds and other selected VOCs were moni-
tored using a Proton Transfer Reaction Mass Spectrometer (PTR-MS, Ionicon Analytik
GmbH, Austria), which allows real time measurements of concentrations down to the
ppt range. Since the quadrupole version of the PTR-MS instrument measures only
with a unity resolution, different compounds with same nominal mass cannot be distin-25

guished. A detailed description of the PTR-MS technique is given by (Lindinger et al.,

31733

D
iscussion

P
aper

|
D

iscussion
P

aper
|

D
iscussion

P
aper

|
D

iscussion
P

aper
|

1998; de Gouw and Warneke, 2007). The used volume mixing ratio calculations and
calibration procedures are described by Taipale et al. (2008).

VOC samples were collected on adsorbent tubes filled with Tenax-TA and
Carbopack-B and were analyzed in the laboratory with GC-MS, using a thermal
desorption instrument (Perkin-Elmer TurboMatrix 650, Waltham, USA) attached to5

a gas-chromatograph (Perkin-Elmer Clarus 600, Waltham, USA) with DB-5MS (60 m,
0.25 mm, 1 μm) column and a mass selective detector (Perkin-Elmer Clarus 600T,
Waltham, USA). Typically, duplicate adsorbent tube samples were collected before the
UV-lights were turned on and at the end of the experiment. Thirteen C6–C9 light aro-
matic compounds and selected alkanes were quantified.10

GC-MS was the standard method for determining the mass concentration of C6–C9
light aromatic hydrocarbons. The PTR-MS was available in four experiments (I1, I2, S1
and P1) and was used for monitoring of time resolved VOC concentrations. The VOC
levels showed good agreement between the methods, see Supplement for comparison
Fig. S3.15

Initial C10, C11 light aromatics and naphthalene concentrations were estimated from
the PTR-MS channels m/z 135, 149 and 129 respectively in experiments when the
PTR-MS was available, similar measurements have previously been performed by Job-
son et al. (2010).

Cumulative OH exposures were estimated to allow investigation of the effect of pro-20

cessing on the aerosol MS composition data. The decay curves of C8 and C9 aromatics
from PTR-MS and 1,2,4 TMB from GC-MS were fitted using a simple model to derive
the OH concentration as a function of time. In the case of using the PTR-MS data,
average OH reactivities based on the speciated GC-MS data were used.

2.4 Experimental procedure25

Before the experiments, the smog chamber was filled with clean dry pressurized air
(relative humidity 3–5 %). A nebulized water (Pro Analysi, Merck, Germany) solution of
ammonium sulfate (1 gdm−3) (Merck, Germany), was utilized as condensation seeds to
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collect the formed low vapor pressure reaction products. The nebulizer (Collison type,
Topas Gmbh, Germany) was operated by filtered pressurized air (3 bar). The aerosol
particles were dried using a silica diffusion drier and passed through a 63Ni bi-polar
charger before introduced to the smog chamber. The salt seeds were injected for about
20–30 min until a concentration of 15–20 μgm−3 was accomplished, corresponding to5

an initial number concentration of 20 000–25 000 particlescm−3.
Two different idling cases were defined: (1) cold start; the vehicle was started on site

(after cold soaking for > 3 h) and the exhaust was injected to the smog chamber from
first ignition. (2) Cold idling; the vehicles were driven for about 3 min on a standard-
ized circuit before injection, until an engine temperature of 55±5 ◦C was established.10

The ambient temperature was between −5 and +3 ◦C during the campaign (Table S2
Supplement).

In the precursor experiments, m-xylene or a mixture of three selected precursors
were injected through evaporation from a glass flask purged with pressurized air.
The precursors used were: toluene (> 99.5 % Merck, Germany) m-xylene (> 99 %,15

Sigma-Aldrich, USA) and 1,2,4-trimethylbenzene (> 98 %, Alfa Aesar, Germany). 1,2,4-
trimethylbenzene was chosen because it is often the most abundant C9-aromatic in
idling gasoline exhaust (Table S3 in Supplement and Schauer et al., 2002).

The target VOC concentration in the chamber for each gasoline exhaust experiment
was established using PTR-MS (raw spectrum intensities of m/z 93, 107, 121) sam-20

pling from the smog chamber and a flame ionization detector (FID, Model RS 53-T,
Ratfisch, Germany), sampling from the raw exhaust. The total VOC concentration (FID)
was between 1 and 2.5 ppm in the gasoline exhaust experiments. The length of the
exhaust injection period was typically 5–15 min for cold idling and 60 s for cold start.
Including the dilution in the Teflon chamber a total dilution ratio for the cold idling ex-25

periments of 30–120 was achieved, depending on the injection time of the exhaust.
Additional NO typically had to be added after the exhaust injection to achieve a desired
ratio between light aromatics (LA) and NOx (ppbC/ppb). In four gasoline exhaust ex-
periments and the two precursor experiments (Table 2) a light aromatic to NOx ratio of
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around 50 was used. In experiments I3 and I4 lower LA to NOx ratios of 13 and 7, re-
spectively were used. In experiment I4 O3 was added to convert a major fraction of the
emitted NO into NO2. The level of NO at the start of the experiments was 35–107 ppb.
O3 was produced by a modified spark discharge ozone generator (AM 3000-2, Ozone
Technology, Sweden) using pure O2 (medical grade, Air Liquid).5

After exhaust injection and addition of NO or O3 there was a period of 30 to 60 min to
allow mixing in the chamber and for characterization of the fresh exhaust composition.
After this the UV-lights were lit, which is referred to as time t = 0 throughout the paper.
The length of the experiments was 3–4 h.

2.5 Data analysis10

2.5.1 Wall loss corrections

Aerosol particles suspended in a Teflon chamber may deposit to the chamber walls
(McMurry and Rader, 1985), due to electrostatic forces and other deposition mecha-
nisms, such as sedimentation and diffusion. To be able to quantify the SOA formation,
wall losses have to be accounted for. In this work, a wall loss correction method based15

on AMS data was used (Hildebrandt et al., 2009). An assumption is made that VOCs
do not condense on the chamber walls but are rather in equilibrium with particles de-
posited on the walls. The particulate sulfate seed is then conserved by the chamber
system. The organic aerosol mass concentration (COA(t)) as a function of time is calcu-
lated by Eq. (1), by multiplying the mass concentration of seed aerosol at the time when20

UV-light was initiated (Csus
seed(t = 0)) with the ratio between organic aerosol (Csus

OA (t)) and
ammonium sulfate seed concentrations (Csus

seed(t)) derived from AMS-data. Csus
seed(t = 0)

is derived from SMPS measurements, using a ρseed of 1.769 gcm−3.

COA (t) =
Csus

OA (t)

Csus
seed (t)

Csus
seed (t = 0) (1)
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Secondary sulfates may also form in the chamber from oxidation of SO2. However,
the sulfur content of European gasoline fuel is extremely low (< 10 mgkg−1). To make
sure that secondary sulfates did not bias the measurements, we carried out several
nucleation experiments with gasoline exhaust under conditions similar to the seeded
experiments. It was found that secondary sulfate formation was 0.1–0.3 μgm−3. The5

resulting influence of the wall loss corrected SOA concentration is therefore less than
5 % in every experiment.

The half-life of ammonium sulfate mass concentration in experiments with no or neg-
ligible SOA formation was found to be ∼ 3 h for the period starting when the UV-lights
were turned on, which makes quantitative experiments meaningful up to about 4 h after10

UV on.

2.5.2 Aerosol mass yield

The aerosol mass yield Y at time = t is defined as the ratio between the wall-loss
corrected formed organic mass concentration divided by the mass concentration of
reacted VOCs (ΔHC), at time = t (Eq. 2) (Odum et al., 1997).15

Y =
CSOA

ΔHC
(2)

In the calculations presented in this paper t exclusively refers to the end of the experi-
ment. For the gasoline experiments an apparent mass yield was calculated taking into
account only C6–C9 alkyl substituted light aromatics and benzene, thus the ΔHC term
only consists of these compounds. These apparent mass yields can then be compared20

with true mass yields from the pure precursor experiments carried out at similar con-
ditions in our chamber, to gain insight into the fraction of formed SOA that originated
from C6–C9 light aromatics.
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2.5.3 Primary exhaust particles and subtraction of primary organic aerosol

Upon exhaust injection an immediate increase in OA was observed in each experi-
ment, after which a plateau was reached. This fraction of OA is referred to as Primary
Organic Aerosol (POA). The ratio of POA to sulfate seed was assumed to be constant
throughout the experiments. The estimated POA concentration at the end of the exper-5

iment was subtracted from the wall-loss corrected organic concentrations to determine
CSOA. The POA and particulate nitrates observed in these experiments will be treated
in more detail in future publications.

The primary emissions from the Euro II vehicle were investigated in a separate ex-
periment without condensation seeds. The emissions of primary particles were less10

than 50 particlescm−3 in the smog chamber at a dilution ratio of 1 : 36 for the cold
idling gasoline emissions, indicating that the concentration of primary particles (such
as soot cores) were negligible compared to the seed aerosol (∼20 000–25 000 cm−3).
Only in the cold start experiment (S1), there was a noticeable increase in the number
concentration (about 2000 cm−3) upon adding the exhaust to the chamber. Similarly,15

only in the cold start experiment there was a noticeable signal of rBC (soot) detected
with the SP-AMS. The mass concentration of rBC was estimated to 1.5 μgm−3 and
< 0.3 μgm−3 in the cold start and cold idling experiments, respectively.

3 Results and discussion

A summary of the results and conditions from six gasoline exhaust experiments and20

two precursor experiments is presented in Table 2. Photo-oxidation of gaseous gasoline
exhaust forms SOA and ammonium nitrate. At the end of the experiments the formed
SOA is 9–500 times higher than the emitted POA, which is in sharp contrast to diesel
exhaust where the contribution of primary PM often dominates over secondary PM
(Chirico et al., 2010). Experiment I1 had the highest contribution of POA corresponding25

to 12 % of the OA in the chamber at the end of the photo-oxidation experiment, while in
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experiments I2 and I3 the POA contribution was less than 0.5 %. The POA most likely
originates from organic compounds with volatility low enough to condense onto the
seed particles when the exhaust is cooled down after injection in the smog chamber.
The aerosol mass spectra of these primary emissions were similar to diesel exhaust
POA and the hydrocarbon-like organic aerosol (HOA) found in urban areas.5

3.1 VOC composition and emissions

The classical light aromatic precursors (C6–C9) constituted 30 % of the fuel by mass
but only 10–15 % of the total VOC emissions in the gasoline exhaust, where the latter
figure includes methane (Table 1).

In Fig. 2 it is shown that the distribution of light aromatic SOA precursors depends10

on both vehicle type and operation mode. In the cold start with the Euro IV vehicle,
the distribution of the light aromatics is similar to the distribution in the fuel. In the cold
start experiment it is expected that the VOC-emissions may be well represented by
vaporized fuel, due to the low temperatures of the engine and the oxidation catalyst
(Schifter et al., 2010). A more detailed analysis of the light aromatic content in the fuel15

and gasoline exhaust is presented in Table S3 in the Supplement.
The distribution of light aromatics from the Euro II vehicle was fairly repeatable under

cold idling conditions (Fig. 2) and shows an even distribution between the C6–C9 light
aromatics. The Euro III and Euro IV vehicles when used under cold idling showed
a trend towards decreasing concentration with increasing molecular size. The benzene20

concentration is strongly elevated in these cold idling experiments compared to the
fuel content (benzene is regulated to < 1 % by volume in gasoline in Europe), most
likely due to formation of benzene from other light aromatic compounds in the catalyst
(Bruehlmann et al., 2007). The enrichment of benzene in the exhaust is also found
in road tunnel emission measurements (Legreid et al., 2007). The distribution of light25

aromatics from the cold idling case reasonably well represents the road tunnel data.
The concentration of C10 and C11 light aromatics and naphthalene were assessed

from the corresponding PTR-MS channels: m/z =135, 149 and 129. This was done
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for the Euro II vehicle at cold idling (I1 and I2 experiments) and the cold start exper-
iment (S1) with the Euro IV vehicle. The contribution in percent to the summed initial
mixing ratio (ppb) of C6–C11 light aromatics and naphthalene was as follows 4.6; 0.4 %
(C10), 0.8; < 0.1 % (C11) and 1.1; < 0.1 % (naphthalene) for cold idling (I1 and I2)
and cold start respectively. As it can be seen the C10, C11 and naphthalene fraction is5

significantly higher at cold idling compared to the cold start.

3.2 Formation of gasoline SOA

Figure 3a, b compares the temporal evolution for one representative gasoline experi-
ment (I2) and an experiment with a precursor mixture (P1) containing three of the most
important C7–C9 light aromatic precursors. The upper panels show the mixing ratios10

of NO, NO2 and O3 (left y-axis) and the ratio of nitrate and OA to sulfate seed (right
y-axis). The middle panels show the mixing ratios for the most important light aromatic
precursors and one photochemical gas-phase reaction product, obtained by PTR-MS.
The PTR-MS channels correspond to toluene (C7 m/z = 93), C8 (m/z = 107), C9
(m/z = 121), C10 (m/z = 135) aromatics and acetaldehyde (m/z = 45). In the P1 ex-15

periment (Fig. 3b) toluene, m-xylene (C8) and 1,2,4 trimethylbenzene (C9) were used
as precursors. The lower panels show the H : C and O : C elemental ratios of the formed
SOA, derived from AMS data.

The SOA formation is delayed 30–45 min after the lights are turned on correspond-
ing to the time required to initiate photochemistry and for NO to be converted to NO220

(Fig. 3). The NO to NO2 conversion, and thereby the formation of ozone and HOx oc-
curs slightly faster in the gasoline exhaust experiment compared to the pure precursor
experiment. The delay between ozone and SOA formation is shorter and the SOA for-
mation starts at a higher NO level in the idling gasoline exhaust experiment compared
to the precursor experiment. These differences are attributed to the large group of ad-25

ditional VOCs (in addition to C6–C9 light aromatics) present in the gasoline exhaust
compared to the pure precursor experiment.
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The initial concentrations of C7–C9-aromatics are all at a similar level in the cold
idling gasoline exhaust, while the C10-aromatics are present in much lower concen-
trations. The reactivity typically increases with increasing carbon number. For example
m-xylene and 1,2,4-trimethylbenzene are much more reactive than toluene. The sum of
the concentration of reacted light aromatics (C6–C9) is used for mass yield calculations,5

although the reacted fraction of benzene is small under the prevailing (atmospherically
relevant) OH-radical concentrations (1–3×106 cm−3), due to its low reactivity with the
OH-radical.

The O : C and H : C ratios were both similar for the gasoline exhaust and the precur-
sor experiment (∼0.4 and ∼1.4, respectively). Figure 4 shows the wall loss corrected10

mass concentration of SOA, nitrate and excess ammonium for experiment I2 (a), I3 (b)
and P1 (c), the ammonium sulfate seed mass has been subtracted. The reacted mass
concentration of C6–C9 light aromatics were about two times higher for the precursor
experiment compared to the gasoline exhaust experiments. Still, the wall loss corrected
SOA mass concentration was similar (Table 2).15

Formation of nitrate occurs only to a limited extent in the precursor experiments
(about 4 % of the total organics). The nitrate formation in the precursor experiment is
attributed to formation of particle phase organic nitrates, while the formation of nitrate
in the gasoline experiments can be attributed to a mixture of ammonium nitrate and or-
ganic nitrates that varies strongly between experiments. Information on the occurrence20

of organic and ammonium nitrate can be obtained from the NO /NO2 ion fragment ra-
tio in the AMS. The NO/NO2 ratio is substantially higher for SOA from light aromatic
precursors compared to ammonium nitrate (Sato et al., 2010). This analysis will be
reported separately.

The ammonium nitrate is most likely formed by reactions of ammonia from the car25

exhaust and HNO3 formed by reactions in the smog chamber (originating from NOx).
SOA from passenger vehicle emissions co-condenses with ammonia and nitric acid as
can be expected during atmospheric processing of pollutants. The ammonium nitrate
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formation increased with increasing initial NOx level and thus in experiment I3 the
aerosol was dominated by nitrate.

3.3 Mass yield of gasoline exhaust and precursors

The apparent mass yield, Y is defined here as the ratio between the mass concentra-
tion of formed secondary organic aerosol, CSOA and the mass concentration of reacted5

light aromatic compounds (C6–C9), ΔHC (Eq. 2). By comparing the apparent mass
yields with the yields from the precursor experiments at a given CSOA we can infer
the contribution from additional SOA precursors. The apparent mass yield from C6–C9
light aromatics in the gasoline exhaust SOA increases with increasing concentration of
organic aerosol in the smog chamber as has been shown in several previous studies10

for yields of single precursor systems (Cocker et al., 2001; Song et al., 2005; Ng et al.,
2007; Hildebrandt et al., 2009). A two-product fit (Odum et al., 1997) to the cold idling
data is shown in Fig. 5.

Our precursor data agree well with m-xylene data from Song et al. (2005) carried
out at similar conditions (so called classical photo-oxidation experiments), therefore we15

used their fit to extend the comparison between our precursor and gasoline exhaust
data towards lower mass concentrations. The mass yield for experiment P1 and P2
is lower than some pure precursor experiment presented in the literature (Hildebrandt
et al., 2009; Ng et al., 2007). Those experiments with significantly higher yield were of-
ten performed in the “low-NOx regime” using H2O2 as OH-precursor. The experiments20

presented in this paper were performed without added OH-precursors and do all start
in the “high NOx regime” and as the NO concentration goes towards zero the experi-
ment moves towards the “low NOx regime”. The VOCs which reacted in the “high NOx”
regime, are likely to form products that is too volatile to end up in the particle phase,
when oxidized at the OH radial concentration used here (Ng et al., 2007).25

According to the fits, the apparent mass yield of the gasoline exhaust from inter-
mediate idling is about 1.7 times higher than the yield of the pure precursors under
the conditions in this study. Thus, about 1.7 times more C6–C9 light aromatics have
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been reacted in the precursor experiments to form the same mass concentration of
SOA (Eq. 2). If we assume that the reacted C6–C9 aromatic precursors form the same
amount of SOA in the complex mixture in the gasoline exhaust as they do in the pure
precursor experiments this would indicate that about 60 % of the SOA in the gasoline
exhaust originates from C6–C9 precursors and 40 % from additional precursors (Fig. 5).5

The cold start experiment was an exception as it falls essentially on the fit of the yield
of pure precursors.

By percentage, the reacted light aromatic compounds in the cold idling gasoline
exhaust were on average 0.9 % benzene, 9.3 % toluene, 29.1 % C8, 41.5 % C9, 17.2 %
C10, and 2.0 % C11. Assuming that the C10 and C11 light aromatics have similar yields10

as the C8–C9 aromatics, C10 and C11 aromatics would be responsible for about 11 %
and 1 % respectively of the SOA formed. Additional candidates as SOA precursors will
be discussed in Sect. 3.4.

The fraction of emitted C10 and C11 light aromatics and naphthalene were all sub-
stantially lower in the cold start experiment which is consistent with the classical C6–15

C9 aromatics being responsible for a larger fraction of the formed SOA in this case.
Thus, SOA-formation from cold start emissions but not from cold idling could be well
described by only including the C6–C9 light aromatics.

3.4 Chemical composition

High-resolution SOA mass spectra from experiment I2 and P1 are shown in Fig. 6. The20

AMS ion fragments have been grouped into four families based on their carbon, hy-
drogen and oxygen content. The dominating organic m/z peaks in SOA from gasoline
exhaust are m/z 44 followed by m/z 43 (Fig. 6a), while the reverse trend was found in
the precursor experiments (Fig. 6b).

The peaks at m/z 43 and 44 were dominated by C2H3O+ and CO+
2 fragments re-25

spectively, for both the gasoline exhaust and the precursor experiments. These two are
the most abundant fragments in ambient oxygenated organic aerosol (OOA). CO+

2 is
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typically the main fragment for low volatility OOA (LV-OOA) while in semi-volatile OOA
(SV-OOA) CO+

2 and C2H3O+ are of similar magnitude (Ng et al., 2010).
The gasoline SOA mass spectrum (Fig. 6a) shows strong similarities to atmospheric

observations of fresh OOA detected in and downwind urban areas and gasoline SOA
may thus be an important contributor to SOA in these locations as recently hypoth-5

esized from ambient data (Bahreini et al., 2012). Although SOA from many different
sources show similarities, a few differences compared to diesel exhaust SOA should
be pointed out. For example, diesel SOA (Chirico et al., 2010) has significant con-
tributions from hydrocarbon fragments in the CnH2n+1 series (for example C3H+

7 and
C4H+

9 ). The main hydrocarbon fragments in the gasoline SOA are instead C3H+
3 and10

C3H+
5 consistent with aromatic (and potentially also alkene) precursors that have a H/C

ratio closer to 1.
The organic mass fraction detected at m/z 43 (f43) and m/z 44 (f44) from the

AMS measurements at the end of each experiment is shown in Fig. 7a. The figure also
features the triangular boundary of atmospheric OOA observations introduced by Ng15

et al. (2010). Photochemical aging in the atmosphere typically increases the f44 in the
organic spectra; a relatively high f44 indicates that the atmospheric aging process is
more progressed.

The concept of the triangular space is formulated for atmospheric measurements of
aged aerosols from multiple precursors and sources. Since gasoline exhaust SOA is20

a more complex mixture than SOA from pure precursors, it can be expected that gaso-
line SOA resembles atmospheric observations better than SOA from pure precursors.
It is also apparent that SOA from a relevant mixture of light aromatics are not able to
adequately simulate the composition of the SOA from early ageing of gasoline exhaust.

For one cold idling and one precursor experiment we have plotted the f43 vs. f4425

relationship as a function of cumulative OH exposure. A cumulative OH exposure of
9×106 cm−3 h corresponds to 9 h of aging at a 24 h mean OH concentration of 1×
106 cm−3. For the cold idling experiment there is an increase in both f43 and f44 with
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increasing OH exposure, while for the precursor mixture the f43, f44 relationship is
little influenced.

A van Krevelen diagram, showing the hydrogen to carbon (H : C) and oxygen to car-
bon (O : C) ratios is shown in Fig. 7b. The diagram depicts the molar ratios at the end
of each experiment. The H : C ratio varies between 1.2 and 1.55 and the O : C ratio5

0.36 to 0.43 for the set of experiments and there is no systematic difference between
gasoline exhaust and pure precursor experiments in this aspect. A higher O : C and
lower H : C ratio represents a higher oxidation state. Average carbon oxidation (OSC)
states can be estimated from O : C and H : C (Kroll et al., 2011). The SOA produced
in these experiments have OSC ranging from −0.8 to −0.4, similar to SV-OOA in the10

atmosphere. The diagonal red lines indicate oxidation states −1, −0.5 and 0.
An important observation is that the cold idling gasoline exhaust and pure precursor

experiments are clearly separated in terms of their f43/f44 relationship but not in terms
of their O : C vs H : C relationship and the division of ions into four different families
dependent on their composition. This is not contradictory since m/z 44 and 43 only15

represent a fraction of the organic MS while the atomic ratios are calculated from the
full spectra. A higher abundance of C2H3O+ (the main fragment at m/z 43 in these
data) pulls the O : C ratio towards 0.5 and the H : C ratio towards 1.5. The remaining
fraction of the precursor SOA MS compensates this effect.

The f43, f44 values from this study are compared with literature data for light aro-20

matic precursors in Fig. 8. The precursor experiments reported here are in general
agreement with previous studies of SOA from pure m-xylene and 1,3,5-TMB (Ng et al.,
2010) both positioned to the right of the triangular plot.

From known literature values of the fragmentation patterns of the dominating C6–C9
light aromatic compounds we calculated the theoretically expected fragmentation pat-25

tern of the gasoline exhaust assuming that only the C6–C9 light aromatic compounds
were contributing to the SOA. It was assumed that the fragmentation pattern of the
mixed SOA could be determined as the weighted sum of the fragmentation patterns of
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SOA from the individual precursors. The procedure and the in-data to this calculation
are shown in more detail in the Supplement.

It is found (Fig. 8.) that the expected f43 calculated, as described above, is slightly
lower for the actual gasoline exhaust experiments than for the pure precursor exper-
iments, but still substantially higher than that experimentally found in the cold idling5

experiments. The small difference compared to the three component precursor mix-
ture used in our experiment is due to the low f43 of ethyl benzene and slightly higher
toluene content in the gasoline exhaust compared to experiment P1. From this analysis
we can put constraints on the magnitude and composition of SOA from the additional
precursors discussed above.10

If we subtract the expected f43 and f44 fractions based on only C6–C9 aromat-
ics from the mass spectra at the end of each gasoline exhaust experiment, it can be
shown that a maximum 50–60 % of the mass would come from light aromatics, (S4 in
the Supplement). At higher fractions of light aromatic precursors, the f43 fraction of the
unknown additional precursors would become below 0. In contrast, for the cold start ex-15

periment, the f43/f44 relationship assuming only C6–C9 precursors is almost identical
to the experimentally found value, again supporting that the cold start emissions can
be explained from essentially C6 to C9 light aromatics only.

This indicates that the additional precursors are likely to produce SOA with low f43,
to the left of the triangle in Fig. 8. Possible precursors for the non-light aromatic SOA20

that do produce SOA with low f43 are 2-ring PAHs such as naphthalene (Fig. 8), which
has been identified as an important SOA precursor in aging of diesel exhaust (Chan
et al., 2009).

Naphthalene have also previously been quantified in gasoline exhaust at similar pro-
portions compared to the sum of C6–C9 light aromatics (Schauer et al., 2002) as was25

found in the cold idling experiments here. The mass yield from two-ring PAHs in low-
NOx and high-NOx photooxidation experiments (Chan et al., 2009) is about two and
four times greater respectively, than the mass yield from similar experiments (Ng et al.,
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2007) with m-xylene as precursor. This implies that relatively low concentrations of
PAHs can give a significant contribution to SOA formation.

We used our measured initial naphthalene concentration and the known OH reactiv-
ity to estimate the reacted concentration of naphthalene, and assumed that the mass
yield for naphthalene is three times higher than the yield for m-xylene in our chamber5

under the conditions studied. We found that naphthalene could contribute with around
5 % of the SOA mass in experiment I1 and I2. Results from Schauer et al. (2002)
suggested that the summed concentration of 1- and 2-methyl naphthalene could be
up to 150 % of the naphthalene concentration in gasoline exhaust, but those were not
measured in our experiments. If and when methyl-naphthalenes are present in such10

significant concentrations, they would have to be considered as important SOA pre-
cursors in the early aging of gasoline exhaust due to their high yield and OH-reactivity
(Chan et al., 2009). The result of superposition of SOA from light aromatic and naph-
thalene precursors in the “Ng-triangle” would decrease the discrepancy in composition
between expected and measured values for gasoline exhaust.15

As discussed above, we also estimated that C10 and C11 aromatics could contribute
to about 12 % of the SOA in experiment I1 and I2. If the experiments would have pro-
ceeded to a higher cumulative OH exposure it is likely that a larger fraction of the
formed SOA would originate from C6 to C9 aromatics, since they occur in higher con-
centration but have a lower OH-reactivity than the larger aromatic molecules, The shift20

towards higher f43 and f44 with increasing cumulative OH exposure shown for experi-
ment I3 is consistent with naphthalenes being a major contributor in the early phase of
SOA formation in gasoline exhaust.

In addition to the C10 and C11 light aromatics and naphthalenes a minor part of
the remaining SOA may possibly be formed by other IVOCs such as phenols (that25

also produce low f43 SOA Chhabra et al., 2011), aromatic aldehydes, long chain and
branched alkanes and alkenes and highly reactive compounds (such as styrene). Fi-
nally, an additional potentially important effect could be that photo-oxidation of light
aromatics in a more complex mixture, like gasoline exhaust, results in more complex
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reaction products and SOA with different composition, and an altered SOA yield com-
pared to pure precursor experiments (Song et al., 2007).

3.5 SOA production factors

SOA production factors (PF) (gkg−1) are calculated using Eq. (3), where the numerator
is the SOA concentration (μgm−3) and the denominator is the concentration of total5

combusted carbon ( μgm−3). ωc is the carbon content in fuel which is 0.85 (Kirchstetter
et al., 1999). HC is the total hydrocarbons in the raw exhaust, BC is the black carbon
emitted and we assume that all organic carbon is emitted in gas phase.

PF = 103 ([SOA]/([CO2]+ [CO]+ [HC]+ [BC])
)
ωc (3)

The SOA production factors ranged between 0.005 and 0.09 gkg−1 for the cold idling10

experiments, the PF for the cold start experiment was 0.48 gkg−1. Compared to emis-
sion factors from diesel passenger vehicles reported by Chirico et al. (2010), the PF
from the cold start is in the same range as the PF from diesel vehicles with deactivated
oxidation catalyst (0.254 to 0.461 gkg−1). The PF from cold idling gasoline vehicles
is similar to or higher than that for diesel vehicles with functioning catalyst (0.012–15

0.020 gkg−1) (Chirico et al., 2010). Platt et al. (2012) have reported a SOA emission
factor of 0.345 for a gasoline vehicle undergoing a complete driving cycle.

4 Conclusions

VOC emissions from gasoline vehicles when the engine and catalyst have not yet
reached their operating temperature are substantial. Since the driving pattern in urban20

environments includes idling and shorter driving stints, which may hinder the engine
and catalyst from reaching its optimum operating temperature, gasoline vehicles may
significantly contribute to the VOC emissions to urban air. The gasoline fuel and VOC
emissions have a substantial contribution of C6–C9 light aromatic compounds that are
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known SOA precursors. As shown in this study gasoline exhaust readily forms sec-
ondary organic aerosol with a signature aerosol mass spectrum with similarities to the
oxidized organic aerosol that commonly dominates the OA mass spectra in and down-
wind urban areas. This substantiates recent claims that gasoline SOA is a dominating
source to SOA in and downwind large metropolitan areas (Bahreini et al., 2012). Evi-5

dence for additional SOA precursors that are responsible for 40 % or more of the formed
gasoline SOA during cold idling has been shown using two independent approaches.
These were based on (1): the difference in apparent mass yield and (2): the difference
in chemical composition between SOA from gasoline exhaust and that of pure pre-
cursors. Important candidate contributors are higher order aromatic compounds such10

as C10, C11 light aromatics, naphthalenes and methyl-naphthalenes. In contrast, during
a cold start experiment, the distribution of light aromatics was consistent with vaporized
fuel and the apparent mass yield and the aerosol mass spectra were both consistent
with C6–C9 light aromatics being responsible for more than 90 % of the SOA formation.

Supplementary material related to this article is available online at:15

http://www.atmos-chem-phys-discuss.net/12/31725/2012/
acpd-12-31725-2012-supplement.pdf.
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Table 1. Initial experimental conditions.

Exp Type Source Initial C6–C9 Initial Initial Total
-ID light aromatics NO (NH4)2SO4 hydrocarbons

(ppb) (ppb) (μgm−3) (ppm)∗

I1 Cold idling Euro II 303 33 10 2.4
I2 Cold idling Euro II 317 47 18 2.5
I3 Cold idling Euro II 197 107 13 2.2
I4 Cold idling Euro III 123 20∗∗ 15 1.0
I5 Cold idling Euro IV 289 35 22 2.2
S1 Cold start Euro IV 402 47 6 ∼1
P1 Precursor tol., m-xyl., 288 43 18 –

1,2,4-tmb
P2 Precursor m-xyl. 250 38 19 –

∗ Measured with the FID.
∗∗ The given NO value is after addition of O3 to convert NO to NO2, the initial NO concentration prior to addition
of O3 was 125 ppb.
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Table 2. Summary of the results and experimental conditions.

Exp. Initial LA to NOx Formed Reacted LA Emitted Formed Apparent Formed
-ID ratio ozone (C6–C9) POA SOA Mass NO3

(ppbC/ppbN) (ppb) ( μgm−3) ( μgm−3) ( μgm−3) Yield Y ( μgm−3)

I1 55 111 138 2.9 21 0.15 9
I2 45 118 198 0.2 44 0.22 24
I3 13 156 264 0.1 51 0.19 71
I4 7 72 97 0.1 9 0.09 91
I5 53 102 62 0.2 5 0.09 4
S1 64 98 205 0.6 12 0.06 < 1
P1 49 86 462 – 53 0.12 2
P2 49 72 435 – 59 0.14 2
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Fig. 1. Schematic representation of the smog chamber and dilution system, seen from above.
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Fig. 2. The molar fraction of C6–C9 light aromatics (GC-MS) in the exhaust, a sample of the
gasoline fuel used in the measurement campaign and VOC measurements in a road tunnel
(Legreid et al., 2007). The whiskers indicate ±1 standard deviation (σ) of repeated measure-
ments. Legreid et al. (2007) only measured 1,2,4-TMB, the total C9 concentration is estimated
from that number and the fraction of 1,2,4-TMB of total C9 in our exhaust measurements.
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Fig. 3. Time resolved data from experiment I2 (a) and P1 (b). The upper panels show the mixing ratios of NO, NO2 and
O3 (left y-axis) and the mass concentration ratio between SOA, nitrate and seed aerosol on the right y-axis. The middle
panels represent the mixing ratio of light aromatics (m/z 93: toluene, m/z 107: xylenes, m/z 121: C9-aromatics, m/z
135: C10-aromatics) and acetaldehyde (m/z 45). The lower graphs feature the H : C and O : C ratios extracted from
elemental analysis of organic aerosol in high-resolution AMS data. The UV lights were turned on at Time=00:00.
Missing data points are either due to internal calibration (PTR-MS), thermodenuder measurements (AMS) or omitted
on account of low mass loadings.
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Fig. 4. Chemically resolved wall loss corrected mass concentration ( μgm−3) from AMS data
from experiment I2 (a), I3 (b) and P1 (c). The ammonium sulfate seed has been subtracted.
The reported ammonia is excess ammonia not bound to sulfate, thus indicative of ammonium
nitrate formation. Time=00:00 indicates the start of the UV radiation.
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Fig. 5. The apparent mass yield (Eq. 2) from the gasoline experiments plotted against
the concentration of organic aerosol mass. The black line represents a two product fit,
(Y = COA ·

[(
a1 ·k1/ (1+k1 ·COA)

)
+
(
a2 ·k2/ (1+k2 ·COA)

)]
, where a1 = 0.254, a2 = 0.048, k1 =

0.072 and k2 = 0.005) to the apparent mass yield for experiment I1–I5. The red line is a two
product fit to the m-xylene yield from Song et al. (2005), (scaled by 0.88 and assuming a den-
sity of 1.4 gcm−3) to fit the precursor experiments carried out in this study. I1–I5 represents cold
idling, S1 cold start and P1–P2 the precursor experiments.
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Fig. 6. Normalized high resolution MS of OA at the end of gasoline exhaust experiment I2 (a)
and precursor mixture experiment P1 (b) (toluene, m-xylene, 1,2,4 TMB). The ion fragments
detected have been grouped into four families; C containing only carbon; CH containing only
carbon and hydrogen; HO containing only oxygen and hydrogen; and CHO containing carbon,
hydrogen and oxygen (with the exception of CO+

2 which dominates at m/z 44). The POA con-
tribution in experiment I2 was < 0.5 %.
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Fig. 7. (a) The mass fraction of organic signal at m/z 44 (f44) vs m/z 43 (f43) at the end
of each experiment, (b) H : C vs O : C of the OA at the end of each experiment. The triangular
space in (a) indicates the range which covers the majority of atmospheric OOA observations
(Ng et al., 2010). The diagonal lines in (b) indicate estimated average carbon oxidation states
−1, −0.5 and 0 (Kroll et al., 2011). For experiments I3 (+) and P1 (o) time resolved data are
shown colored by OH exposure. The cumulative OH exposure was 8.5×106 moleculecm−3 h in
I3 and 6.4×106 moleculecm−3 h in P1.
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Fig. 8. The f43, f44 for experiments I1–I5 (+) and for SOA formed from single precursors;
LA and naphthalene plotted together with the triangle from Ng et al. (2010). Also plotted are
expected values for I1–I5 if only LA contribute to SOA formation, assuming superposition of
single precursor SOA. For experiment I1 and S1 which had non negligible POA contribution to
OA, the SOA values have been calculated from the total OA assuming non-volatile POA with
a constant composition through the whole experiment. The f44 to f43 of SOA from precursors
featured in the figure are retrieved from the following sources: benzene (Ng et al., 2010), toluene
(Chhabra et al., 2011), ethylbenzene (Sato et al., 2010) m-xylene (experiment P2, this study),
1,2,4-trimethylbenzene (derived from exp. P1) naphthalene (Chhabra et al., 2011). The results
suggest no more than 60 % of SOA in I1–I5 were due to C6–C9 LA precursors, assuming that
the MS of gasoline exhaust SOA can be estimated as a weighted mean of the MS of SOA from
single precursors. See Table S4 (Supplement) for more details about these calculations.
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