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Abstract—This paper addresses the design of self-timed energy-minimum circuits, operating in the sub-$V_T$ domain. The paper presents a generic implementation template using bundled-data circuitry and current sensing completion detection. To support this, a fully-decoupled latch controller has been developed, which integrates the current sensing circuitry. The paper outlines a corresponding design flow, which is based on contemporary synchronous EDA tools, and which transforms a synchronous design, into a corresponding self-timed circuit. The design flow and the current-sensing technique is validated by the implementation of an asynchronous version of a wavelet based event detector for cardiac pacemaker applications in a standard 65 nm CMOS process. The chip has been fabricated and the area overhead due to power domain separation and completion detection circuitry is 13.6 %. The improvement in throughput due to asynchronous operation is 52.58 %. By trading the throughput improvement, energy dissipation is reduced by 16.8 % at the energy-minimum supply voltage.
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I. INTRODUCTION

Power density and consumption of complex digital systems have become a major concern during the recent years, both due to thermal concerns and limited battery lifetime in mobile applications. Significant reduction in power consumption is achieved by lowering the supply voltage of the circuits [1]. This is possible by relaxing the constraints of classical strong-inversion operation of MOSFETs, and by accepting the notion that transistors are operated well below threshold, in the sub-threshold (weak-inversion) regime.

In sub-threshold (Sub-$V_T$) mode, the supply voltage may be scaled aggressively and thus power consumption is decreased by magnitudes. Sub-threshold operation of static CMOS logic has been analyzed using the EKV model in [2]. In this analysis, it is shown that static CMOS logic may be operated with a supply voltage as low as 50 mV at ambient temperature. There are several successful implementations of digital circuits operating in the sub-threshold regime in the literature such as, an FFT processor that is operational down to 180 mV [3] and a sub-threshold SRAM which operates with a supply voltage of 160 mV [4]. Circuits operating at these extreme low supply voltages work at much lower speeds, as an example, the FFT processor presented in [3] works with a maximum clock frequency of 10 kHz with a power supply of 350 mV. Their extremely low power consumption results in excellent power delay product (PDP) values, making such circuits very interesting candidates for ultra-low power applications which do not have very high processing requirements.

In the sub-threshold regime, leakage current of the transistors are used for computation. The sub-threshold leakage current depends on the supply voltage exponentially, resulting in exponential increase in the circuit delay and leakage energy dissipation for lower supply voltages. Due to an exponential dependence of the leakage energy and quadratic dependence of the switching energy on the supply voltage in the sub-threshold regime, sub-threshold operation has an energy-minimum operating voltage (EMV). This minimum operating voltage may be lowered by decreasing the time a circuit spends in idle mode, i.e., the circuits is not operating but leaking. Thus, both leakage and dynamic energy are effectively reduced.

An attractive technique to reduce leakage energy is the application of asynchronous circuits, which are designed to work at average case performance. Asynchronous circuits provide a higher throughput compared to the synchronous counterparts. However, if a gain in throughput is not necessary, the supply voltage may be lowered, which in turn reduces energy dissipation. Recently in [5] asynchronous circuits were studied from a low power and energy efficient operation perspective. Average case performance property allows asynchronous sub-threshold circuits to work with a higher energy efficiency [6].

There are many approaches to design asynchronous circuits, some of which have inherent completion detection capabilities. However, asynchronous circuit families with inherent digital completion detection incur both area and energy dissipation overhead. Especially in the sub-threshold regime energy increase due to higher leakage is more pronounced [7]. In this work we focus on the implementation and de-synchronization flow development of single-rail cir-
cuits that operate with current sensing completion detection. The implemented external completion detection system was first introduced in [8].

Contributions of this paper are as follows: A de-synchronization flow employing commercial EDA tools is developed. A new fully decoupled latch controller that integrates the completion detection system to an asynchronous circuit implementation is designed and analyzed. Finally, using the developed de-synchronization flow and the latch controller, a self-timed version of the sub-threshold event detector for cardiac pacemaker applications is designed and fabricated, and functionality is verified by measurements. The remainder of this manuscript is as follows. Section II introduces advantages of asynchronous sub-threshold operation in terms of energy efficiency, as well as our reference design. Section III presents the current sensing completion detection system used in our asynchronous circuit implementation. In Section IV we present the de-synchronization flow and in Section V simulation results and preliminary measurements are given. Finally, in Section VI conclusions are drawn.

II. MOTIVATION AND BACKGROUND

The total energy dissipation of static CMOS digital circuits is given by the following well-known formula:

\[ E_{\text{total}} = \frac{\alpha C_{\text{load}} V_{DD}^2}{E_{\text{dynamic}}} + \frac{I_{\text{leak}} V_{DD} t_{\text{leak}}}{E_{\text{leakage}}} + \frac{I_{\text{peak}} t_{\text{sc}} V_{DD}}{E_{\text{short-circuit}}} \]

where \( E_{\text{dynamic}} \) is the total dynamic energy consumed while charging the load capacitance \( C_{\text{load}} \), with a switching probability of \( \alpha \). During the operation of the circuit, i.e., the circuit is powered, there exists leakage energy \( E_{\text{leakage}} \) that is consumed during the leakage time \( t_{\text{leak}} \). In addition, when a switching event occurs, for the duration \( t_{\text{sc}} \), when both nMOS and pMOS transistors are conducting, some short circuit energy \( E_{\text{short-circuit}} \) will be dissipated. In our energy dissipation analysis the contribution of the short circuit energy in the sub-threshold regime is neglected, as it is known to contribute only a small portion of the overall energy dissipation [2].

From (1) it is immediately clear that the energy dissipation of digital circuits can be reduced by lowering the supply voltage. It was first shown by Swanson as early as 1972 that CMOS digital operation can be realized with ultra-low supply voltages [9]. When the supply voltage is lowered aggressively, below the threshold voltage \( (V_T) \) of the MOS transistors, the digital circuit operates in the sub-threshold regime. In [2] and [9] it was proven that the minimum operating voltage for obtaining an absolute gain of more than 1 from a simple inverter and for guaranteeing bistability with sufficient voltage swing the lower limit of supply voltage scaling was \( 4U_T \), where \( U_T \) is the thermal voltage whose value is 26 mV at 300 K.

A. Sub-threshold Operation

The drain current of an n-channel MOS transistor operating in this regime is specified as

\[ I_{DS} = I_S \exp \left( \frac{V_{GS} - V_T}{nU_T} \right) \left( 1 - \exp \left( \frac{-V_{DS}}{U_T} \right) \right) \]

where \( n \) is a process dependent term called slope factor and is typically in the range of 1.3 – 1.5 for modern CMOS processes [2]. The value of \( n \) depends on the depletion region characteristics of the transistor, i.e., \( n = 1 + C_d/C_{ox} \). \( V_{GS} \) and \( V_{DS} \) are the gate-to-source and drain-to-source voltages, respectively. The parameter \( I_S \) is the specific current which is given by,

\[ I_S = 2n\mu C_{ox} U_T^2 \frac{W}{L} \]

where \( \mu \) is the mobility of carriers, \( C_{ox} \) is the gate oxide capacitance per unit area, and \( \frac{W}{L} \) is the aspect ratio of the transistor.

As equation (2) shows, the drain current of a MOS transistor operating in the sub-threshold regime shows exponential dependence on the gate-to-source, drain-to-source voltages, slope factor, and the operating temperature. This exponential dependence of the drain current on the node voltages causes near-exponential changes in the operating speed of the circuit as the supply voltage varies [2]. As the supply voltage is lowered in the sub-threshold regime, the circuit delay as well as the leakage energy dissipation increase exponentially and the switching energy decreases quadratically, resulting in an energy-minimum operating point to occur. This is in contrast to the super-threshold operation where an energy-minimum operating voltage cannot be found. By operating asynchronously, both leakage and dynamic energy components can be reduced. The reduction in the leakage energy is due to the reduction of idle time of the circuit and the reduction in the dynamic energy is due to the moving of the energy-minimum supply voltage to a lower value as will be explained in Section II-C.

B. Asynchronous Operation

Components in an asynchronous system circuit operate largely autonomously. They are not governed by clock circuitry or a global clock signal, but instead need only wait for the signals that indicate completion of instructions and operations. These signals are specified by simple data transfer protocols. The data through the stages propagate by means of handshake signals that signal propagation of the data. This digital logic design is contrasted with a synchronous circuit which operates according to clock timing signals.

There are several reasons why asynchronous circuits are not as common as synchronous designs. First of all asynchronous circuits are more difficult to design than their synchronous counterparts. Synchronous designers are not concerned with what is going on between the latches/registers
of a design as long as the data at the input of the memory elements is stable before the next clock signal. In contrast, asynchronous designs should be free of logic hazards in all the levels of abstraction [10] and switching activity must be properly ordered not to cause wrong data propagation. Although this is not a issue for the datapath of a bundled data design, logic hazards still need to be avoided in the asynchronous control circuitry. Second, asynchronous design methodologies are not fully supported by commercial Electronic Design Automation (EDA) tools, necessitating custom modifications to EDA tools for asynchronous design implementation. In our de-synchronization flow we employ commercial EDA tools for the implementation of the circuits, thus allowing the designers to work in a familiar environment.

Asynchronous circuit design techniques employing completion detection are very attractive for digital circuits operating in the sub-threshold regime because of their better than worst case operation speeds, resulting in higher average throughput and lower leakage energy dissipation. Efficient asynchronous operation requires a reliable method to determine the time required to complete processing of information. There are many methods to realize asynchronous circuits, some of which have inherent completion detection capability such as methods based on n-out-of-m coding. In practice, implementing digital circuits with digital completion detection properties bring circuit overhead due to the inherent redundancy for generating the completion detection signal. Recently in [7] Lotze et al. examined self-timed asynchronous circuits operating in the sub-threshold regime. They implemented and simulated dual-rail multipliers with different bit-widths. For the 8-bit case their simulations showed an increase by a factor of 1.95 and 3.05 for the area and the switching energy, respectively.

To compare a purely digital self-timed implementation, i.e., dual-rail implementation, with the single rail implementation with external completion detection mechanism, we used ISCAS85 benchmark circuits [11]. Based on the findings in [7], we updated the circuit model parameters from the energy model in [6] to reflect dual-rail operation. The results of our numerical simulations showing the energy profile of ISCAS85 benchmark circuits for synchronous, single-rail and dual-rail implementations are shown in Figure 1. Single-rail and synchronous implementation are the same except average case operation is assumed for the single-rail implementation and the model parameters are updated accordingly. It is seen that for all the circuits, due to the increase in leakage and switching energy, dual-rail implementation has the highest energy dissipation. This confirms the result in [7] where it was suggested that only the critical path of the circuit should be designed using dual-rail techniques.

In this paper, we concentrate on a subset of asynchronous circuits that are based on asynchronous micro-pipelines first introduced by Sutherland [13]. The asynchronous circuit model that we will use in the remainder of this paper is a 4-phase bundled-data circuit shown in Figure 2 and is taken from [12]. In this type of asynchronous circuits, consecutive pipeline stages are separated using latches or registers controlled by an asynchronous finite state machine (AFSM). The req line is used to signal that new data is available for processing. Once the pipeline stage is ready to process new data, the AFSM will acknowledge this request by using the ack line. This will enable the latch/register, and new data will become available for processing by the combinational circuit. The completion of this operation will generate a new req signal to the following stage. Imple-
The energy-minimum operating points occur at different voltage values between AFSMs. Without loss of generality we will use the combinational circuit as shown in Figure 2a. There are obvious disadvantages of using a fixed delay element for implementations differ depending on the signaling scheme used between AFSMs. Without loss of generality we will use the four-phase signaling scheme in our examples.

Traditional implementations of this circuit frequently use a matched delay line that has been engineered to have a delay that corresponds to the worst case delay through the combinational circuit as shown in Figure 2a. There are obvious disadvantages of using a fixed delay element for performance reasons, especially for coarse grained pipeline stages, where there is substantial variation in the operating speed depending on the input data switching probability. By operating such systems in a fixed delay fashion, unnecessary leakage energy consumption and throughput degradation will occur. Our solution for this problem is to employ an external completion detection circuit for sub-threshold operation. An overview of this solution will be given in Section III.

C. Energy Reduction By Asynchronous Operation

In [6] a comparison of synchronous and asynchronous circuits in terms of energy efficiency was performed. Energy dissipation of synchronous and asynchronous circuits are given as

\[ E_T = C_{inv} V_{DD}^2 \left( \mu_e k_{cap} + k_{crit} k_{leak} e^{-V_{DD}/(\alpha U_t)} \right), \]  

(4)

and

\[ E_T = C_{inv} V_{DD}^2 \left( \mu_e k_{cap} + k_{crit} k_{leak} e^{-V_{DD}/(\alpha U_t)} + k_{crit} k_{leak} (\mu_d + k_{com,oh}) e^{-V_{DD}/(\alpha U_t)} \right), \]  

(5)

for the synchronous and asynchronous cases, respectively. In the equations, \( C_{inv} \) is the total switched capacitance of an inverter, \( \mu_e \) is the activity factor of the circuit and \( k_{crit} \) is the critical path delay normalized to the delay of an inverter. The parameter \( k_{leak} \) is obtained by normalizing the total average leakage current of the circuit by the average leakage of an inverter, and \( k_{cap} \) is obtained by normalizing the total capacitance of the circuit by the capacitance of an inverter. When equations (4) and (5) are compared, it is seen that the leakage energy contribution parts differ by a factor of \( \mu_d + k_{com,oh} \), where \( \mu_d \) is a parameter which denotes the average computation time of the asynchronous circuit and is in the range \([0,1]\), and \( k_{com,oh} \) is the asynchronous communication overhead. This difference in the leakage energy part of the equations results in lower leakage energy dissipation for asynchronous circuits as long as the value \( \mu_d + k_{com,oh} \) is below 1.

When leakage energy of a circuit is reduced, the EMV moves to a lower value where the circuit dissipates lower switching energy while operating at a lower speed. From our numerical simulations based on the energy model, Figure 3 shows the energy and frequency profile of a sample design at a switching/delay mean of 0.1 for both asynchronous and synchronous operation. The k-parameters of the sample design were chosen such that the circuit has an energy dissipation equivalent to 1000 inverter gates with a drive capability of 1, and the critical path was chosen to be 25 inverter delays. In the simulations unless otherwise noted, the communication overhead parameter \( k_{com,oh} \) is taken as 0.1. The EMV of the same circuit for synchronous and asynchronous operations for the specified mean values occur at 240 and 170 mV, respectively. Energy is reduced by 41.3% from 29.3 \( \mu \)J to 17.2 \( \mu \)J by operating asynchronously.

Advantages of operating in an asynchronous manner in the sub-threshold regime are twofold. First, leakage energy is lowered by reducing the average time during the circuit is in idle mode, i.e., the time the circuit purely leaks. Second,
lower leakage energy shifts the EMV to a lower value. This reduction in the supply voltage effectively reduces the switching energy. This can be seen in the plot of energy-minimum supply voltage values and their respective throughput values at those voltage values. In Figure 4 energy-minimum supply voltages and the operating frequencies for changing switching/delay properties are shown. The energy-minimum supply voltage of the asynchronous operation is lower, thus reducing the switching energy. The throughput worsens due to lower operating voltage but it is negligible in asynchronous operation under the assumption that better-than-worst-case operation is possible.

D. Digital Event Detector for Cardiac Pacemakers

We use a CMOS implementation of a digital 3-scaled wavelet-based filter in combination with so-called hypothesis testing [14] for detecting the R-wave in a cardiac pacemaker as our reference circuit. The R-wave detector qualifies for pacemaker applications with reliable detection performance in noisy environments, and is validated on cardiograms recorded and digitized during pacemaker implantation. The architecture is optimized by register minimization, internal wordlength optimization, and numerical strength reduction. From now on, we refer to the cardiac event detector as our reference circuit in this paper.

III. CURRENT SENSING COMPLETION DETECTION SYSTEM

In this section we give an overview of the completion detection system that was first presented in [8] by Akgun et al. This method may be applied to both the whole design using one completion detection circuit and the individual stages using dedicated completion detection circuits for each stage. The first case, one completion detection circuit for the whole design, is presented in this paper.

A. Variable Delay Generation

In general, single-rail asynchronous circuits operate by delaying the control signals by an amount equal to the critical path delay [12]. Due to process variations this delay line has to be over-constrained, reducing the operating speed, and thereby also directly reducing the energy efficiency of the circuit. In order to be able to harvest the maximum energy efficiency out of this circuit we have to reduce the time the circuit spends leaking, both saving leakage energy and moving EMV to a lower value. Hence switching energy is reduced in a quadratic manner.

Instead of using a fixed delay line, the completion of an operation may be detected. A technique to realize completion detection is to monitor the current drawn by the combinational block. As long as the combinational block is switching there will be dynamic power consumption in the circuit, which is detectable through the supply current $I_{VDD}$ of the block. There are several implementations of completion detection circuits that use current sensing in the literature [15]–[17]. These methods rely on bipolar transistors, and/or resistors with high values, both of which are not always available in a standard process, or come as a process option with additional cost. The requirements on the bipolar transistors and resistors in these solutions set practical limits for the detection of current values in the $\mu$A-to-mA range. In this work we apply our de-synchronization flow to implement a current sensing completion detection system as presented in Figure 5. The completion detection system consist of an asynchronous finite state machine (AFSM), a completion detection circuit, which consist of a pulse generator and an AC-coupled amplifier, and a single pMOS transistor used for sensing the current. Implemented system is suitable for sub-threshold operation and can sense the current changes in the pA-nA range. Due to the simplicity of the system, the area overhead is very small.

B. Current Sensing

To be able to detect the operation phase of the circuit in the current sensing completion detection method, instantaneous current drawn by the circuit needs to be monitored. Thus, a circuit with low energy and area overhead that acts as an ammeter is required. We use a current sensing technique where the supply node ($V_{DD}$) of the combinational macro block is driven by a diode-connected low $V_T$ PMOS transistor, see Figure 5 [8]. In this implementation, the current signal is sensed by the diode connected low $V_T$ PMOS transistor and is converted to a voltage signal.

C. Latch Controller

A conventional bundled data pipeline, see Figure 2a, is constructed from handshake latches (each composed of a latch controller AFSM and a conventional enable-latch) and handshake combinational circuits (each composed of a matched delay element and a conventional combinational circuit).

Based on the handshaking on its input and output sides, a latch controller [18] produces a signal which opens and closes the latch. The signal transitions which opens and
closes the latch are normally interwoven with the handshaking, in order to ensure that the latch is opened for a safe and sufficiently long period. Different data validity schemes may be obtained in this way [12], [19]. Finally, it is worth mentioning that the delay element used to match the latency in the combinatorial circuit delays both the rising and falling transitions on the request signal.

In our design we modify the latch controller AFSM as follows. The targeted sequential elements for implementation are positive-edge triggered flip-flops. Therefore, we use the $A_{in}$ signal to clock the registers. Moreover, the use of current sensing completion detection leads to a situation where a signal event, $A_{in}+$, causes the completion detection circuit to generate a pulse, where the width matches the switching in the combinatorial part; the leading edge is caused by $A_{in}+$ and the trailing edge of this pulse happens when the combinatorial circuit has settled. This situation, where a signal transition causes a pulse (i.e. two signal transitions) means that the completion detection circuit may not directly substitute a matched delay element. Therefore, we merge this pulse generating completion detection circuit into the latch controller, such that the outgoing request $R_{out}+$ includes a delay which matches the subsequent combinational circuit.

Figure 5 illustrates how the latch controller AFSM and the completion detection circuit work together. The behavior of the combined latch controller AFSM and completion detection circuit is specified in the signal transition graph (STG) in Figure 6. When focusing on the STG and the synthesis of the AFSM, it is sufficient to represent the completion detection circuit as a black box which is triggered by a positive signal transition ($A_{in}+$) and which then produces a variable width pulse ($T_+ > T_-$).

Looking at the STG it is seen that the handshaking on the input and output sides are totally decoupled; except for the fact that the latch controller will not accept new data ($A_{in}+$) until after $T_+$. If only one AFSM is required, i.e., the circuit is working as a stand-alone processing unit and there are no external timing constraints, AFSM will work in two different oscillating settings: (i) $R_{in}$ connected to $A_{in}$ and $R_{out}$ connected to $A_{out}$ through an inverter, and (ii) $R_{out}$ connected to $R_{in}$ and $A_{out}$ connected to $A_{in}$ (i.e., the output port connected to the input port).

D. Completion Signal Generation

The completion detection circuit used to realize the asynchronous cardiac event detector is presented in Figure 7. Unlike the current sensing implementation presented in [8], we removed the variable pulse-width generator. This is possible due to the increased complexity and hence higher current drawn by the reference circuit. The sensed signal is strong enough to drive the AC-coupled amplifier to voltage values close to the supply voltage. Thus it is possible to shape this analog signal such that it is treated as digital and used to control the AFSM.

The implemented AC-coupled amplifier that is suitable for sub-threshold operation is shown in Figure 8. Diode connected transistors $mp1$ and $mn1$ bias the transistors $mp2$ and $mn2$, which are acting as an amplifier, at the maximum gain point for a given size and DC level. By changing the transistor sizes, the frequency response of the amplifier can be changed and there is a trade off between the gain required from the AC-coupled amplifier and the delay caused by the sensor transistor. If greater delay caused by the sensor transistor (larger spikes in the supply node of the combinational logic block) can be tolerated, the gain, thus
the power consumption of the AC-coupled amplifier can be reduced.

A fixed pulse generator in parallel is connected to the AC-Coupled amplifier and shaping circuitry is implemented as well. This is necessary to generate a pulse signal for cases such as no combinational switching occurring, or for minimal amount of switching occurring in the circuit that cannot be amplified by the AC-coupled amplifier for converting to a logic level. Thus this fixed pulse generator both realizes the time-out feature and guarantees correct operation for the cases where the sensed signal is not strong enough. The sizing of the fixed pulse generator is done based on the HSPICE simulation results is explained in the next section.

IV. DE-SYNCHRONIZATION FLOW

To realize a self-timed version of the cardiac event detector circuit, a de-synchronization flow has been developed. There are multiple examples of synchronous-to-asynchronous conversion in the literature. In [20] the authors proposed the Doubly-Latched Asynchronous Pipeline (DLAP) approach. In this implementation the circuit is first synthesized into a synchronous structure by using commercial EDA tools. Then each register in the design is replaced by a pair of latches and the asynchronous controller. Flow described in [21] is similar to the DLAP approach. A fully automated synthesis flow that does not change the structure of the synchronous datapath is introduced. In this approach only the synchronization network is modified by replacing the clocking network of a synchronous circuit by a set of asynchronous controllers.

In the de-synchronization flow we are proposing the synthesized circuit remains unchanged, and only during the placement and routing step the registers are separated from the combinational gates and they are assigned a different power domain. Area overhead is due to the separation required between the power domains and, thus, is less than the previously proposed approaches.

A. Power Domain Separation

The current sensing completion detection concept is applicable to sense the current drawn by a digital circuit. In circuits where the majority of the gates are combinational, the same power domain may be used for both combinational and sequential elements. Due to the majority of the combinational gates, the current drawn by the whole circuit may be sensed with the sensor transistor without saturating the following AC-coupled amplifier.

However, the reference design uses a substantial number of sequential gates, i.e., registers. Separated current waveforms for the combinational logic and the registers are shown in Figure 9. The current waveform of the memory elements has sharp and instantaneous changes while the current waveform of the combinational logic part is spread over time with a smaller amplitude. Hence, separation of the combinational and memory elements of a complex circuit are crucial for proper operation of the current sensing completion detection system.

Asynchronous implementation of the reference design employs the separation of the power domains as shown in Figure 10. Positive edge triggered registers are driven by the Ain signal of the completion detection circuit shown in Figure 7. The separation process is automated and incurs little overhead in terms of routing and area.

B. Using Commercial Design Tools for De-synchronization

The main advantage of the proposed flow is that stable and well known EDA-tools/flows for synchronous circuit design are used. The design flow to convert the synchronous version of the reference circuit is shown in Figure 11. The steps in the de-synchronization flow are as follows: After verifying the HDL description of the synchronous circuit is working properly, a synthesis using Synopsys Design Compiler with a standard cell library provided by the foundry is performed. Afterwards, the memory elements in the design, e.g., latches and/or flip-flops, are grouped as a separate module.
During the placement and routing process, this new module is assigned to a different power supply than the combinational gates. After the separation of logic and memory elements, the final gate level netlist is written, placed and routed in Cadence SoC Encounter. As mentioned, for only sensing the logic gates’ current usage, the logic gates and memory elements need to be assigned and connected to different power domains. This is realized by creating multiple supply domains in SoC Encounter. In the proposed flow, two power domains, PDLOGIC and PDREGS are created and assigned to different power nets, VDDLOGIC and VDDREG, respectively. Both power domains are assigned a common ground node, i.e., VSS because no voltage shifting occurs between different power domains in our design. Two versions of the reference circuit, i.e., synchronous and asynchronous, are shown in Figure 12. After the placement and routing, a Graphic Data System (GDSII) file is generated for the routed block.

To estimate the correct size of the parallel pulse generator, SPICE level simulations are run. From the routed block a Verilog netlist is generated, and converted to HSPICE netlist format using custom scripts. This netlist file is instantiated in the HSPICE testbench with the sensing transistor and the AC-Coupled amplifier. Transient simulations are run with real-life input data to find the minimum signal amplitude that may be sensed. By applying this simulated minimum signal value to the AC-coupled amplifier, the width of the required pulse that will operate in parallel to the AC-coupled amplifier is found. According to the simulation results, a minimum detectable signal matched delay circuit is designed. The GDSII file for this design may be created in two ways: It can be either (i) fully custom or (ii) standard ASIC design flow can be applied to generate the layout and the GDSII file. After the design of the matched pulse generator is completed, the AC-coupled amplifier is integrated with the pulse circuitry as in Figure 7. Finally, a GDSII file for the whole completion circuit is generated.

Finally, both the digital and analog (completion detection) GDSII files combined, placed and routed in SoC Encounter and a final layout GDSII is generated for the tape-out.

C. Area Overhead

The area overhead is due to de-synchronization and the external completion detection circuit. The asynchronous version of the reference design, which is basically the memory and logic elements separated, is slightly bigger than the synchronous version. The total area of the circuits are $19425\,\mu m^2$ and $21000\,\mu m^2$, for the synchronous and asynchronous versions, respectively. This increase (8.2%) in area of the core is necessary since a single row is required for dividing different power domains, and there is routing overhead due to sub-optimal placement of the memory elements in the circuit.

Area overhead due to the completion detection circuit is 5.4% of the reference design. Area overhead is mostly due to the coupling capacitance of the AC-coupled amplifier. Although in this specific implementation we used a Metal-Insulator-Metal (MIM) capacitor as the coupling capacitor,
by using a denser capacitor type such as MOSFET capacitor (MOSCAP), area overhead of the completion detection circuitry may be reduced. Total area overhead due to de-synchronization and the completion detection circuit is 13.6% of the reference design.

D. Comparison of Routing Capacitance for Synchronous and Asynchronous Implementations

We investigated effects of power domain separation on the routing wires of the reference circuit. Figure 13 shows our findings. These values are extracted from the post placement and routing of the circuit in Cadence SoC Encounter. When the wire-length distribution of two implementations is compared, it is found that the increase in wire lengths for the asynchronous case is not significant. Maximum wire-length in the whole distribution has increased as expected, but overall distribution of the wire-lengths is the same with the same mean value. This shows that de-synchronization and separation of the power-domains do not incur significant routing overhead.

E. Possible Design Issues

One of the problems that may occur due to the separation of the power domains and sub-optimal placement of the leaf cells is routing congestion. With our reference design we did not notice any congestion in routing and placement density of the leaf cells were similar for both synchronous and desynchronized designs. Moreover, because of the very low operating speeds, worse-than-optimal timing due to register placement is not an issue in the sub-threshold regime.

Another question that may arise is the performance of the completion detection circuitry for data samples that cause minimum amount of switching but takes a long time to process. For guaranteeing 100% correct operation the circuit may be analyzed for such data samples statistically but due to the multiple feedbacks in the designed circuit and dependence on multiple previous samples, this approach is not viable. However, the designed completion detection circuitry generated correct pulses during operation (both simulations and measurement) even for data samples that take as long as the critical path delay and consume minimal amount of dynamic current.

V. SIMULATION AND MEASUREMENT RESULTS

The energy dissipation and speed improvement results of the self-timed cardiac event detector are obtained by simulations. For verification of the proposed flow and current-sensing completion detection system, the self-timed cardiac event detector is fabricated in a 65 nm standard CMOS process.

A. Simulation Results

In a complex circuit such as the cardiac event detector, there may be many paths which have delays equal or close to the critical path delay of the circuit. It may be argued that, current sensing completion detection may not be as effective as the case where there is a single dominating critical path. Figure 14 shows the normalized path delay distribution of the reference design for all the paths in the circuit. All path delays are normalized to the critical path delay of the circuit. In the reference design, there are more than 20000 paths that are close to the critical path value. Therefore, to see the possible gain in asynchronous operation, processing time of the circuit while processing real data needs to be investigated.

The histogram in Figure 15 shows the normalized processing time of the circuit while processing real data. The data presented in the histograms is obtained by processing the power waveforms generated by Synopsys PrimeTime for 2200 data samples. All the processing time values are normalized to the critical path delay as in the previous case. High number of low processing value occurrences are due to repeated processing of the same data or due to the periods where the data at the input of the reference design does not change. Based on the processing times, a speed improvement of 58.7% is possible with the applied real-life data set while operating asynchronously with the completion detection circuit.
Below the histogram, HSPICE simulation results of the completion detection circuit for 200 data samples is shown. According to the results of HSPICE simulation, completion detection circuit using the presented flow results in 52.58% throughput improvement compared to the synchronous case while operating with a supply voltage of 0.35 V. In our implementation, pulse-width generated by minimum detectable current signal is 20.7% of the critical path.

The improvement in the throughput results in moving of the EMV. This improvement is calculated by setting $\mu_d$ in equation (5) to 0.47, i.e., $1 - 0.53$. The change in EMV and reduction in energy dissipation resulting due to asynchronous operation is presented in Table I. By trading the throughput improvement and moving to a lower EMV, energy dissipation of the same circuit is reduced by 16.8%. Energy dissipation of the completion detection circuit is 18.36 fJ, which is 2.3% of the total energy dissipation in asynchronous mode.

### B. Silicon Implementation

Both self-timed and synchronous versions of the cardiac event detector are fabricated in a 65 nm standard CMOS process. Chip micrograph is shown in Figure 16, where the event detectors are accommodated on a multi-project die. The synchronous and self-timed versions of the cardiac event detector are highlighted in the figure.

### C. Preliminary Measurements

Preliminary measurements for verifying the functionality of the implemented cardiac event detectors as well as the completion detection circuitry have been performed. The reference design, i.e., cardiac event detector, and the completion detection circuitry are operational down to 250 mV.

Figure 17 shows the inverted version of the completion detection pulses generated by the completion detection circuit while operating at a supply voltage of 300 mV. As it is observed from the figure, the width of the generated pulses vary according to the current consumed by the self-timed cardiac event detector. Output signals from the chip are up-converted by on-chip level converters.

### VI. CONCLUSIONS

In this manuscript the design of self-timed, energy-minimum circuits operating in the sub-$V_T$ domain are presented. An event detector for cardiac pacemaker applications is used as a reference design. A de-synchronization flow for implementing a sub-$V_T$ current sensing completion detection system has been developed. The developed flow
uses commercial EDA tools for implementation. A fully-decoupled latch controller has been developed for integrating the current sensing completion detection circuitry. The area overhead due to de-synchronization is 8.2% in the core, while area overhead due to the completion detection circuit is 5.4% in a commercial 65 nm digital CMOS process. The improvement in throughput is 52.58% by operating asynchronously. Simulation results indicate that trading the throughput improvement reduces energy dissipation by 16.8%. The energy overhead of the completion detection circuit is 2.3% of the total energy dissipation of the reference circuit. The self-timed event detector has been fabricated and verified to operate down to 250 mV.
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