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RECONSTRUCTION OF INCOMPLETE DECODED VIDEOS FOR USE IN OBJECTIVE QUALITY METRICS
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ABSTRACT

Many full-reference objective metrics require that the original and the degraded video contain the same number of frames. Most codecs are not able to decode the video properly when the video is subject to packet losses and produce incomplete video files with lower number of frames than the original video. In this paper we present a simple method to reconstruct the degraded videos so that it has the same length as the original. Information regarding the frame numbers is inserted into the original uncompressed video and used later on to identify the missing frames and reconstruct the degraded video.

Index Terms—Objective evaluation techniques, decoder, transmission distortions, reconstruction, video quality

1. INTRODUCTION

The quality of a video can be evaluated using objective metrics or subjective evaluations by a panel of observers. The objective metrics are very useful because they are quicker and cheaper compared to the subjective assessments.

The objective metrics can be classified in three different types: no-reference, reduced-reference and full-reference. In the no-reference type only the degraded video is available. In the reduced-reference the degraded video and some reduced information related to the original video are available. In the full-reference both the original video and degraded videos are available.

Most of the full-reference objective metrics compare the videos frame by frame and later on an overall quality index is computed. Thus most of the metrics require that the original video and the degraded video contain the same number of frames. PSNR, SSIM [1] [2] and MS-SSIM [3] are some examples.

The decoders are able to decode the video properly when it has been compressed but no data has been lost. When packet losses are introduced most codecs are not able to decode corrupted video files properly. In some cases the decoder produces fewer frames (skip frames in some parts) while in others the decoder crashes.

The scenario in which transmission distortions are introduced is interesting because videos are increasingly being delivered over IP networks and the packet losses are inherent to those networks.

In this paper we describe a method to reconstruct the degraded video so that it has the same length as the original. The method has been implemented in language C.

Finally we compare our algorithm with the algorithm developed by S. Wolf [4] that is capable of estimating variable video delays. His algorithm determines the best matching original (or input) video frame for each processed (or output frame). Thus it could be used to remove the variable frame delays from the processed sequence as a calibration step before computing a full-reference quality measurement.

2. RECONSTRUCTION

Ideally the video quality metrics should be able to realign the frames and evaluate the videos considering the position and duration of the missing frames. Even if the video quality metrics could be applied when the number of frames of the original video and degraded (not reconstructed) are different, the shift due to the missing frames would introduce significant error in the video quality evaluation, as shown in Fig. 1.

![Fig. 1. Error in quality metrics due to shift caused by missing frames (original video sequence and degraded video).](image)

The error in the video quality evaluation is minimized when the reconstructed video is used instead, as shown in Fig. 2.
It would be possible to reconstruct the video using different methods instead of repeating the previous frame to the missing one. For example it would be possible to repeat the next frame to the missing one or to insert a white or black frame. The algorithm proposed in this paper has been applied in the development of no-reference metrics, confirming the validity of our approach [5].

In order to reconstruct the distorted video, it is necessary to first detect which frames are missing. The detection of the missing frames is performed by inserting the frame numbers into the original uncompressed sequence. The frame numbers are inserted in the images in different positions. The video is then compressed, packet losses are introduced and the video is uncompressed, resulting in an incomplete video file due to the decoder problems. The frame numbers are then extracted from the frames and used to reconstruct the video. The Fig. 3 shows the whole process.

### 3. FRAME NUMBER INSERTION

The original uncompressed video is in planar format YUV 4:2:0. YUV formats fall into two distinct groups, the packed formats where Y, U (Cb) and V (Cr) samples are packed together into macropixels which are stored in a single array, and the planar formats where each component is stored as a separate array, the final image being a fusing of the three separate planes. The planar YUV 4:2:0 is an 8 bit Y plane followed by 8 bit 2x2 subsampled U and V planes. An N×N Y plane is followed by (N/2)×(N/2) U and V planes.

<table>
<thead>
<tr>
<th>Table I</th>
<th>YUV 4:2:0 SUBSAMPLING</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Horizontal</td>
</tr>
<tr>
<td>Y sample period</td>
<td>1</td>
</tr>
<tr>
<td>U sample period</td>
<td>2</td>
</tr>
<tr>
<td>V sample period</td>
<td>2</td>
</tr>
</tbody>
</table>

The frame number is inserted into the Y plane. The frames are numbered starting from 1. The frame number is represented by 16 bits, being the most significant to the left. Each of the bits is mapped to one pixel. If the bit is 0 the luminance byte takes the value 0, and if the bit is 1 the luminance byte takes the value 255. The XOR of the frame number is also calculated and inserted into the luminance information of the video in the same way.

<table>
<thead>
<tr>
<th>Frame number</th>
<th>16 bits</th>
</tr>
</thead>
<tbody>
<tr>
<td>0000 0000 0000 01</td>
<td>XOR</td>
</tr>
<tr>
<td>0</td>
<td>255</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Frame number</th>
<th>16 bits</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frame number 1</td>
<td>XOR 1</td>
</tr>
<tr>
<td>16 pixels = 16 bytes</td>
<td>16 pixels</td>
</tr>
<tr>
<td>Frame number 2</td>
<td>XOR 2</td>
</tr>
<tr>
<td>Frame number 3</td>
<td>XOR 3</td>
</tr>
<tr>
<td>Frame number 4</td>
<td>XOR 4</td>
</tr>
</tbody>
</table>

**Luma width**

Fig. 4. Frame number and XOR positions.

Fig. 4 shows in which positions of the frame the frame number and the XOR are inserted (the same number is inserted four times and the same XOR is inserted four times). The objective is to maximize the probability that the...
number is correctly read despite the degradation of the image. The XOR is used to verify if the number read is correct.

4. READ NUMBER AND RECONSTRUCT FILE

The reconstruction program receives as input parameters the YUV input file, the YUV output file, the frame resolution and the total number of images.

The frame number and XOR are read from four different positions, as shown in Fig. 4. In the process of reading the numbers and XORs a bit is 0 if the pixel value is lower than 127 and 1 if the pixel value is higher than 127. The number and XOR combinations verified are summarized in the table II.

<table>
<thead>
<tr>
<th>Number</th>
<th>XOR</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2, 3 and 4</td>
</tr>
<tr>
<td>2</td>
<td>1, 3 and 4</td>
</tr>
<tr>
<td>3</td>
<td>1, 2 and 4</td>
</tr>
<tr>
<td>4</td>
<td>1, 2 and 3</td>
</tr>
</tbody>
</table>

The number 1 is considered valid if the combination frame number 1 XOR 2 is correct, or the combination frame number 1 XOR 3 is correct or the combination frame number 1 XOR 4 is correct and the number is equal or lower than the total number of images in the video. The same idea applies to the rest of the numbers.

Fig. 5 explains the complete algorithm. Once the whole video has been read if there are more frames to be inserted the last frame inserted is repeated until completing the total number of frames. On the other side, if the first frame is missing the first processed frame is repeated.

Fig. 5. Reconstruction tool algorithm.
5. RELIABILITY

In order to evaluate the reliability of the tool the following framework was considered (shown in Fig. 6).

![Diagram of framework for evaluating reliability](image)

**Fig. 6.** Framework for the evaluation of the reliability of the method.

The frame number was inserted into the original uncompressed sequence. The sequence was then encoded with the encoder x264 with a Quantization Parameter between 26 and 44. The maximum interval between IDR-frames was set to 12, 36, 60 and 84. Random packet losses were inserted using a packet loss simulator [6]. The video was then decoded using ffmpeg, producing a video with missing frames in some parts. The video was finally reconstructed using the frame numbers.

Each frame number and XOR combination was manually checked and compared with the other combinations. The verification of the frame numbers and XOR combinations in different parts of the image decreases the probability of reading erroneous numbers. The method is reliable for packet loss rates of around 10% (ffmpeg decoder used). The reliability increases with lower packet loss rates.

### 6. COMPARISON WITH OTHER METHODS

The method described by S. Wolf [4] implies more complexity than our method.

If we compare both methods, we appreciate that our method is better suited for the case of still or nearly still video or video with repetitive motion. In both methods the position of the frames is identified. However, in our method we include the reconstruction of the distorted video, providing the possibility of directly applying video quality metrics that require videos of the same length, like PSNR or SSIM. Both methods require access to the original uncompressed reference. However, in our method the access to the original uncompressed reference is necessary prior to the processing of the video (compression, introduction of packet losses and decoding) in order to introduce the frame number in the video. The method described by S. Wolf implies more complexity than our method.

### 7. CONCLUSIONS

The method enables the use of full-reference video quality metrics when the decoder is not able to produce the same number of frames as in the original uncompressed video. The algorithm was implemented, tested and was found to be reliable for packet losses up to 10%. Future work includes the improvement of the accuracy for packet losses greater than 10%.
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