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1. Introduction

There is a historical coupling between economic development and increasing energy
usage. This has eventually resulted in a substantial rise in the emission of
greenhouse gases, which is believed to be the major factor behind today’s alarming
rate of global warming and climate change. As the economic development is
expected to continue, and in fact even accelerate in many parts of the world, there is
an urgent need to break the correlation between economic development and
emission of greenhouse gases. Renewable energy provides one of the means to
achieve this decoupling, particularly energy sources relying on direct solar energy as
the solar irradiance at the surface of the Earth corresponds to an energy supply
almost 8,000 times the world’s primary energy consumption in 2008. If practical
limitations of solar energy technology are taken into account, the potential energy
supply is still estimated to be 3 to 100 times the world’s primary energy
consumption.1

This doctoral dissertation will focus on two different types of direct solar energy:
electricity generation through conversion of sunlight by solar cells, and solar fuel
generation through conversion of sunlight to hydrogen gas by photochemical
reactions mimicking natural photosynthesis. During operation of both these types
of systems, similar photoinduced processes occur in their respective active materials.
First, an excited state is formed by the absorption of a photon by the light-
harvesting component. If the photon is not directly absorbed at an electron transfer
site, the excited state undergoes energy transfer to such a site. At the site, an
electron and a corresponding hole are formed via electron transfer to an electron
accepting species. The electron and hole then separate into free charges, which can
be extracted in an external circuit or participate in the reduction of protons to
hydrogen.

A new generation of solar cells, offering high flexibility and low cost production, is
emerging.2,3 One of the promising alternatives in this new generation are plastic
solar cells4, i.e. cells whose active material consists of a blend of a conjugated
polymer (electron donor) and an electron accepting molecule, typically a fullerene
derivate.5,6 The absorption of light primarily occurs in the polymer, thus acting as
the light harvester, and charge formation occurs through electron transfer at the
polymer-fullerene interface. Depending on the character of the blend and the
intermixing of the polymer and the fullerene, extensive phases of neat polymer can
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be present in the blend. In such cases, energy transfer within the polymer phase to a
fullerene interface is required before charges can be formed.7 After charge
formation, the electron and hole are transported in the fullerene and polymer
phases, respectively, to the electrodes of the cell.

Another type of solar cell belonging to the new generation are dye-sensitized solar
cells (DSSCs). These consist of a porous semiconductor, typically TiO2, sensitized
by dyes covalently bound to the TiO2 surface. The sensitization is needed in order
to increase the otherwise poor light harvesting of TiO2, which has a very blue
absorption onset at about 400 nm8, and can be achieved by using transition metal
complexes, typically RuII-polypyridyl complexes. This design ensures close
proximity between the electron donor and acceptor and therefore usually results in
efficient and ultrafast electron transfer from the dye to the TiO2, from where the
electron is easily transported to the electrode.8-12 In contrast to the polymer solar
cells, an electrolyte is needed to regenerate the oxidized dye and to transport the
hole to the anode of the cell. The electrolyte brings problems related to a relatively
high potential drop in the regeneration process, recombination with electrons in the
TiO2, temperature stability, and hazardous solvents, and can therefore currently be
considered as a limiting factor for the introduction of DSSCs in commercial
applications.8 Transition metal complexes can also be applied as photosensitizers in
the field of solar fuel.13 In particular, complexes with bis-tridentate ligands are of
interest as these, through substitutions along the pseudo-C2 axis, offer synthetic
strategies to achieve covalently bound DPA-type (Donor-Photosensitizer-Acceptor)
molecular arrays for vectorial electron transfer (Figure 1.1).14 After excitation of the
photosensitizer, electron transfer to the acceptor leads to the intermediate charge
separated state DP+A–. A subsequent hole transfer to the photosensitizer from the
donor results in the fully charge separated state D+PA–, which then can participate
in the production of hydrogen. Electron transfer in DPA triads is usually
considerably slower than in the DSSCs15, making a long excited state lifetime of the
photosensitizer a necessary requirement to reach high energy conversion efficiencies.

Figure 1.1. Schematic picture of a covalently bound DPA molecular array. Light absorption in the
photosensitizer, P, is followed by two subsequent electron transfer processes to give the fully separated
state where the donor, D, has oxidizing capacity and the acceptor, A, has reducing capacity.

D P A
e- e-

hν
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In order to improve the performance of the systems described above, knowledge
about the excited state dynamics is essential. Models of many key processes already
exist, but there are still fundamental questions left to be answered. The studies
presented in this doctoral dissertation aim to address some of these questions, and
to develop the understanding of the mechanisms governing the performance of
plastic solar cells and the excited state lifetime of bis-tridentate RuII-polypyridyl
complexes. This will hopefully lead to the development of new materials with
improved properties for solar energy conversion.

Charge generation in polymer:fullerene blends involves a charge transfer (CT) state,
which furthermore is directly related to the solar cell performance via a strong
coupling to the open circuit voltage.16,17 The role of the CT state in the conversion
of polymer excitons to extractable charges is investigated by employing ultrafast
time-resolved transient absorption and fluorescence techniques. The primary
systems of study in this part are films and solar cells based on blends of alternating
polyfluorene polymers and PCBM ([6,6]phenyl-C61-butyric acid methyl ester).

Whereas the size and heterogeneity of the polymer:fullerene system makes it rather
challenging to investigate by means of quantum chemical calculations18, many
metal-polypyridyl complexes allow for such studies. Therefore, density functional
theory calculations on bis-tridentate RuII-polypyridyl complexes that can be used in
molecular DPA arrays are employed to characterize the properties of the triplet
metal-to-ligand charge transfer (3MLCT) and metal centered (3MC) states. The
experimentally well-studied 3MLCT state possesses electronic properties that are
favorable for energy or electron transfer.19 In particular the lifetime is crucial, and
this study has thus focused on the deactivation dynamics of the 3MLCT state via
the experimentally elusive 3MC state.

1.1 Outline of the doctoral dissertation

This doctoral dissertation consists of five parts (corresponding to chapters 2-6). The
first part provides a background to the properties and dynamics of excited states
used in the following parts. Part two briefly describes and discusses the experimental
techniques and theoretical methodologies used in the studies. Part three and four
cover the studies on polymer-based films and RuII-based sensitizers, respectively,
with a summary and evaluation of the obtained results. The last part includes final
considerations spanning both of the studied systems.
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2. Properties and dynamics of
excited states

The excited state properties of the studied systems are, as mentioned in the
introduction, of principal importance for the final target of solar energy conversion;
they govern which processes occur and their dynamics (i.e. how they occur). This
chapter first provides a general overview on the nature of electronic states in
molecules and on light-induced processes within and between these states. It is then
further described how these processes couple to the excited state properties and the
experimentally observed kinetics.

2.1 Electronic states of molecules

An electron configuration of a molecule describes how its electrons are distributed
in the molecular orbitals (MOs), and each configuration corresponds to a specific
electronic state. The properties of a state, for example the energy and the
multiplicity, are thus governed by the character and population of the MOs. The
multiplicity is given by the total angular spin momentum, S, according to 2·S + 1.
All unpaired electrons contribute with ½ to S, usually resulting in singlet
multiplicity of the ground state as all occupied MOs of the ground state in most
cases are doubly populated by two electrons with opposing spin. The most well-
known exception is the ground state of molecular oxygen, O2, where the HOMO
consists of two degenerate MOs with one electron in each, giving a triplet
multiplicity. This is in accordance with Hund’s first rule, which states that the state
with highest multiplicity also corresponds to the state with lowest energy.

When the interaction of a molecule with its surroundings is of interest, particular
importance is put on the properties of the frontier orbitals: the highest occupied
molecular orbital (HOMO) and the lowest unoccupied molecular orbital (LUMO).
That is also the case for absorption of light in the visible wavelength region, which
is the region of largest interest for solar energy applications, where transitions
typically involve the valence electrons of the molecules, including the frontier
orbitals and energetically close-lying MOs. Absorption corresponds to a transition
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from the ground state to another electronic quantum state, an excited state, and the
energy of the absorbed photon has to match the energy difference between the
ground state and the excited state (including excited vibrational levels). The lowest
transition in a molecule can, in the simplest cases, be described as moving one
electron from HOMO to LUMO.

2.2 Light-induced processes

The processes occurring in molecules after light absorption20 are usually illustrated
by a Jablonski diagram21, see Figure 2.1. Absorption of a photon brings, as
described above, the ground state to a singlet state that is both electronically and
vibrationally excited. Vibrational relaxation (VR) leads to rapid (hundreds of fs)
dissipation of energy and results in the population of the lowest vibrational level of
the excited state. If any lower excited states are present, internal conversion (IC; in
the case of conversion to a state of the same multiplicity) and intersystem crossing
(ISC; in the case of conversion to a state of a different multiplicity) leads to
population of these. Both IC and ISC are vibrationally mediated, but their
respective characteristic timescales are usually distinctly different. IC is normally
very fast (hundreds of fs), and most subsequent excited state processes, such as
radiative processes, will thus occur from the lowest vibrational level of the lowest
singlet excited state. ISC involves spin flipping (requiring magnetic interactions
provided by spin-orbit coupling) and is therefore associated with longer timescales.
However, strong spin-orbit coupling can result in high enough ISC rates to
compete with VR and IC. IC and ISC are also viable non-radiative routes for
repopulation of the ground state, even if transitions to the ground state generally
are much slower than transitions to other excited states as the amount of energy

Figure 2.1. Jablonski diagram illustrating the most common photoinduced processes in molecules:
absorption (Abs), vibrational relaxation (VR), internal conversion (IC), intersystem crossing (ISC),
fluorescence (Fl) and phosphorescence (Ph). Note that the shift of S1 and T1 only is for clarity.
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that needs to be dissipated is considerably higher. Radiative repopulation of the
ground state occurs through fluorescence (Fl) from singlet states and through
phosphorescence (Ph) from triplet states. Typical fluorescence lifetimes are on the
order of ns whereas phosphorescence, which requires spin flipping, typically occurs
on the μs – ms timescale.

It is obviously desirable to maximize the sunlight harvesting for solar energy
purposes. However, the absorption onset must match the energy needed to achieve
optimum performance of the system, which inevitably results in transmission of the
photons of lower energy. Furthermore, the excess energy of photons of higher
energy is also lost as a result of fast internal relaxation (VR and IC). For example,
the detailed balance limit developed for an ideal single-junction cell at 300 K by
Shockley and Queisser22 allows for the estimation of the optimum absorption onset
for solar cells to just above 900 nm, leading to a ~55 % loss of the total AM 1.5
solar energy solely by transmission and relaxation processes23,24, see Figure 2.2.
AM 1.5 is the standard solar spectrum used for efficiency measurements of solar
cells, and the theoretical maximum efficiency with an absorption onset at 1100 nm
when also taking recombination into account is ~31 %.22 Efforts along various
pathways to overcome this limitation are pursued.25

Figure 2.2. AM 1.5 spectrum obtained from http://rredc.nrel.gov/solar/spectra/am1.5/. The purple
and red parts of the spectrum correspond to the wavelengths above and below the optimum single-
junction absorption onset, respectively.

2.3 Excited state reaction rates and dynamics

The light-induced processes described above are first-order reactions, and the
population, Pt, of the involved states at time t thus evolves with the first-order
reaction rate, k, according to the integrated first-order rate law:

Pt = P0·exp(-kt) (2.1)
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where P0 is the initial population.

Information about the dynamics can be extracted by studying the temperature-
dependence of the reaction rate. The obtained data can then be analyzed using
Arrhenius’ equation:

k = A·exp(-Ea/(RT)) (2.2)

where R and T are the ideal gas constant and the temperature, respectively. Ea is the
activation energy for the reaction and the pre-exponential factor A is the frequency
factor, which contains information about the number of favorable geometrical
arrangements of the nuclei per unit time. The value of A for excited-state processes
is thus strongly connected to the vibrations and the entropy of the system. Both Ea

and A provide information about the dynamics of the process and can be
represented in a reaction coordinate diagram where one, or several, coordinates of
the nuclei describe the reaction pathway for the studied process. The coordinates
should be chosen to capture the reaction pathway of study. A reaction coordinate
diagram consisting of more than one coordinate will result in a potential energy
surface (PES) of the same dimension as the number of coordinates. A schematic
example of a one-dimensional reaction coordinate diagram between two states
described by harmonic oscillators is shown in Figure 2.3.

Figure 2.3. Schematic illustration of a one-dimensional reaction coordinate diagram between two
crossing states. The forward crossing process has an activation energy Ea and a driving force ΔE
(neglecting entropic effects).

The lifetime, τ, of a reaction is defined as the time it takes for the population to fall
to 1/e of its initial value. The lifetime of first-order processes is connected to the
reaction rate via τ = 1/k. However, it is often more interesting to consider the
experimentally observed lifetime, τobs (equation 2.3), which depends on the sum of
the reaction rates coupled to all the processes, i, that deplete the studied population.
Such processes will always lead to a decrease of the lifetime and they are therefore
referred to as quenching processes. The amount of the total population that goes via
the studied route, n, is given by the quantum yield, Φn (equation 2.4). The
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expressions for the observed lifetime and the quantum yield will be further
complicated if also the processes leading to an increase of the studied population,
such as equilibria or consecutive reactions, have to be taken into account.

τobs = 1/kobs = 1/Σki (2.3)

Φn = ki=n/ Σki (ki=n = kobs) (2.4)

2.4 Absorption and emission

Absorption is the result of the interaction between matter and the electric field
component of an electromagnetic field, i.e. light. This dissertation will, as explained
in chapter 1, consider excited state processes induced by absorption in the 300-
1000 nm wavelength range, which corresponds to the visible (and some UV and
near-IR) light. Absorption of such photons promotes one electron from an
occupied electronic state of a molecule to an unoccupied electronic state of higher
energy. The energy difference between the initial and the final state must, because
of energy conversion, match the energy of the absorbed photon.

Different excited states will, depending on their coupling to the initial state, interact
more or less with the electromagnetic field, giving rise to an absorption spectrum
consisting of wavelength-dependent peaks of different intensities corresponding to
each transition. The intensity of the absorption at a specific wavelength, λ, is
usually measured in terms of the absorbance, Aλ, given by the Beer–Lambert law:

Aλ = log(I0,λ/I λ) = ελ·c·l (2.5)

where I0,λ is the incident intensity, Iλ the transmitted intensity, ελ the extinction
coefficient, c the concentration of the sample, and l the path length of the light
through the sample. It follows from equation 2.5 that in order for the absorbance to
be excitation intensity independent, the absorption has to scale linearly with
intensity. This is the case for most materials under non-extreme excitation
conditions, and absorption is therefore sometimes referred to as linear absorption.

Emission corresponds to the reverse phenomenon of absorption; a radiative
transition from a higher-lying state to a lower. Fluorescence corresponds to the case
when the transition occurs between states of the same multiplicity whereas
phosphorescence corresponds to transitions between states of different multiplicity
(see Figure 2.1). As both fluorescence and phosphorescence normally are much
slower processes than VR and IC, the emission typically occurs from the lowest
excited state of a given multiplicity. This is known as Kasha’s rule.26
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2.4.1 Stokes shift

Kasha’s rule together with the Franck-Condon principle, which states that an
electronic transition occurs much faster than the motion of the nuclei and thus can
be considered as a vertical transition, leads to a peak shift between absorption and
emission. This can be illustrated in a coordinate diagram for two states described by
Morse potentials (which, in contrast to the harmonic potentials in Figure 2.3
account for bond breaking and some anharmonicity), see Figure 2.4. First, ground
state absorption at the relaxed ground state geometry, corresponding to the
coordinate QGS, leads to the population of a vibrationally hot level of the excited
state. The excited state then undergoes VR to its relaxed geometry, corresponding
to QES, before it decays through fluorescence to a vibrationally hot level of the
ground state. Finally, the ground state returns to its relaxed geometry through VR.
The VR processes, which partly depend on the shift between QGS, and QES, give a
red-shift of the fluorescence compared to the absorption. This is referred to as a
Stokes shift.

Figure 2.4. A Morse potential energy diagram illustrating the origin of the Stokes shift in terms of
energy loss by VR and geometrical rearrangement.

2.5 Energy and electron transfer

Both energy transfer and electron transfer correspond to the migration of energy
from a donor site to an acceptor site (Figure 2.5). Electron transfer occurs through
the actual movement of an electron from its corresponding hole, and results in a
reduced donor and an oxidized acceptor. As such, it is crucial for the charge
formation and separation in artificial photosynthesis and plastic solar cells. Electron
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transfer is usually described using Marcus theory, but it will not be given any
further treatment here as it is not explicitly dealt with in this dissertation. Energy
transfer can be relevant in artificial photosynthesis27 and is definitely one of the
most prominent features of conjugated polymers.28 It results in the de-excitation of
the donor and excitation of the acceptor, i.e. migration of the excited state from one
chromophore to another. The type of energy transfer relevant for these systems is
usually Förster energy transfer, which occurs through non-radiative dipole-dipole
coupling at a rate given by:

kEnT = kD·ΦD·κ2/r6·(9000·ln(10)/(128·π5·NA·n4))·J (2.6)

where kD is the decay rate of the donor in the absence of the acceptor, ΦD the
quantum yield of the donor in the absence of the acceptor, κ2 a factor describing
the relative orientation of the transition dipoles of the donor and acceptor (ranges
between 0 and 4, and is equal to 2/3 for random orientations), r the distance
between donor and acceptor, NA Avogadro’s number, n the refractive index of the
medium, and J the overlap integral over all wavelengths given by:

J = ∫FD(λ)·εA(λ)·λ4dλ (2.7)

where FD is the fluorescence spectrum of the donor with the total intensity (area
under curve) normalized to unity, and εA the extinction coefficient of the acceptor
given in M-1·cm-1.29 Energy transfer will, as a result of the Stokes shift, in most cases
lead to downhill energy migration.

Figure 2.5. Illustration of energy transfer (left) and electron transfer (right) from a donor, D, to an
acceptor, A.

AD* A*D AD* A-D+
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3. Techniques and methodology

In this chapter the time-resolved spectroscopic techniques used to investigate the
polymer-based blends and the theoretical methodology employed to characterize
the RuII-based sensitizers are briefly described and discussed. Ultrafast transient
absorption measurements have been used to study processes on sub-100 fs
timescales and longer. These have been complemented by time-resolved
fluorescence experiments that give worse time resolution but instead provide the
opportunity to only study the fluorescent states: streak camera measurements (~2 ps
time resolution) and time-correlated single-photon counting measurements (~50 ps
time resolution). The time-resolved measurements have in turn been complemented
by steady-state absorption and fluorescence measurements using standard
commercial spectrometers (Agilent UV-visible spectrometer and Spex Fluorolog
spectrometer), not described in further detail. All quantum chemical calculations
have been based on density functional theory, which is the most commonly
employed quantum chemical method for accurate calculations of large molecules,
and were performed with the Gaussian program package.30

3.1 Transient absorption

Ultrafast transient absorption is a pump-probe technique that utilizes short laser
pulses (< 100 fs) to monitor excited-state processes of molecules and materials.
Linear steady-state absorption (equation 2.5) is measured by relating the
transmitted intensity of the probe through the sample, I, to the transmitted
intensity of a reference, Ir (equation 3.1). In pump-probe measurements, every
second probe pulse is spatially and temporally overlapping with a pump pulse that
excites the sample, giving rise to transmitted intensity, I*, and absorbance, A*,
related to the photoinduced species. The differential absorption, ΔA, can then be
calculated using equation 3.2. The pump-induced transients are finally measured by
introducing and changing a controllable temporal delay between the pump and the
probe pulses. Probing at times and wavelengths where the excited state absorption is
dominating will thus result in I* < I and a positive ΔA signal. For cases where
ground state bleach or stimulated emission is dominating, consequently a negative
ΔA signal will be obtained.
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A = A – Ar = log(I0/I) – log(I0/Ir) = log(Ir/I) (3.1)

ΔA = A* – A = log(Ir/I*) – log(Ir/I) = log(I/I*) (3.2)

A schematic drawing of the transient absorption set-up is shown in Figure 3.1. A
laser system (Clark) consisting of a Ti:Sapphire regenerative amplifier, pulse
compressor, and an Nd:YAG pump laser head provided pulses with a repetition rate
of 1 kHz at a wavelength of 775 nm. The output was split into two fractions, one
that was taken into a noncollinear optical parametric amplifier (NOPA) to generate
the pump pulses and one of which was sent into another NOPA to generate the
probe pulses. Both pulses were compressed in order to obtain a time resolution of
~30 fs. The repetition rate of the pump was reduced to 500 Hz using a chopper,
and it was then passed through a Berek compensator and a polarizer before exciting
the sample. The probe was split into two parts: one reference directed straight to
the detector (giving Ir), and one probe taken through the sample and then to the
detector. Transient spectra were measured with ~200 nm broad probe pulses and
diode array detectors, whereas transient kinetics was measured using close to
transform-limited probe pulses and photodiode detectors. Two variational delay
stages were used to vary the time delay between pump and probe: one 20 ns delay
stage (~1 ps time resolution) and one 500 ps delay stage (~0.3 ps time resolution).

Figure 3.1. Schematic illustration of the transient absorption set-up.
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3.2 Streak camera

A streak camera set-up is used to measure time-resolved photoluminescence on
timescales down to a few ps. It consists of a spectrograph for spectral resolution and
the streak camera itself for temporal resolution. The emission is focused onto a
vertical slit (variable in the horizontal plane) before entering the spectrograph where
the gratings provide spectral separation in the horizontal plane. The focusing plane
of the spectrograph output is set at the input horizontal slit (variable in the vertical
plane) of the streak camera. A second set of collimating and focusing optics is then
used to image the photons from the second slit on a photocathode. When photons
hit the photocathode, photoelectrons are created nearly instantaneously with a
spatial distribution in the horizontal plane according to the incoming photon
density. These are then accelerated into the streak tube, where a very fast
sinusoidally time-dependent streak voltage is locally applied in the vertical direction
leading to a deviation along in the vertical plane. As the applied voltage is changed
very quickly, the extent of the electron deviation is determined by the timing of the
photoelectrons arriving in the region of applied field. The time-dependent
photoelectron deviation is then converted in a vertical position at the plane of a
microchannel plate electron detector. The microchannel plate is used to resolve the
position of the photoelectrons and to amplify the electrons before they hit the
phosphor screen, which converts them back to photons that can be detected by a
CCD camera. As a result, a two-dimensional image with spectral resolution on the
horizontal axis and temporal resolution on the vertical axis is obtained. The
temporal resolution can be varied by changing the horizontal slit and the amplitude
of the streak voltage. The sine function of the voltage is synchronized with the
repetition rate of the laser, which is fed in through a fast photodiode.

A schematic drawing of the streak camera set-up is shown in Figure 3.2. The laser
system consisted of a 532 nm laser (Millennia Pro) pumping a passively mode-
locked Ti:Sapphire oscillator (Tsunami), typically providing ~100 fs pulses at
80 MHz repetition rate with a wavelength of 800 nm. A small portion of the
output was redirected to the trigger photodiode while the rest was frequency
doubled using a lithium triborate (LBO) crystal. The resulting blue (400 nm) beam
was taken through a shortpass filter, a variable neutral density filter and an elevating
periscope before it was used for unfocused excitation of the sample in a front-face
geometry. The fluorescence was collimated, passed through a polarizer set a magic
angle and focused onto the entrance slit of the spectrograph (Chromex). Both the
streak camera and the CCD are Hamamatsu products.
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Figure 3.2. Schematic illustration of the streak camera set-up.

3.3 Time-correlated single-photon counting

Time-correlated single-photon counting (TCSPC) is based on binning of the time
arrival of the detected fluorescence photon compared to the start signal into a
histogram. The start signal is provided by a laser-triggered photodiode and the
resulting histogram should thus report on the fluorescence lifetime. The signal
processing is carried out in a Time to Digital Converter, which can provide a time
resolution of a few tens of ps. It is important to keep the detected counting rate
much lower than the repetition rate of the laser in order to avoid pile up of the
signal.

A schematic drawing of the TCSPC set-up is shown in Figure 3.3. A diode laser
head connected to a laser driver (PicoQuant) provided ~200 ps laser pulses at
405 nm. A rather unconventional direct excitation scheme, where the sample is
located as close to the detector as possible, was used to allow for non-focused
excitation light. Three filters (two longpass and one bandpass filters) were placed in
between of the sample and the detector in order to block out residual (excitation)
light and to select the wavelength region of interest. The detector was a single
photon avalanche diode (SPAD, Micro Photon Devices) and the start signal was
directly supplied by the laser driver. Both start and stop signals were connected to a
PicoQuant PicoHarp 300, which implemented the time binning and the
calculation of the histogram.
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Figure 3.3. Schematic illustration of the TCSPC set-up.

3.4 Quantum chemical calculations

Quantum chemical calculations provide a tool for fundamental understanding of
the properties of molecules and matter, and can hence be used to, for example,
describe intra- and intermolecular interactions and interactions with
electromagnetic waves such as light. Depending on the approach, different levels of
theory and accuracy can be reached. A general rule is that increasingly accurate
methods scale increasingly with the size of the system. It is therefore important to
find a level of theory that describes the system well enough in respect to the
properties of interest, and that still is computationally manageable. Density
functional theory (DFT) has in many cases been shown to describe the properties of
the ground state and the lowest excited states of transition metal complexes to a
satisfactory level31-33, and has thus been our choice of method for the studies of bis-
tridentate RuII-polypyridyl complexes. Before describing DFT, a short background
on quantum chemical calculations in general will be presented. It will be based on
the books of Szabo and Ostlund34, and Jensen.35

Quantum chemical calculations aim to solve the time-independent non-relativistic
Schrödinger equation of the total wave function, Ψtot(R,r). The calculations are
usually performed within the adiabatic Born-Oppenheimer approximation, which
decouples the electrons from the nuclei based on the nuclei being much heavier
than the electrons. This means that Ψtot(R,r) can be written as a product of the
nuclear wave function, Ψn(R), and the electronic wave function, Ψe(R,r), as:

Ψtot(R,r) = Ψn(R)·Ψe(R,r) (3.3)

where R are the nuclear coordinates and r the electronic coordinates. The electrons
can thus be considered as moving in a fixed field stemming from the nuclei, and it
is possible to calculate the energy, Ee(R), of the electronic wave function using a
specific set of the nuclear coordinates R. If also the nuclear repulsion is included in
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Ee(R), one can address the motion of the nuclei within the average electronic
potential according to the nuclear Schrödinger equation:

(Tn + Ee(R))·Ψn(R) = Etot·Ψn(R) (3.4)

where Tn is the nuclear kinetic energy operator and Etot the total energy of the
system. The electronic energy thus works as a potential that depends on the nuclear
coordinates, leading to the view of the nuclei as moving on a PES given by Ee(R).
This means that the electronic Schrödinger equation has to be solved for a specific
set of nuclear configurations in order to obtain the nuclear dynamic properties and
structures as well as the electronic properties.

The electronic wavefunctions are normally described by MOs, which are
constructed by a linear combination of atomic orbitals provided from a chosen basis
set of one-electron spinorbitals in terms of a single Slater determinant.36 They are
then optimized in an iterative way until the total energy has converged below a
certain threshold. This is justified by the variational principle: an approximate wave
function can never have lower energy than the exact one. As a result, the electrons
are treated independently of each other, moving in an average field of all other
electrons and nuclei. However, the electron-electron repulsion is thus only
accounted for in an average way, giving rise to a neglect of electron correlation. As
will be explained below, DFT aims to recover the resulting energy difference (the
correlation energy) by the means of exchange-correlation functionals.

3.4.1 Density functional theory

This part will briefly describe and discuss DFT and is mostly based on the
descriptions provided by Baerends and Gritsenko37 and Piela.38 The fundamental
concept of DFT is to consider the electron density, ρ(r), of all N electrons moving
in the potential field of fixed nuclei, v(r), rather than considering individual
electrons and their respective MOs. The density determines the probability of
finding any electron within a certain volume. Hohenberg-Kohn formulated two
theorems which made calculations using ρ possible.39 The first theorem states that
the ground state electronic wave function, Ψ0, corresponds to one unique ρ (ρ0),
and vice versa. It furthermore states that Ψ0 and ρ0 also correspond to one unique v,
and vice versa. Consequently, all properties, including the energy, of the system are
functionals of ρ. The second theorem states that the variational principle is valid for
the ground state energy expressed as a functional of ρ0 as well. These two theorems
hence allows for calculations of the ground-state wave function using ρ0 and the
iterative procedure following from the variational principle by minimizing the
energy in the external potential v, Ev[ρ0(r)]. However, difficulties to find an explicit
expression for ρ0 lead to the implementation of the Kohn–Sham formulation of
DFT.40
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The Kohn-Sham formulation introduces wave functions by assuming that all the N
electrons in the system do not interact but are instead influenced by an external
local potential, vs(r). The external potential is constructed such that its wave
function will consist of a Slater determinant with the dimension N, and that it still
results in the same electron density as would be the case if v was used, i.e. the
obtained ρ equals ρ0. One then only has to solve the one-electron equation:

(-Δ/2 + vs)·φi = εi·φi (3.5)

where Δ is the del squared operator and φi are the so-called Kohn-Sham spin
orbitals. The first term in the parenthesis in equation 3.5 corresponds to the kinetic
energy of the electrons. So far no further approximations have been introduced and
the resulting ρ, which equals the sum of the orbital densities, is the exact one.
Equation 3.5 is solved by the means of the variational principle where its total
energy is minimized. The energy is in turn given by:

E[ρ] = ENe[ρ] + T[ρ] + J[ρ] + EXC[ρ] (3.6)

where ENe[ρ] is the Coulombic electron-nuclei interaction, T[ρ] the electronic
kinetic energy of the non-interacting electrons, J[ρ] the electrostatic repulsion
energy from interaction of the electron cloud with itself, and EXC[ρ] the exchange–
correlation energy. The EXC term includes the energy related to the exchange
interaction and correlation of the electrons as well as the part of the kinetic energy
not included in T[ρ], and is thus the only unknown of this equation. As a
consequence it has to be guessed or estimated. There are numerous functionals
available; for investigations of the excited states of transition metal complexes so-
called hybrid functionals have shown to be successful.31A major part of the
calculations on RuII-polypyridyl complexes presented in this dissertation are based
on the B3LYP functional.41

Only the ground state has been dealt with so far, and DFT is in fact primarily
optimized for ground state calculations. However, it has been shown that DFT also
can be used to investigate the lowest lying state, i.e. the corresponding ground state,
of each spatial or spin irreducible representation of the system.31,42 The adiabatic
approximation introduced above does, on the other hand, introduce problems
when considering states that are close in energy. In those cases the Born-
Oppenheimer approximation is no longer valid, and non-adiabatic processes
leading to avoided crossings (or conical intersections), instead of the adiabatic
crossings suggested by the DFT calculations, are more appropriate descriptions of
the dynamics in such regions. DFT calculations can nonetheless provide important
information about the approximate energies and coordinates in this region, even if
the actual crossing is poorly described. If higher excited states than the lowest state
of the spatial or spin irreducible representation are to be explored, time-dependent
DFT (TDDFT) calculations can be performed.
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3.4.2 Time-dependent density functional theory

TDDFT calculates the optical absorption of a system by starting from the ground
state Kohn-Sham orbitals and applying a linear first-order time-dependent
perturbation. The usage of ground state MOs avoids any problems connected to the
DFT treatment of excited states. The so-called adiabatic local density
approximation furthermore replaces the time dependency of the exchange–
correlation functional, which allows for the employment of standard ground-state
functionals, such as B3LYP. TDDFT usually provides very good excitation energies
for the valence electrons, errors on the order of tenths of eV are typical. It also
allows for studies of the nature of excited states which are represented by a linear
combination of all singly excited Kohn-Sham orbital configurations.42,43

However, large underestimations of the excitation energy are normal for highly
excited systems and for long-range phenomena such as distributed conjugated
systems or CT transitions. The nature of a CT transition, for example an MLCT
transitions in a d6 transition metal complex, determines the error accompanied with
the TDDFT calculations; a long distance between donor and acceptor results in
poor, or no, interaction between the involved MO:s. As such, MLCT transitions in
relatively small molecules are usually relatively well-described if hybrid functionals
and large enough basis sets are used. A definitive check of the validity of the results
from TDDFT calculations can be made by comparisons with experimental
spectra.42,43
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4. Charge transfer states in
polymer:fullerene blends

Conjugated polymers are widely used in the field of organic electronics in, for
example, solar cells, light-emitting diodes, and transistors.44-46 Commercial products
in these areas have been released on the market, but polymer-based organic solar
cells have not yet reached the necessary demands in cost, stability, and
efficiency.47,48 Roll-to-roll techniques are believed to sufficiently reduce the cost by
allowing high area-per-time production rates49,50, but relevant issues regarding the
efficiency and stability are still to be solved.4,6,51 Power conversion efficiencies of
~10 % have recently been reached for solar cells produced and kept in laboratory
conditions, but the efficiency for solar cell modules is still considerably lower.52

This, together with theoretical estimates of the fundamental power conversion
efficiency limit for organic solar cells to above 20 %24, motivate further studies of
the processes governing the efficiency.

The studies related to solar cells included in this dissertation (papers I-III) employ
spectroscopic measurements with the aim to investigate the primary photoinduced
processes occurring after the first charge transfer step in the active layer. The active
layer of a plastic solar cell typically consists of a polymer and a fullerene derivative
deposited on a substrate and sandwiched between two electrodes (Figure 4.1).5,45

After light absorption (typically) in the polymer, charges are formed by charge
transfer from the polymer (donor) to the fullerene (acceptor). This leads to the
population of a charge transfer (CT) state consisting of the recently formed and still
Coulombically bound charges.18,53 It is the dissociation of these CT states, and to
some extent their role in recombination, that has been the target of the included
studies. Once the CT state has dissociated, free charge carriers are formed and can
thus, in competition with charge recombination, be transported to the electrodes.
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Figure 4.1. Schematic picture of an organic solar cell. (1) Light absorption in the active material leads
to formation of (2) charges at the donor-acceptor interface, and these are then (3) transported within
each phase to the respective electrodes.

Blending the polymer and the fullerene into a bulk heterojunction, which increases
the effective interface area and decreases the average distance between donors and
acceptors, has made a fast and almost 100 % efficient conversion of absorbed
photons to charges feasible.28,54,55 The bulk heterojunction has large implications for
other properties of the solar cell as well, it for example sets requirements for the
formation of percolation pathways to the respective electrodes for both the hole
transporting (polymer) and the electron transporting (fullerene) materials. It is thus
important to control the morphology of the active material in order to optimize the
performance of the solar cell.44,46,56 This can be done by varying the preparation
conditions (solvent, deposition conditions, additives, etc) or by post-processing (e.g.
thermal annealing). However, one inherent property when applying the bulk
heterojunction concept on a polymer-based system is the development of
heterogeneity along several directions: the polymer itself; the local interface between
polymer-polymer, polymer-acceptor or acceptor-acceptor; phases of neat polymer or
acceptor, or phases with different blending ratios of polymer and acceptor etc. It is
thus indeed challenging to modify the morphology and the properties in a
controlled way, the mean value of a certain property might be controllable but its
heterogenic width is typically very large. This is obviously also the case for the
excited state properties dealt with in this dissertation.

Another approach, in addition to the parameters mentioned above, to influence the
morphology is to modify the polymer or acceptor itself. It is desirable to modify a
polymer in order to reach a combination of properties in absorption, electronic
structure and electronic transport that are properly balanced in order to achieve
efficient light collection, charge generation and electrical transport, and to suppress
charge recombination. As a result, numerous polymers and synthetic strategies have
been developed during the years.57,58,59 The systems of study in this thesis are mainly
composed of blends of alternating polyfluorene (APFO) and the acceptor PCBM,
see Figure 4.2. APFO polymers consist of a fluorene which is alternated by a donor-
acceptor-donor segment where the donor part is a thiophene and the acceptor part
is based on a benzothiadiazole. The effect of the donor-acceptor-donor segment is
to modify the optical absorption towards longer wavelengths.60
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Figure 4.2. Chemical structures of the polymers studied in papers I (a), II (a and b), and III (a), and
of the fullerene derivative PCBM (c).

4.1 Excited states of conjugated polymers

There are many aspects of the excited states and their properties in conjugated
polymers and the purpose here is not to give a full overview. Instead, a short
introduction based on a few review articles18,28,61 will fulfill the purposes for this
dissertation.

Absorption of light in a conjugated polymer leads to the formation of a Frenkel
exciton, i.e. a bound (as opposed to a Wannier-Mott exciton) excited state that
usually extends over several monomer units in the molecule. The exciton is formed
from a J-aggregate type of interaction between the states of the individual
monomers, leading to a high oscillator strength for the transition from the ground
state to the lowest exciton state. The amount of delocalization over several units can
be seen as a shift of the absorption and fluorescence wavelengths: larger
delocalization results in more red transitions, and vice versa. (Figure 4.3) This can
be observed as a blue-shift of the absorption in oligomers or monomers compared
to the polymer, and can be understood by a simple particle in a box model. The
formation of such chromophores in films of long polymers is believed to occur
because of breaks of the conjugation due to chemical defects or large structural
deformations. It is thus already here apparent that the morphology of the active
layer will have an effect on the properties of the solar cell: more well-ordered films
(e.g. spin cast from a “good” solvent) will, for example, allow for longer conjugation
lengths and hence red-shifted spectra.

N
N

S

S S
n

R R'

LBPF7 = DiH, R=R'=C6H13 (hexyl)
LBPF1 = HEH, R=C6H13 (hexyl) R'=CH2CH(C2H5)C4H9 (2-ethylhexyl)
LBPF5 = DiO, R=R'=C8H17 (octyl)
LBPF6 =DiD, R=R'= C12H25 (dodecyl)

a) b) c)



22

Figure 4.3. Schematic illustration of three intramolecular chromophores in a polymer chain. The
arrows indicate possibilities for energy transfer.

Another characteristic feature of polymer-based films, which is due to the
correlation between morphology and the formation of chromophores, is the large
heterogeneity within one single film. It will lead to a manifold of excited states with
different energy and a significant broadening of the absorption and fluorescence
spectra. This allows for Förster energy transfer (equation 2.6) between the different
chromophores, leading to a time-dependent red-shift of the fluorescence. Directly
after excitation of the sample, a distribution of excited chromophores with different
excited state energy will be formed (the distribution can to some extent be
controlled by the choice of excitation wavelength(s)), and the sites corresponding to
high energy can undergo energy transfer to nearby sites of lower energy. Downhill
energy transfer is usually a very fast process, occurring on a timescale of a few ps.
Energy transfer on longer timescales is thus iso-energetic and will be mediated via
thermal fluctuations. Tight packing of polymer chains in films is believed to
facilitate interchain energy transfer compared to intrachain energy transfer. The
exciton is hence relatively free to migrate within the polymer phase, which, in terms
of polymer:fullerene blends, could be required for efficient dissociation of excitons
into CT states.

Transient absorption spectra of the excited states and other photoinduced species in
conjugated polymers, such as charges, are usually very broad and featureless, but
relatively strong. It is thus usually assumed that the transient absorption spectra in
blends of polymers and fullerene derivatives, due to the weak transient absorption
of fullerenes, is dominated by the polymer signal.

4.1.1 Excited states in APFO-type polymers

The absorption spectra of APFO-type polymers consist of two bands in the visible
wavelength range: one around 400-450 nm and one more red-shifted. Theoretical
calculations on APFO3 (poly[2,7-(9,9-dioctyl-fluorene)-alt-5,5-(4,7´-di-2-thienyl-
2´,1´,3-benzothiadiazole)], Figure 4.2a) have shown that the red band corresponds
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to a transition resulting in a partial charge transfer within the polymer, with the
electron localized on the benzothiadiazole unit and the hole on the fluorene and
thiophene units.62 Excitation in the blue band, on the other hand, corresponds to a
π → π* transition in the conjugated backbone. The fluorescence spectra are
characterized by a broad and rather featureless band with a tail extending into the
red. Sometimes, a small signature of a vibrational band can be seen. Absorption and
fluorescence spectra of an APFO3 film are shown in Figure 4.4.

Figure 4.4. Steady-state absorption (solid line) and fluorescence (dashed line) spectra for an APFO3
film.

4.2 Photoinduced processes in polymer:fullerene
blends

It is possible to generate charges in neat polymer films, but the exciton binding
energy of 0.3 – 1.0 eV must first be overcome. The reason for this high exciton
binding energy in neat polymers is the low dielectric constant of these types of
materials, which does not allow for efficient screening of charges. However, exciton
dissociation can be achieved, usually with rather low efficiency, by applying a
reverse electric field or exciting with high excess energy.28 In polymer:fullerene
blends, the addition of a good electron acceptor with a LUMO level below that of
the polymer significantly increases the exciton dissociation yield as the
LUMOpolymer-LUMOacceptor difference will provide the necessary driving force for
exciton breaking.

The formation of separated and extractable charges, and related challenges, in these
systems has been described in detail by Clarke and Durrant63, and only the general
features and specific points relevant for the studies presented in this dissertation will
be presented. A polymer exciton, which has been created at or has migrated to, the
polymer:fullerene interface will in the most efficient blends undergo very fast
(~100 fs) dissociation by electron transfer to the acceptor. As mentioned above, this
results in a CT state, i.e. a Coulombically bound charge pair. The CT state is not
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only a photoinduced product, it also has a ground state stemming from ground
state interactions of the polymer and the acceptor. This leads to a, compared to the
neat and blend materials, very weak and red-shifted ground state absorption and
fluorescence in the blend.64,65 More importantly, the increased distance between the
electron and the hole in the CT state in comparison with the distance in the
polymer exciton (leading to a lower binding energy), and the fact that the polymer
and acceptor are tuned to be good hole and electron transporting materials,
respectively, is believed to allow for dissociation of the CT state into mobile charges
despite the low dielectric constant of the materials.

Given the high mobility of recently created charges66,67, there is a reasonably high
chance that they separate further leading to continuously lower attractive Coulomb
forces and eventually to the formation of rather well-screened polarons. These can
then either be extracted at the electrodes, which of course is the wanted outcome, or
recombine at the polymer-fullerene interface before they reach the electrodes. One
usually differentiates between recombination of two charges formed from the same
absorbed photon, geminate recombination, and formed from different absorption
events, non-geminate recombination. These two types of recombination will exhibit
different excitation intensity dependencies – geminate recombination is
independent of intensity and non-geminate recombination is dependent on
intensity – and their individual contributions to the total charge recombination can
thus be evaluated by measurements at varying light intensities. Charge transport
and recombination is not within the scope of this dissertation but a good starting
point for further information is the review of Pivrikas et al.68

4.2.1 Kinetics and further implications of the CT state in
polymer:fullerene blends

The CT state is, as described above, believed to play an important role in the
formation of charges.53,63,69 This is illustrated in Figure 4.5 by processes 2, exciton
dissociation, and 3, CT state dissociation. The differences in Figure 4.5a and b
highlight one of the major controversies about the processes associated with the CT
state: the timescale and properties of its dissociation. Figure 4.5a illustrates the case
when the dissociation is competing with relaxation within the local excited state
manifold of one single CT state (5a). Such relaxation corresponds to IC and VR
(chapter 2.2), and thus require very fast (<1 ps) CT state dissociation in order for
charge formation to be efficient.70,71 Figure 4.5b, on the other hand, describes the
situation when CT state dissociation mainly occurs from the relaxed CT state on
significantly longer timescales72-74, not competing with relaxation. The CT manifold
then corresponds to a global manifold of heterogeneously distributed local CT
states. It is this discrepancy in the role of the CT state in charge formation in
polymer:fullerene blends that has motivated the studies in papers II and III.
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Figure 4.5. Schematic view of the processes in polymer:fullerene blends relevant for this study: 1)
light absorption in the polymer, 2) dissociation of polymer excitons into the CT state manifold, 3)
dissociation of the CT states into mobile and more separated charges, 4) recombination of the CT
states to the ground state, 5) relaxation within the (a) local CT state manifold consisting of discrete
vibronic or electronic CT state levels or (b) global CT state manifold consisting of a Gaussian
distribution of CT states, 6) charge recombination to the CT state, 7) charge recombination directly
to the ground state, and 8) formation of charges directly from the polymer excitons. The manifold of
polymer excitons is not showed for clarity reasons.

Furthermore, electroluminescence studies have shown that charge recombination to
the ground state occurs via the CT state (6 and 4)75, but an additional
recombination pathway directly to the ground state (7) cannot be excluded.72

However, it seems as the lowest CT state indeed is the lowest available “charge
type” state (i.e. not including triplet states) as its energy can be used to describe the
open circuit voltage for a particular blend.16,17 It has thus been suggested that the
free charges, i.e. the polarons, are interacting with the CT states during their
extraction/recombination time76, giving rise to a quasi-equilibrium between
polarons and CT states.63 The relationship between the CT state energy and the
open circuit voltage, together with the participation of the CT state in
recombination, motivates further studies of its properties and the associated
processes.

4.3 Paper I: the CT state manifold in
APFO:fullerene blends

The main objective of paper I is to investigate the effect of driving force on charge
recombination in films of APFO3:fullerene blends. Earlier spectroscopic studies72,77

of the photoinduced processes of APFO3:PCBM blend films have resulted in the
following scheme: 1) Very fast (~200 fs) dissociation of the polymer exciton into
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CT states (also referred to as “bound charge pairs” in the paper) with almost 100 %
efficiency. This means that no, or very little, energy transfer occurs before exciton
dissociation, which is interpreted as good mixing of APFO3 and PCBM
throughout the film. 2) Dissociation of the CT states into charges with a lifetime of
tens of ps. 3) Geminate recombination of charges on tens and hundreds of ns (for
sufficiently low excitation intensities, see Figure 4.6). Paper I expands the previous
study by measurements on blends of APFO3 and the fullerenes [70]PCBM ([6,6]-
phenyl-C71-butyric acid methyl ester) and [70]BTPF (3-(3,5-bis-
trifluoromethylphenyl)-1-(4-nitrophenyl)pyrazolino[70] fullerene), which are
shown to undergo the same type of processes as the blend with PCBM. The three
processes are labeled in the corresponding kinetic trace of APFO3:[70]PCBM in
Figure 4.6. No significant effect of the driving force on the charge recombination is
observed. Instead, it is found that longer initial charge separation distances after CT
state dissociation is the reason for longer charge lifetimes.

Figure 4.6. Transient absorption kinetics at 1000 nm probe wavelength for a 1:1 blend of
APFO3:[70]PCBM at various excitation fluencies (increasing from a to f). The time axis is linear up to
~1 ps and logarithmic later on.

The long CT state lifetimes (up to ~6 ns) obtained from the TCSPC
measurements, which is the most relevant part of paper I for the main topic of this
dissertation, compared to the relatively short CT state lifetime obtained with
transient absorption measurements, led us to suggest that the manifold of CT states
results in large variations in lifetimes. The manifold represents a large variation in
energy, which is expected to result in similarly large variations of activation barrier
and/or driving force for CT state dissociation. Another important consequence of
the presented results is that all observed CT state decay components are
significantly longer than expected for relaxation processes, which means that the
relevant CT state manifold observed in these experiments has a global nature.

Furthermore, no correlation between driving force, i.e. excess energy, and the CT
state dissociation rate is observed. The blend with [70]BTPF, which corresponds to
the highest driving force for charge separation (largest LUMO-LUMO differences),
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give the shortest charge separation distances. This means that no positive influence
of excess energy is seen for the CT state dissociation.

4.4 Paper II: transient absorption spectral signatures
of CT states

Two of the three processes used to describe the photoinduced kinetics in the
APFO3:fullerene blends in paper I are supported by at least two separate
experimental observations. The initial fast dissociation of the polymer exciton
corresponds well with the hundredfold quenching of the neat steady-state polymer
emission, and the recombination at long timescales is seen at all probe wavelengths,
including the ground state bleach. However, the assignment of the CT state
dissociation is primarily made from a rise in kinetics when probing at ~1000 nm. It
is indeed rather natural to assign a kinetic rise between the well-characterized
processes of exciton dissociation and charge recombination to a process connecting
these two events, i.e. to the dissociation of the CT state. But it could be a signature
of other processes as well, for example spectral relaxation due to the thermalization
of charges formed by very fast CT dissociation.

The main samples of study in paper II are films of the polymer APFO15 (poly[2,7-
(9,9-dioctylfluorene)-alt-5,5-(5′,8′-di-2-thienyl-(2′,3′-bis-(3′′-octyloxyphenyl)-
quinoxaline))], Figure 4.2b) and its 1:1 blend with PCBM. This polymer is very
similar to APFO3 in most regards, and also transient absorption measurements of
the neat and blend films based on APFO15 show the same general behavior as the
corresponding APFO3 samples. It is thus possible to use the same model of
processes as for APFO3 and its PCBM blend to interpret the data. However, a clear
signature of an isosbestic point in the APFO15:PCBM films, which had not been
observed for the APFO3:PCBM films, provides evidence for the previously made
correlation between the observed rise in kinetics and the CT state dissociation
(Figure 4.7a). An isosbestic point is typically interpreted as a clear indication of a
reaction between two different states (species) that occurs while the population (or
concentration) of all other states is constant. The two involved states have the same
oscillator strength at the isosbestic wavelength, and the conversion of one state into
the other will thus not result in any intensity changes at that particular wavelength.
These unique requirements for an isosbestic point means that it is very improbable
for such a feature to be caused by any other type of processes. The negative ΔOD of
the isosbestic point furthermore implies that the ground state cannot be one of the
involved species; the isosbestic point is instead formed on top of the ground state
bleach. Hence, the match in risetime at infrared probe wavelengths with the
lifetime of the isosbestic point provides the support for the assignment of the CT
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state dissociation process to the rise seen in kinetics on tens of ps. By pursuing
further measurements, we also managed to observe a similar isosbestic point in
APFO3:PCBM blends (Figure 4.7b).

Figure 4.7. Transient absorption spectra of a) APFO15:PCBM and b) APFO3:PCBM blend samples.
The observed isosbestic points are highlighted in the insets.

The definitive assignment of the CT state dissociation from relaxed CT states in
these samples allows for the estimation of the minimum amount of charges that are
formed via this route. This gives a minimum yield of 18 %, and it is quite probable
that the actual yield is considerably higher. The contribution to charge formation
from the relaxed CT states is thus significant in these type of materials. It can, on
the other hand, be argued that also relaxed CT states in blends based on APFO3
and APFO15 should be considered to have excess energy for charge formation
because of the high-lying LUMO levels for these polymers (0.7-0.8 eV higher than
the LUMO of PCBM). However, the characteristic rise in infrared transient
absorption kinetics has also been observed in blends based on polymers with much
lower LUMO. Such a trace is shown in Figure 4.8 for the blend of APFO-Green9
and PCBM, which has a LUMO-LUMO difference of 0.1 eV.

Solar cells based on APFO-Green9:PCBM give a rather moderate efficiency (2.3 %)
albeit the extended absorption in combination with relatively high open circuit
voltage (0.81 V).78 This suggests that the recombination losses are comparably high
in these materials. If low driving force is the reason for these losses or if they are due
to other effects is not clear at the moment. Most probably a combination of several
factors, such as mobility and morphology, are determinant for the final efficiency.
High driving force might be one general solution to overcome (or hide) many other
problems, as it could lead to too fast charge separation for other processes to
compete with it. The aim should thus be to lower the excess energy as much as
possible but still not allow for loss processes to dominate the performance. This is
certainly a balance act, where the mean values of many properties need to be
perfectly matched to also account for the broad distribution that unavoidably are
associated to every property of these materials because of their large heterogeneity.
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In order to find the optimum balance, each step of the solar cell dynamics has to be
thoroughly evaluated. From the study in paper II, it at least seems as if the CT state
dissociation should not be one of the processes requiring particularly large energy
losses.

Figure 4.8. Transient absorption kinetics at 1050 nm probe of an APFO-Green9:PCBM 1:1 blend
film.

4.5 Paper III: time-resolved fluorescence of short-
lived CT states

Transient absorption measurements probe all excited states that have an allowed
transition at a specific wavelength, which in many cases leads to a signal consisting
of contributions from several different states. The obtained data thus reports on the
major contributor, determined by the product of the population and oscillator
strength of each state at a particular wavelength and time. Fluorescence
measurements, on the other hand, only report on the emitting states, such as the
CT state, whereas dark states, such as charges, will have no contribution at all. This
makes fluorescence a very powerful tool which can be employed to obtain clear
signals from excited states with low population.

Earlier fluorescence studies have, similarly to paper I, reported typical CT state
lifetimes on the order of a few hundred ps to a few ns.65,76,79 However, the CT state
fluorescence decay should also contain a component with a lifetime of a few ps if
the assignment of the CT state in paper II is correct. In order to confirm this and to
use a, presumably, more sensitive probe of the CT state, time-resolved streak
camera fluorescence measurements were performed on films and devices of both
neat APFO3 and the APFO3:PCBM 1:4 blend. This is the blend that gives the
highest solar cell efficiency (3.5%).80 The low emission intensity of the CT state was
compensated by increasing the slits of the streak camera, at the expense of time
resolution (~10 ps).
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Very fast quenching of the polymer exciton is, as expected, observed at early times
for the APFO3:PCBM samples. After the response-limited exciton decay, the
spectra show a clear indication of a CT state band centered around 820 nm. Spectra
at longer times can be completely described by emission from CT states. Kinetic
traces averaged over the CT state band for both films and devices at different
electric field conditions are shown in Figure 4.9a, whereas Figure 4.9b reports on
the integrated area under each trace from ~20 ps and onwards as a function of
applied voltage. The exponential decrease of integrated intensity with applied
reverse bias for these times clearly indicates that this wavelength and time region is
dominated by CT state emission. The traces in Figure 4.9a furthermore reveal two
different time regimes for the electric field influence: early-time kinetics is
significantly less sensitive to weak fields (open and short circuit) than the kinetics at
longer times. This led us to model the film data with two types of CT states, one
that is formed by exciton dissociation and that rapidly (tens of ps) dissociates
further into charges, and one that is formed through recombination from close-
lying charges that have not dissociated far enough to undergo spin mixing. These
charges are still less coupled than charges in a CT state and they should thus be
more sensitive to the effect of an electric field. Another possible explanation is to
consider the differences in electric field dependence as an effect of the manifold of
CT states stemming from sample heterogeneity. The long-lived CT states would
then correspond to low-lying states not particularly prone to dissociation, which
thus are significantly affected by the electric field. Most likely both of these effects
are present, it is for example quite plausible that the recombination of charges into
the CT state mostly occurs to a low-energy state at the bottom of the CT state
manifold.

Figure 4.9. a) Kinetic traces for APFO:PCBM 1:4 films and devices averaged at the CT state emission
at different electric field conditions. b) Integrated intensities of the traces in a) from ~20 ps and
onwards as a function of applied bias. c) Decay associated spectra and lifetimes (legend) obtained from
fitting of the blend film. A steady-state spectrum is also included (red). Note the break of the time axis
and the intensity axis in a) and c), respectively.

Decay associated spectra from the fitting of the APFO3:PCBM 1:4 film are shown
in Figure 4.9c. Totally four components were used in the fitting; two consecutive
steps that end up in a state characterized by biexponential decay kinetics. A TCSPC

720 740 760
0

2000

4000

100000

200000

300000

Wavelength (nm)

P
ho

to
lu

m
in

es
ce

nc
e

~~~~

~

~

~

~

0.2 ps
41 ps
880 ps
SS CT

c)
-20 0 20 40 60

0

0.2

0.4

0.6

0.8

1

Time (ps)

P
ho

to
lu

m
in

es
ce

nc
e,

 n
or

m
.

100 1000
//////

//
Film
OC
SC
-1V
-3V
-7V

a)
-8 -7 -6 -5 -4 -3 -2 -1
0

0.2

0.4

0.6

0.8

1

Applied voltage (V)

In
te

ns
ity

, n
or

m
.

OCSC
b)



31

trace measured at 825 nm was also included in order to properly describe the long
components with a major contribution on timescales longer than the maximum
2 ns of the streak camera. The first component corresponds to the dissociation of
polymer excitons into CT states, and it was thus locked to the lifetime obtained
from transient absorption measurements (200 fs). Its associated spectrum matches
the early time streak camera spectrum of a neat APFO3 film, which is as expected.
The second component should then correspond to the dissociation of CT states
into charges, and both its spectrum and lifetime are supporting this view. Transient
absorption measurements have resulted in a CT state lifetime of 50 ps for the 1:4
blend72, which is in very good agreement with the 41 ps obtained in this study.
However, the decay associated spectrum has a contribution in the blue part that
deviates from the steady-state spectrum of the blend, tentatively ascribed to either
emission from energetically high-lying CT states in the CT state manifold or rest
polymer (or PCBM) emission. The last two components were assumed to have the
same spectrum and the resulting biexponential decay (with characteristic lifetimes
of 880 ps and 4.6 ns) could be explained either by an equilibrium between charges
and CT states or as a multi-exponential charge recombination process. The
spectrum agrees very well with the steady-state spectrum of the blend, which is
dominated by CT state emission. However, these two lifetimes do, in contrast to
the first two components, not match the transient absorption data very well.
Transient absorption measurements show a main recombination rate of 30 ns,
which is one order of magnitude higher than obtained in the present study. It is
thus clear that the two long components do not describe the recombination of a
majority of the charges, but rather a subpopulation giving rise to the emission on
the timescales covered in this study.

In summary, a very good agreement of the polymer exciton and the CT state
dissociation was found between time-resolved fluorescence and transient absorption
measurements. Time-resolved fluorescence experiments with high temporal
resolution is shown to give a clear CT state signal, and can thus be used as a
powerful tool in future investigations of the charge formation process in plastic
solar cells.

4.6 Conclusions and future outlook

Based on the studies included in this dissertation, we assign the previously proposed
charge separation process in APFO-type polymers blended with fullerene derivatives
to dissociation of the CT state. This assignment is derived from the observation of
isosbestic points in transient absorption together with the CT state fluorescence
decay on similar timescales as the previously reported charge separation. Hence,
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further evaluation of the importance of the CT state in the charge formation
process is feasible. It is, for example, estimated that a significant part of all charges
(~20 % or more) have to be formed via the CT state.

More importantly, the timescale of the observed CT state dissociation is much
slower than typical times associated with relaxation processes (VR and IC) in
polymers. A significant part of all charge carriers is thus formed through relaxed CT
states, without any need for excess driving force from high-lying CT states.

It is obviously possible, and actually rather probable, that the CT state dissociation
in different (types of) materials could be significantly different than in the here
studied blends based on APFO-type polymers; differences in relative energies of
polymer, fullerene and CT states, morphology, polymer-PCBM interaction, charge
mobility etc. should influence the need for excess energy. In this context, the studies
included in this dissertation point towards future strategies to develop efficient solar
cell materials without large amount of excess energy. The extra few hundreds of
meV, otherwise lost in the charge formation process, would then instead contribute
to the efficiency of the cell.24,81

The presented studies also represent two experimental methodologies that evidently
can be used to evaluate the dissociation of relaxed CT states into charges, which is
necessary if future comparative studies of different materials are to be carried out.
Transient absorption measurements on polymer:fullerene blends require low
excitation intensities because of the high influence of non-geminate recombination
at elevated intensities. It is also valuable to cover both shorter (fs) and longer (ns)
timescales in order to avoid misinterpretation of data stemming from different
contributions to the transient absorption signal. Time-resolved fluorescence
experiments need to be sensitive enough to the low CT state emission quantum
yield and still provide a sufficient time resolution to capture processes on a few tens
of ps. None of these experimental conditions are easily realized, but a carefully
prepared study of different materials with various properties could still be rewarding
in terms of the insights gained on the CT state dissociation and its dependence on
excess energy.
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5. Excited state properties of RuII-
polypyridyl complexes

Transition metal complexes, such as RuII-polypyridyl complexes, can be used in a
wide range of applications, for example photonics, molecular electronics and
medicinal inorganic chemistry.82-84 Particularly d6 complexes, based on metals from
groups 6-9, have shown promising properties towards photoinduced applications,
including light harvesting systems.84 Among the d6 complexes, RuII-polypyridyl
complexes stand out as the prototypical systems of study because of their favorable
physical properties, such as high chemical stability, reversible redox properties,
strong emission, and long excited-state lifetime.19 As a result, RuII-polypyridyl
complexes are probably the most thoroughly investigated transition metal
complexes today and they hence serve as excellent model systems in many studies.
Insights on the excited state properties, in particular the connection between room-
temperature lifetime and structure, gained in these studies are not only valuable for
the fundamental understanding of transition metal complexes, but also provide
information that can be used for developing successful synthetic strategies. These
could eventually be applied to the synthesis of complexes based on more abundant
and easily accessible d6 metal centers.

The motivation for the studies on the RuII-polypyridyl complexes included in this
dissertation (paper IV-VI) is artificial photosynthesis. Artificial photosynthesis aims
to mimic and improve the natural photosynthesis in order to convert sunlight into a
usable form of energy.13,27 One approach for directional energy or electron transfer
is to construct covalently bound DPA macromolecules.19,27,85-87 A vectorial
alignment of the three DPA moieties (Figure 1.1) is required in order to obtain the
preferential directionality in the transfer process. Therefore, bis-tridentate ligands,
which easily can provide directionality via substitution along the pseudo-C2 axis, are
preferable as photosensitizers compared to the more well-characterized tris-
bidentate complexes which result in isomeric reaction mixtures when used as
building blocks in polymolecular systems (Figure 5.1). However, as described
below, the introduction of bis-tridentate ligands can easily lead to deterioration of
the excited state properties that are crucial for efficient and repeated light harvesting
in the DPA arrays.
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Figure 5.1. Illustration of a linear DPA array obtained by substituting D and A moieties on a) a bis-
tridentate transition metal complex with the central metal M and b) one possible isomer when using a
tris-bidentate complex instead.

Quantum chemical calculations coupled to kinetic experiments allow for
evaluations of the underlying causes for the unwanted changes in excited state
properties, and in particular DFT calculations have been shown to provide reliable
and important insights into these type of questions related to transition metal
complexes.31,32,33 We have thus employed DFT and TDDFT calculations to study
the ground and excited state properties of the bis-tridentate complexes shown in
Figure 5.2 with the specific aim to investigate how to increase the room-
temperature lifetime without reducing other qualities of the complex. This was
achieved by expanding the initial calculations at the optimized geometries by
calculating PESs for relevant deactivation pathways. Before presenting the results
from these studies, a short summary of the electronically excited states in RuII-
polypyridyl complexes will be given.

Figure 5.2. Chemical structures of the complexes studied in paper IV (c), V (a, b, and c), and VI (a
and c).

5.1 Excited states of RuII-polypyridyl complexes

A schematic picture of the electronic states of RuII-polypyridyl complexes that are
involved when exciting into the lowest absorption band is shown in Figure 5.3.
Excitation corresponds to d → π* transitions resulting in a 1MLCT state, and is
followed by very rapid (within 1 ps) ISC to the 3MLCT state. The rapid crossing is
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mediated by the presence of the heavy RuII ion, which is believed to couple the two
states and thus create a direct relaxation channel for the ISC.88 The 3MLCT state is
thus the starting point for subsequent electron or energy transfer processes in
molecular assemblies, and a long 3MLCT lifetime is therefore desirable. There are
two pathways that lead to depopulation, and hence govern the lifetime, of the
3MLCT state: direct transitions to the ground state or thermally activated processes
to other excited states. Direct transitions to the ground state occurs both radiatively
(phosphorescence) and non-radiatively (ISC) whereas activated processes usually
proceed via the 3MC state. The 3MC state is formed when the excited π* electron is
transferred into an empty eg orbital (see Figure 5.4), and it is this 3MLCT-3MC
conversion that is believed to limit the room-temperature lifetime of many RuII-
polypyridyl complexes. It has furthermore been proposed that an equilibrium
between the 3MLCT state and the 3MC state sometimes develops during the
evolution of the excited state population.19,89

Figure 5.3. A Jablonski diagram illustrating the most important states and photoinduced processes in
RuII-polypyridyl complexes. Most experimental lifetime studies do not consider the 1MLCT-3MLCT
transition as most of the photophysical processes occur from the 3MLCT state.

5.1.1 Ligand field theory

The energy of the 3MC states in (close to) octahedral transition metal complexes is
coupled to the energy of the dz2 and dx2−y2 orbitals. The energy difference between
the 3MLCT and 3MC states can thus be understood in terms of ligand field theory,
which describes the splitting of the metal d orbitals upon coordination of ligands.
Figure 5.4 illustrates how the five degenerate d orbitals of an uncoordinated metal
are split into two levels when interacting with the ligands: one of t2g symmetry
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consisting of the dxy, dxz and dyz orbitals and one of eg symmetry consisting of the dz2

and dx2−y2 orbitals.

Figure 5.4. Illustration of the ligand field splitting of the degenerate five d orbitals of a transition
metal when changing conditions from a completely symmetric field to an octahedral field created from
the coordination of ligands.

The magnitude of the ligand field splitting, ΔO, depends on three factors: 1) the
electrostatic field from the ligands, 2) the σ-bonding with the ligands, and 3) the π-
bonding with the ligands. An increased interaction between the metal and the
ligands, for example via an enhanced octahedral geometry, results in a higher
electrostatic field and larger splitting, hence leading to up-shifted 3MC states.90

In summary, ligand field theory provides guidance on synthetic strategies to
prolong the 3MLCT state lifetime for complexes where it is limited by activated
decay via the 3MC state.

5.1.2 Analysis of experimental kinetics

The emissive nature of the 3MCLT state allows for experimental studies of the
excited state kinetics of RuII-polypyridyl complexes by time-resolved
photoluminescence techniques.89 Typically, a single-exponential decay
corresponding to a first order reaction (equation 2.1) is obtained in solution.
Information about the decay channels is acquired by measuring the temperature
dependence of the phosphorescence and applying a phenomenological model using
the Arrhenius’ equation (equation 2.2) to fit the data. One or more Arrhenius’
terms are included, depending on, for example, the measured temperature range.
Measurements from 77 K to room temperature usually include two Arrhenius’
terms, one to account for the thermal equilibrium of the three degenerate states that
actually constitute the 3MLCT state (remember the three t2g orbitals in Figure 5.4)
and one corresponding to the activated decay of the 3MLCT state via the 3MC
state. Usually the second term dictates the room-temperature lifetime, and the focus
is thus to on its kinetics which is analyzed with the following model:
3MLCT → 3MC rate constant = ka (5.1)
3MC → 3MLCT rate constant = kb (5.2)
3MC → GS rate constant = kc (5.3)

t2g

ΔO

eg
Coordination
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which gives the following expression for the observed rate:

k = ka·(kc/(kb + kc)) (5.4)

if steady-state conditions are assumed for the 3MC state.85

There are two limiting cases for equation 5.4. If kc >> kb, the observed rate will be
equal to ka. This corresponds to irreversible 3MLCT–3MC state crossing followed
by a fast recovery of the ground state. If instead kb >> kc, the 3MLCT and 3MC
states are in equilibrium and equation 5.4 turn into:

k = ka·(kc/kb) = kc·K (5.5)

where K is the equilibrium constant. As known from chemical kinetics:

K = exp(-ΔH/RT)· exp(ΔS/R) (5.6)

where ΔH and ΔS are the enthalpy and the entropy differences between the
3MLCT and 3MC states, respectively. However, it has usually been assumed that
the entropy difference is sufficiently small to neglect the entropic term.89

The obtained Arrhenius’ pre-exponential factor, A (equation 2.2), is believed to
carry information about which of the abovementioned limiting cases is dominating.
For the first case (kc >> kb), A corresponds to a typical vibrational frequency and
should be on the order of 1012-1014 s-1. Lower values of A has also been observed
and has led to more complex interpretations, sometimes even involving additional
excited states, coupled to the second case (kb >> kc) described above.

5.2 Lifetimes of bis-tridentate RuII-polypyridyl
complexes

The model complex among bis-tridentate polypyridyl RuII-complexes is
[RuII(tpy)2]2+ (Figure 5.2a, tpy is 2,2:6,2-terpyridine). However, this complex has
too short room-temperature excited state lifetime (250 ps)91 to be used as, for
example, a photosensitizer in DPA arrays. The short lifetime is due to fast activated
decay through the 3MC state stemming from a low energy gap between the 3MLCT
and the 3MC states because of a small ligand field splitting.85,92 The weaker ligand-
field splitting compared to tris-bidentate complexes is in turn believed to originate
from higher steric strain of the ligand resulting in a less octahedral coordination.92

Deactivation of [RuII(tpy)2]2+ is assumed to belong to the limiting kinetic case
where the 3MC state rapidly decays back to the ground state, i.e. where kc >> kb and
the observed rate constant is equal to ka.85 The obtained pre-exponential factor
(1.9·1013 s-1)91 supports such an assignment.
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Various strategies to increase the room-temperature lifetime by increasing the
3MLCT-3MC energy gap, and thus slow down the activated decay route, of bis-
tridentate polypyridyl RuII-complexes have been explored92, but many of them also
lead to a stabilization of the 3MLCT state energy. This reduces the driving force for
further reactions and can thus prohibit the desired function of the molecular
assembly. However, an increased octahedral coordination should, according to
ligand field theory, increase the ligand field splitting without influencing the
3MLCT state energy. A project with the specific aim to increase the room-
temperature lifetime of bis-tridentate polypyridyl RuII-complexes by introducing
ligands with larger bite angles, and thus allowing for a more octahedral
coordination, led to the successful development of complexes with increasingly
longer lifetimes.14,93-95 Paper IV reports on the most long-lived complex among
these, which displayed a μs room-temperature lifetime.96 Similar lifetimes have
since been achieved using the same strategy97 or by introducing a strongly σ-
donating and weakly π-accepting tridentate carbene ligand.98

5.3 Paper IV: the first bis-tridentate RuII-
polypyridyl complex with a μs lifetime

This paper describes the successful development of a bis-tridentate polypyridyl RuII-
complexes with a room-temperature lifetime of 3 μs, [RuII(dqp)2]2+ (Figure 5.2c,
dqp is 2,6-di(quinolin-8-yl)pyridine). It also features all required properties for a
good photosensitizer, including high stability, strong absorption, and high 3MLCT
state energy.

DFT and TDDFT calculations of the geometry and the excited state properties
were performed before the successful synthesis of [RuII(dqp)2]2+. These showed an
almost perfect octahedral coordination, up-shifted eg levels, an energetically suitable
lowest absorption band dominated by 3MLCT transitions, Ru-centered HOMO to
HOMO-2 corresponding to the three t2g orbitals, and a well-delocalized LUMO
covering both ligands (Figure 5.5). Geometry optimizations of the lowest triplet
state furthermore confirmed that it was of 3MLCT nature, where an electron has
been promoted from a ground state d orbital to a π* orbital of the ligands. The
calculations thus suggested that [RuII(dqp)2]2+ would be a strong candidate for a
long-lived bis-tridentate complex. All the predicted properties, including the helical
arrangement of the ligands, agreed well with the experimental results, leading to the
long room-temperature 3MLCT state lifetime. The long lifetime and the significant
density of the LUMO at the C4 position of the central pyridine are both promising
properties for vectorial electron transfer in DPA arrays, and [RuII(dqp)2]2+ has also
experimentally been shown to be useful for such purposes.15
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Figure 5.5. LUMO of [RuII(dqp)2]2+ obtained from the DFT calculations performed in paper IV.

5.4 Paper V: potential energy surfaces of the lowest
excited state predict trends in 3MLCT lifetimes

Examples of other successful strategies to achieve long room-temperature lifetimes98,
and of bis-tridentate RuII-polypyridyl complexes with short 3MLCT lifetimes
despite an octahedral geometry99 suggest that the properties calculated at the
ground and 3MLCT state geometries are not sufficient to predict the 3MLCT state
room-temperature lifetime. Comparative DFT calculations on [RuII(dqp)2]2+ and
other selected RuII-polypyridyl complexes have indeed shown that the calculations
in paper IV, albeit the seemingly good predicting power, did not provide conclusive
evidence of a long 3MLCT state lifetime.100 A first step towards improved predictive
power would be to also characterize the 3MC state. Calculations show that the 3MC
state minimum is shifted to longer Ru-N bond lengths compared to the 3MLCT
state minimum.101,102 This means that the lowest triplet state for a given geometry
will correspond to the 3MLCT state for short Ru-N bond lengths and the 3MC
state for long Ru-N bond lengths. The 3MC state will thus be the lowest triplet
state around its energy minimum, which allows for the utilization of the variational
principle when performing geometry optimizations of the 3MC state. By employing
this strategy, which has also been used in calculations on other d6 complexes (see
e.g. reference 103), it is possible to shed some additional light on, for example, the
difference in 3MLCT-3MC state energy.100-102,104-106

The calculations of the 3MC state properties undoubtedly provides important
information for the understanding of the excited state processes of the RuII-
polypyridyl complexes, but they still do not allow for reliable theoretical predictions
of the 3MLCT lifetime.100 Attempts to further increase the accuracy of the
predictions have included calculations of one-dimensional reaction coordinate
diagrams to capture the energy barrier for the 3MLCT-3MC state transition for
several RuII-polypyridyl complexes.107-111 In paper V, as well as in other studies112,113,
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this approach is expanded into a two-dimensional picture in order to achieve an
even more complete picture. Paper V thus investigates the lowest triplet PESs along
selected Ru-N coordinates for three compounds: [RuII(dqp)2]2+ with a long lifetime,
[RuII(tpy)2]2+ with a short lifetime, and [RuII(bmp)2]2+ (bmp is 6-(2-picolyl)-2,2-
bipyridine, Figure 5.2b) with an intermediate lifetime of 15 ns.93 The obtained
PESs are shown in Figure 5.6. The scanning dimensions were selected by noting
that the 3MC state minima are typically characterized by the elongation of the Ru-
N bonds of one ligand. PESs calculations were thus conducted by stepwise changes
of one or both terminal Ru-N bonds of one of the ligands, see paper V for full
details on the choice of reaction coordinates.

Figure 5.6. T1 PESs of a) [RuII(tpy)2]2+, b) [RuII(bmp)2]2+, and c) [RuII(dqp)2]2+ obtained from the
DFT calculations performed in paper V.

The PESs for the three complexes show distinct differences in activation barriers for
the 3MLCT-3MC state crossing. We furthermore note that the 3MLCT and 3MC
state minima are characterized by regions formed in the vicinity of the actual
minimum energy point. These regions correspond to a coordinate space which
allows for a certain amount of vibrational degrees of freedom within the given state.
It thus becomes relevant to consider the formation of 3MLCT and 3MC volumes on
the PESs: a larger volume means that stronger or a larger amount of vibrations are
required before the transition to another state will occur. This could correspond to
differences in entropy and will thus become relevant when considering the 3MLCT-
3MC deactivation pathway, something that has not been considered before.89 The
distinct observed differences in activation barrier for the three studied complexes are
matched by differences in 3MLCT volume; [RuII(dqp)2]2+ has the largest 3MLCT
volume and the highest 3MLCT-3MC state activation barrier whereas [RuII(tpy)2]2+

has the smallest volume and lowest barrier. These differences follow the trend in
lifetime, higher barrier and larger volume results in a longer room-temperature
lifetime, and might hence be good indicators of relative room-temperature lifetimes.
It is thus tempting to state that these type of calculations now can serve as an
effective screening tool of the 3MLCT state lifetime. However, this is a limited
study of three complexes and further benchmarking on other types of complexes
would be useful to confirm the broader validity of this approach. It should also be
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noted that the scans presented here are relatively computationally demanding: each
surface is constructed from about one hundred constrained open-shell geometry
optimizations.

As stated above, the large differences in the 3MLCT state volume for the three
complexes allows for vibrational degrees of freedom that do not lead to 3MLCT-
3MC state crossing, and should therefore affect the entropy of the 3MLCT state.
This could be one of the factors governing the obtained value for the pre-
exponential factor, A, from the fitting of temperature-dependent emission data as
described above. Furthermore, the flat appearance of the 3MC state volume suggests
that it should be associated with correspondingly higher entropy.

The factors determining the size of the 3MLCT volume can be understood as shifts
of the relative position of the 3MC state position in terms of energy and reaction
coordinates compared to the 3MLCT state. Figure 5.7 tries to capture and explain
this effect using a one-dimensional picture. Short-lived complexes are here
described by the 3MCa state surface and suffer from a low energy barrier for the
3MLCT-3MC state crossing, a low 3MC state energy and a small 3MLCT state
volume, whereas long-lived complexes are described by the shifted 3MCb state
surface with a larger energy barrier, a higher 3MC state energy and a larger 3MLCT
state volume. A shift in either energy or reaction coordinate also results in similar
changes, but the effect is enhanced if both parameters are changed.

Figure 5.7. Schematic illustration of the relation between the ligand field splitting at the ground state
(GS) geometry (left) and thermally activated 3MLCT-3MC deactivation along an effective reaction
coordinate Q (right) based on the results obtained in paper V.
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5.5 Paper VI: potential energy surfaces of higher-
lying excited states

The PESs obtained in paper V opened up for further investigations of higher
excited states than T1 by performing TDDFT calculations on the optimized T1
geometries. This is studied in paper VI, and PESs of S0, T1 and S1 for
[RuII(tpy)2]2+ and [RuII(dqp)2]2+ are shown in Figure 5.8. In comparison to the
study in paper V, the TDDFT approach provides information on the accessibility
of the excited states at a given energy and a set of PES coordinates. For example, it
provides information on which singlet states that can be excited using a certain
excitation energy and which other states are available during the subsequent
relaxation processes. The employed calculations do, however, not include spin-orbit
coupling, which can be significant in the presence of a heavy transition metal atoms
and thus introduce errors in the obtained energies and the true multiplicity.

Given the accuracy of the employed TDDFT method, it can be concluded that the
energy difference between the T1 PES and other excited state PESs is too large
within the region that corresponds to activated decay of the 3MLCT state to allow
for the involvement of any other state in the 3MLCT-3MC decay. Instead, the
picture given in paper V (Figure 5.6) is strengthened by an even further shift of the
3MC state to longer coordinates, resulting in larger activation barriers for the
3MLCT-3MC state crossing and larger 3MLCT state volumes. The relative
differences in both activation energy and 3MLCT state volume between the two
complexes are enhanced, which supports the large differences in room-temperature
lifetimes. Moreover, the calculated activation energies (0.08 eV for [RuII(tpy)2]2+

and 0.25 eV for [RuII(dqp)2]2+) are close to the experimentally obtained values,
especially for [RuII(dqp)2]2+.

Figure 5.8. Calculated ground state (S0), T1 and S1 PESs for a) [RuII(tpy)2]2+ and b) [RuII(dqp)2]2+.
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5.6 Correlating PES calculations with experimental
kinetics

To this date, and to the best of my knowledge, there is no solid direct observation
of the 3MC state in any RuII-polypyridyl complex by any experimental technique.
This suggests that no significant population is created in the 3MC state during the
excited state lifetime, either due to very fast decay directly to the ground state via
the kc channel (process 5.3) or because of a fast equilibrium between the 3MC and
3MLCT states (processes 5.1 and 5.2) that is extensively shifted towards the 3MLCT
state, i.e. where kb>>ka. Both these cases justify the steady-state approximation
introduced in equation 5.4. This is also supported by the calculated shape of the
3MC state in paper V; its shallow nature in combination with the ground state
crossing seam suggest that it should undergo very fast ISC to the ground state.
However, a recent study on [RuII(tpy)2]2+ using ultra-fast transient absorption
measurements report on a biexponential excited state evolution of the 3MLCT state
population.114 Such kinetics would be expected in the case of a 3MLCT-3MC state
equilibrium115, and they employ a pre-equilibrium approximation of the model
described in chapter 5.1 to extract a value for the rate constant, K, of 0.17. Two
consequences have to follow from such a high equilibrium constant. Firstly, it is not
in accordance with the low energy of the 3MC state compared to the 3MLCT state
obtained from DFT calculations. Secondly, it does not allow for the introduction of
the steady-state approximation in equation 5.4. Therefore, it might be rewarding to
consider the integrated rate equations.

5.6.1 Integrated rate equations

Exact integrated rate equations for reaction systems similar to the one described in
chapter 5.1.2 have for example been derived in reference 116. Using a starting
condition where the whole excited state population is in the 3MLCT state, which is
valid because of the very fast 1MLCT-3MLCT state conversion, one obtains the
following expressions:

[3MLCT]t =

[3MLCT]0/(k1 – k2)·((k1 – ka – kd)·exp(-k2t) + (ka + kd – k2) ·exp(-k1t)) (5.7)

[3MC]t = ka·[3MLCT]0/(k1 – k2)·(exp(-k2t) -exp(-k1t)) (5.8)

where kd is the sum of rates (radiative and non-radiative) leading to the decay of the
3MLCT state to the ground state (Figure 5.9), and k1 and k2 are the observed rate
constants. Hence, the observed rate has a biexponential nature and is the same for
the 3MLCT and 3MC states, as is expected for a kinetic system where an
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equilibrium has a central role. Difficulties to resolve both rates are expected if the
experimental conditions are not optimal, for example when the time resolution of
the experimental set-up is significantly longer than one of the rates. However, this
should not be used to justify the steady-state approximation in equation 5.4. An
analysis of the amplitudes obtained from equations 5.7 and 5.8 instead provides the
opportunity to, for example, distinguish between the extreme cases when the
excited state population is mainly localized to either the 3MC or the 3MLCT state.

Figure 5.9. Schematic illustration of the processes associated to the excited state decay in RuII-
polypyridyl complexes.

The observed rate constants in equations 5.7 and 5.8 are given by116:

k1,2 = ((ka + kb + kc + kd) ± ((ka + kd – kb – kc)2 + 4·ka·kb)1/2)/2 (5.9)

It is still possible to evaluate the same extreme cases as for equation 5.4 in
chapter 5.1.2, at least for [RuII(tpy)2]2+ where kd << ka, kb, kc under room-
temperature conditions. The case when kc >> kb results in k1 = ka and k2 = kc, which
is in relatively good accordance with the corresponding evaluation of equation 5.4
(kobs = ka). The “extra” rate constant, kc, is most probably very high in most cases
(~1010 s-1 or higher), but should be possible to detect if appropriate experimental
measures are taken. For the opposite case when kb >> kc, one rate constant can easily
be evaluated to k1 = ka + kb, which corresponds to the equilibration rate for the
3MLCT and 3MC states, whereas the expression for k2 is coupled to the decay of the
states to the ground state (kc and kd) and is thus harder to simplify within the given
assumptions. Although the clear coupling to the 3MLCT-3MC equilibrium, the
obtained expression nonetheless is significantly different compared to the one
obtained from the steady-state analysis in chapter 5.1.

It is not possible to judge whether any of the two limiting cases can be applied to
the biexponential decay observed for [RuII(tpy)2]2+.114 According to their pre-
equilibrium analysis, kb is approximately seven times higher than kc. This does not
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satisfy kb >> kc, but employing that limiting case one would result in similar
conclusions as drawn from the pre-equilibrium analysis.

5.6.2 The kinetics of [RuII(dqp)2]
2+

The temperature-dependent data for [RuII(dqp)2]2+ reveal that this is an exceptional
case. A rather low activation energy (2600 cm-1) is compensated by a low pre-
exponential factor of 1.5·1010 s-1, resulting in the very long room-temperature
lifetime. This cannot be explained solely by an increased splitting of the d orbitals
introduced by the octahedral geometry, which mainly should increase the activation
energy. Indeed, the finding of a non-emissive octahedral RuII-polypyridyl complex99

points towards the importance of other factors determining the 3MLCT lifetime.

The calculated PES of [RuII(dqp)2]2+ might offer a possible explanation of the
observed behavior: the large 3MLCT state volume suggests that the forward crossing
rate, ka, is small compared to [RuII(tpy)2]2+ and [RuII(bmp)2]2+ - it could be
estimated to be of the same order of magnitude as kd.115 It is still reasonable to
assume that the 3MC state decay to the ground state occurs fast, meaning that the
kc >> kb case is valid. As pointed out above, this corresponds to k1 = ka and k2 = kc if
kd << ka. However, that is not the case for [RuII(dqp)2]2+ and one instead obtains
k1 = ka + kd (if kc >> ka, kb, which is likely true). The amplitude of k2 in equation 5.7
is k1 – ka – kd, which in this case equals to zero. Therefore, no biexponential decay
of the 3MLCT state is expected. However, it is still expected for the 3MC state due
to the different expression of the corresponding amplitudes in equation 5.8. The
obtained expression for the observed 3MLCT rate in this treatment (kobs = k1 = ka +
kd) explains the need to include two Arrhenius terms in the fitting of the
temperature-dependent data115 where one (kd) corresponds to the thermal
equilibrium of the degenerate 3MLCT state and the other corresponds to the
activated decay of the 3MLCT, i.e. the ka rate constant.

5.7 Conclusions and future outlook

The calculated PESs and their clear coupling to the room-temperature lifetime of
the studied bis-tridentate RuII-polypyridyl complexes emphasize the importance to
also explore the region between and around the 3MLCT and 3MC minima and not
only the optimized geometries. It is reasonable to assume that emerging
computational routes to obtain PESs which, although their need for rather time-
consuming calculations, will carry enough predictive power on (relative) lifetimes to
be used as screening procedures in the development of future complexes.
Expansions into dynamic modeling to obtain absolute lifetimes and Arrhenius
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parameters, and into similar studies of more complexes would most probably be
rewarding.

In the light of the rather approximate kinetic modeling usually used to evaluate the
temperature dependence of the 3MLCT deactivation processes and the hope for an
increase of long-lived complexes with pre-exponential factors below the typical
value of ~1012 s-1, it should also be worthwhile to reevaluate the meaning of the
obtained pre-exponential factors by considering entropic contributions from the
PESs and a more accurate and precise treatment of the kinetic model proposed in
chapter 5.6. Furthermore, by performing accurate measurements at a wide range of
temperatures it ought to be possible to find examples of clear biexponential decays,
which should provide an experimental basis for the evaluation of the pre-
exponential factor and the activation energy in terms of the calculated PESs.

The abovementioned measures to further extend the studies presented in this
dissertation would hopefully lead to a greatly enhanced understanding of the
correlation between the structure and the excited state properties of RuII-complexes.
This could then be used for the development of new synthetic strategies aiming at,
for example, FeII-based complexes with desirable properties as photosensitizes in
DPA assemblies or other fields related to photochemistry and photophysics.
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6. Final considerations

The studies presented in this dissertation aim to characterize the excited state
processes in solar energy materials. One common feature of the studied systems is
that a charge transfer state is of central importance in both studies: the CT state in
the polymer:fullerene blends and the 3MLCT state in the RuII-polypyridyl
complexes. However, this similarity is to some extent of semantic character. The
CT state in the blends has an intermolecular nature whereas the 3MLCT state in
the complexes is of intramolecular origin, which is also reflected in the different
methodological approaches.

The aim of the presented investigations is ultimately to provide guidance for future
development of efficient solar energy materials. DFT calculations of the lowest PES
of RuII-complexes provide important insights by not only focusing on the barrier
for activated 3MLCT decay, but also including other factors such as vibrational
degrees of freedom. It still remains to be understood how these other factors can be
influenced by the chemical structure of different types of light-harvesting
complexes. Once that has been achieved, it could, for example, open up possibilities
to develop similar strategies for the synthesis of long-lived complexes based on other
metals. Due to the high complexity of the polymer:fullerene blends, such detailed
guidance is not within reach for the moment. However, it is still useful to
investigate the claim for hot CT state dissociation as a necessary step for charge
formation. Given that excess energy is not crucial for efficient charge formation, it
seems as the development of systems that do not require excess energy is one of the
most viable routes towards higher efficiency solar cells at the moment.

It is also interesting to note that the kinetic schemes for these two different states
with charge transfer nature might be quite similar. The 3MLCT state decay has
been modeled by an equilibrium model for many years. CT states in plastic solar
cells are similarly involved in an open equilibrium with charges, even though it is
sensitive to the circuit definition and complicated by the heterogeneity of the
polymer:fullerene blends. Therefore, the same kinetic approach as suggested to
describe the RuII-polypyridyl complexes could be further developed and applied to
the CT state dynamics for better understanding of its role in charge carrier
generation and recombination.
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Summary in Swedish

Solenergi för alla tillfällen

Den globala energianvändningen är idag större än någonsin. Faktum är att den, i
takt med världens ständiga utveckling, kommer att fortsätta öka många år framöver.
Sättet som energi har producerats på historiskt används dessutom i allra högsta grad
fortfarande idag och innebär daglig förbränning av stora mängder organiskt
material. Detta resulterar i en ökad koncentration av växthusgaser i atmosfären,
vilket i sin tur leder till en sakta ökande medeltemperatur samt alltmer dramatiska
klimatförändringar. Denna utveckling är inte hållbar och därför måste förändringar
ske.

Förändringar i vår energiproduktion kräver dock att det finns rimliga alternativ. Vid
en uppskattning av potentialen hos olika tänkbara energislag står solenergi i en klass
för sig. Ingen annan energikälla kommer i närheten av den mängd energi som når
jordens yta i form av solstrålar varje dag – den totala solenergin uppgår till nästan
8000 gånger dagens totala energiförbrukningen. Det råder alltså ingen tvekan om
att det bör vara möjligt att använda energin från solen för att täcka en stor del av
det globala energibehovet.

Ett problem med solen som källa är emellertid att den är begränsad i sin
användning, både sett över dygnet men också beroende på geografiskt läge. Den
svenska vintern, vilken är den period på året då energiförbrukningen är som högst,
erbjuder till exempel inte många soltimmar per dygn. Därför är det viktigt att
utveckla en mängd olika tekniker för produktion och lagring av solenergi.

Denna avhandling syftar till att undersöka vad som sker när två olika typer av
material för solenergi tar upp solljus. De två typerna av material motsvarar även två
olika sätt att producera solenergi på. Det ena sättet bygger på plastbaserade solceller
som omvandlar solljus till elektricitet. Fördelen med plastsolceller är att de har en
stor potential vad gäller billig massproduktion, liten påverkan på miljön och
extremt hög flexibilitet som tillåter integrering i nästan samliga produkter i vår
omgivning, t.ex. elektriska apparater och kläder. En nackdel är att el är en
energiform som är svår att lagra och transportera. Dessutom är det inte troligt att
plastsolceller kommer att kunna tävla med stora solcellsmoduler baserade på till
exempel kisel när det gäller storskalig och stationär elproduktion. I den andra delen
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av de undersökningar som presenteras i avhandlingen undersöks ett intressant
alternativ att istället direkt producera bränsle från solenergi. Detta sätt tar
inspiration från naturen och den fotosyntes som sker i bland annat gröna växter.
Fotosyntesen använder vatten, koldioxid och solljus för att skapa den energi som
växten behöver för att växa. Istället för att bilda växtmassa är syftet med artificiell
fotosyntes, som denna typ av solenergi heter, att producera vätgas. Vätgas har, till
skillnad från de plastbaserade solcellerna, stor potential som framtida bränsle istället
för olja, vilket till hög grad beror på dess goda transportmöjligheter.

Studierna på plastsolceller, vars ljuskänsliga material består av långa polymerer,
undersökte egenskaperna hos de tidiga processerna efter ljusabsorption. Det är dessa
processer som leder till att en elektron frigörs, vilket är det första steget för att
kunna generera elektrisk ström. Med hjälp av spektroskopiska tekniker är det
möjligt att studera de snabba förlopp (ner till en tusendels miljarddels sekund) som
sker under dessa tidiga skeden. På så sätt kunde de relevanta tidsskalorna för de
första stegen av elektronrörelse bestämmas. Samstämmiga uppgifter från olika
metoder tyder på att en stor del av dessa processer inte är betydligt snabbare än den
tid som behövs för att polymermaterialet ska hinna genomgå strukturell anpassning.
Dessa uppgifter bidrar med relevant information för framtida vidareutveckling av
material som är bättre optimerade efter de förutsättningar som gäller för varje steg i
den övergripande omvandlingen av solljus till elektricitet.

Medan plastsolcellerna undersöktes experimentellt så bestod studierna som syftade
till artificiell fotosyntes framför allt av teoretiska kvantkemiska beräkningar. Målet
var att undersöka orsakerna till de egenskaper som de ljusabsorberande färgämnena
har. Färgämnena, som ofta baseras på metallen rutenium, har till uppgift att, liksom
polymeren i plastsolcellerna, ta upp ljusenergin och sedan, i form av en elektron,
föra den vidare till andra delar av det komplex som utgör kärnan i artificiell
fotosyntes. Studierna visade på tydliga samband mellan färgämnenas struktur och
dess egenskaper relevanta för elektronöverföring. Dessa insikter öppnar upp för
framtida moleklyer som effektivt kan skräddarsys för att passa in i olika
sammahang. Det möjliggör förhoppningsvis också för syntes av molekyler som
baseras på till exempel järn, vilket är betydligt mer lättillgängligt än det något
ovanliga grundämnet rutenium.

Studierna i denna avhandling har alltså bidragit med små, men förhoppningsvis
avgörande, steg mot olika typer av solenergi. Typer som förhoppningsvis kommer
utgöra en del av den palett av sätt att tillgodogöra sig solenergi som vi, beroende på
tillfälle, kommer att kunna välja mellan i framtiden.
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