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Popular Science 

The growing need for green processes in industry makes scientists design and 
develop processes that are more energy efficient than current processes. Naturally, 
some reactions require a high energy and long time to occur. This will cause high 
energy consumption and, typically, even more waste production. Therefore, many 
efforts have been done to design materials that can help to change the path of a 
chemical reaction and thus result in a decrease of the required energy for a particular 
chemical process. Such materials are called catalysts. Catalysts change the reaction 
chemistry in a way that the reaction can happen with consumption of less energy 
and in shorter time by changing the reaction path.  

Catalysis has great impact on our lives, so much indeed that today we would not be 
able to do without catalysts. As an example, new medicines with less severe side 
effects on the human health are highly desired for the treatment of many illnesses. 
The development of such medicine cannot be done without a change of chemistry 
of the medicine, to avoid harmful substances and to limit side reactions that can 
occur in human body. Such a change of chemistry requires changes in the synthesis 
and production process of the medicine. Removing a harmful molecule/group or 
inserting a useful molecule/group is sometimes a complicated chemical process. In 
addition, an inserted molecule/group in a chemical structure should often have an 
orientation with respect to the rest of the molecular structure of the medicine. In my 
thesis, I have analysed newly synthesised catalysts that are designed for activating 
carbon-hydrogen bonds in order to substitute hydrogen with other groups or atoms 
– something which is extremely important for the production of fine chemicals such 
as medicines. 

Catalysts can be divided into two groups: homogeneous and heterogeneous 
catalysts. A homogeneous catalyst, on the one hand, is a catalyst that acts in the 
same phase as the starting material and products of the desired chemical reaction. 
For instance, if all starting materials of the reaction are in the liquid phase, the 
catalysts that will catalyse the reaction between these substances is also in the liquid 
phase. On the other hand, a heterogeneous catalyst is in a different phase than the 
starting material and products. Often, the starting materials and products are in the 
gas phase and the catalyst is in the solid phase; the reaction is catalysed by a 
heterogeneous catalyst. My thesis focuses on the analysis of new Pd based 
heterogeneous catalysts and the study of the fundamental surface chemistry behind 
the synthesis of these catalysts.  

Chemical reactions often happen on a surface. This implies a gas/liquid, gas/solid 
or liquid/solid interaction. Therefore, it is important to use techniques that can probe 
surfaces in order to have more insight in such chemical reactions. This can help 
improving the chemical reaction or design better catalysts for the use in catalysed 
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chemical processes. In this thesis I used X-rays photoelectron spectroscopy (XPS), 
which is a surface-sensitive technique, to investigate the structure of newly 
synthesised catalyst materials and, furthermore, study the chemistry of reactions at 
surfaces.  

One interesting technique that can be used in the production of catalyst materials 
and is also widely used in electronics is atomic layer deposition (ALD). ALD is a 
thin film growth technique with high thickness precision, conformity and uniformity 
over the surface. In ALD of oxide materials one uses two different precursors in two 
separate half-cycles to grow thin films. Each half-cycle is followed by an evacuation 
or purge step. I have used XPS in ambient pressure conditions (i.e. I used ambient 
pressure XPS (APXPS)) to investigate the surface chemistry of ALD. Since this was 
done during the thin film growth, I use the term operando to describe the conditions 
of the investigation. The high time resolution that could be achieved helps in 
monitoring the surface reactions during the early stages of the precursor-solid 
interaction. I applied APXPS to the study of HfO2 growth on SiO2 and gained insight 
in surface chemical species and their interaction with the SiO2 surface. Extremely 
useful input is gained in the reaction mechanism. 
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1. Introduction 

The world around us is not in a stationary chemical condition, but it behaves more 
like a huge chemical batch reactor. Among the continuously ongoing chemical 
reactions are, e.g., the digestion of food in our bodies, catalysed by enzymes, or the 
chemical reactions that led to the formation of oil now found under the sea bed or 
the photosynthesis reaction in trees and other plants. Chemical reactions between 
reactants in the gas (or liquid) phase can be catalysed by surfaces, and this is why 
surface scientists are interested in them. Surface science is really a combination of 
different fields, which provides tools for studying physical and chemical phenomena 
at the interface between a solid and a gas phase. Two fields that benefit greatly from 
surface science and which I have dealt with are atomic layer deposition (ALD) and 
catalysis1-3.  

The original aim of my research project was to contribute to the synthesis and, in 
particular, the characterisation of a new heterogeneous catalyst, i.e. a catalyst in a 
different physical phase than the starting materials and products of the targeted 
chemical reaction. The goal was to base this heterogeneous catalyst on a 
homogenous catalyst material, i.e. a catalytic complex in the same phase as the 
educts and products. The target chemical reaction was the direct C-H activation 
reaction, and the aim was to achieve good activity, selectivity and recyclability. The 
catalyst design approach is schematically demonstrated in Figure 1.1. In this design 
a catalytically active centre (in this case a transition metal ion in a transition metal 
complex) is immobilised on a surface. During the immobilisation a template 
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molecule is attached to the active centre of the catalyst. The template has a shape 
and size that are identical or similar to the desired product. The catalyst complex is 
encapsulated in a matrix that protects it from the bulk of the reaction environment. 
After the catalyst synthesis is finished the template molecule is removed so that a 
catalytically active site in the matrix is left behind. In this way an active nanoreactor 
has been created4. The size of the cavity on the surface depends on the molecule that 
is used as a template. One particular template molecule that was used when 
immobilising a catalyst complex designed for the activation of C-H bond in biphenyl 
(Figure 1.3) was phenyl pyridine. This template molecule leaves behind a cavity in 
the matrix with a size of around3 0.7 Å. Hence, the catalyst and template together 
define the size and shape of the cavity that encapsulates the catalyst complex.  

The project was carried out in collaboration with Dr Maitham H. Majeed at the 
Department of Chemistry at Lund University5. In his PhD thesis Dr Majeed focused 
primarily on the synthesis and catalysis aspects of the project, while I concentrated 
on the characterisation. The division of the work and the basic ideas are summarised 
in Figure 1.2. 

 

Figure 1.1.  
Schematic of the original idea behind my PhD project. A homogenous catalyst is immobilised on a surface and a 3D 
matrix is grown around the catalyst. The cavity is adapted to the chemical reaction and the desired product. The catalyst 
is shown as the blue area. The size and shape adaptation is achieved by including a relevant template molecule during 
the synthesis of the catalyst cacity. It is removed after the synthesis. The size of the cavity depends thus on the size 
and shape of the template molecule and are thus adapted to the target product. 
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Figure 1.2.  
Flow chart of my PhD studies. My PhD work was carried out in collaboration with Dr Maitham H. Majeed at the 
Department of Chemistry. Our responsibilities are schematically shown here. 

Heterogeneous vs homogenous catalysis 
As outlined above, the goal of the project was to immobilise a homogeneous catalyst 
on a surface and to thus heterogenise the homogeneous catalyst. This puts the 
question what the respective advantages of homogeneous and heterogeneous 
catalysis are. Heterogeneous catalysts have the following advantages6–8: 

• No solvent is required. 
• Heterogeneous catalysts are easier to recover and reuse than homogenous 

ones and, hence, typically less waste is produced. Moreover, the probability 
of metal contamination of the products is lower in comparison to 
homogenous catalysts. 

• The catalyst can be used in continuous flow mode (cf. paper II). 
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Homogeneous catalysts have the following advantages5,9: 

• All catalyst sites are identical. 
• All catalyst sites are accessible because the catalyst is dissolved in solution. 
• The activity and selectivity of the catalyst can be tuned rather easily by a 

modification of the catalyst complex. 
• The reaction mechanism can be studied directly in the solution. 

The present project aimed at combining the advantages of homogeneous and 
heterogeneous catalysis. Moreover, the particular design with a cavity that is 
adapted to the product aimed at further increasing the high selectivity and to provide 
the best conditions for catalyst stability. For example, dimerisation and 
agglomeration of the catalytically active sites should be minimised by the design. 

It is clear, however, that heterogenised homogeneous catalysts normally suffer from 
a number of problems, which may make them unsuitable for industrial use6–8: 

• the homogenous catalyst may be destabilised by immobilisation, 
• supports may be expensive, 
• the catalytically active metal may leach, 
• the efficiency and selectivity of the catalyst may be much reduced upon 

heterogenisation,  
• characterisation is typically difficult for a heterogeneous catalyst since a 

surface needs to be analysed and understood, 
• this also makes it difficult to investigate the exact nature of the active sites. 

Overall, it is more difficult to improve the catalyst system.  

Why C-H bond activation? 
The C-H bond in arenes, or aromatic hydrocarbons (for some examples of non-
functionalised and functionalised arenes see Figure 1.3), is a very stable bond and 
thus very difficult to activate. For example, the attachment of a new acetoxy group 
(OAc, CH3-COO-) to a benzene ring to produce a similar substance to aspirin 
requires activation of a benzene C-H bond. This bond has a bond dissociation energy 
of10 113 kJ mol-1. The example illustrates the importance of C-H activation for, in 
particular, the fine chemical and medical industry, since the raw material for 
substances such as aspirin, paracetamol and other medicines is mineral oil5. Finding 
better catalysts for the activation of C-H bonds gives the chance to produce 
improved products for better medical benefit and to reduce the environmental 
impact of the production process.  
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Figure 1.3.  
Some examples of arenes. Benzene and biphenyl, here in their unfunctionalised forms, are typical constituents of 
mineral oil11,12. Aspirin and paracetamol are well-known medical substances. 

Molecular Imprinting 
Molecular imprinting is a method for imprinting a cavity in a polymer matrix that 
has the same shape as a template molecule13. It is a useful method e.g. for the 
preparation of polymeric materials for gas sensing, since for such materials a very 
specific response for very specific target molecules is required. This is achieved by 
using a “key-lock” approach13. 

The idea is copied here with the goal of creating a highly selective catalyst (cf. 
Figure 1.4): A catalyst complex (an organic or inorganic complex) is polymerised 
into a polymer matrix in the presence of a template. Subsequent removal of the 
template from the complex imprints a cavity in the polymer matrix that has the same 
shape as the template molecule. The catalyst will be surrounded by the imprinted 
cavity, and the matrix around the complex encapsulates and supports the catalyst. 
This design will improve the selectivity, activity and stability of the catalyst4,14. 

 

Figure 1.4.  
Principle of molecular imprinting. The green, blue and pink areas represent the template molecule, polymer matrix and 
catalytically active site, respectively. After removing the template a cavity is found in the polymer matrix around the 
catalytically active site. 
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1.1. Heterogenisation Approaches in this Thesis 

As outlined above, the basic idea behind this PhD thesis is the heterogenisation of a 
homogeneous catalyst, which, in the present case, always is a transition metal 
complex – a Pd N-heterocyclic carbene (NHC) complex. The chemical structure of 
the NHC ligand is schematically depicted in Figure 1.5. The heterogenisation may 
then be combined with the encapsulation of the heterogenised – or immobilised – 
catalyst in a cavity. In this project three different approaches to heterogenisation 
were applied. 

Approach 1: Heterogenisation of the catalyst on a polymer support using covalent 
bonds 
Papers I and II report the synthesis of a new catalytic transition metal complex1,5, 
where carbon side chains were added to a complex that allow anchoring the complex 
to a solid support. This approach uses the same concept as is used in molecular 
imprinting. As discussed briefly above, molecular imprinting implies forming 
selective binding sites that have a shape, size and functional groups that are 
complementary to a targeted molecule. This is achieved by polymerising the 
complex together with a template molecule (printing molecule)15 and other polymer 
constituents in a block copolymer approach to provide the final and stable solid 
catalyst5,16,17.  

The approach was quite successful in that an efficient catalyst was produced. 
However, it also needs to be said that the encapsulation and formation of the 
selective cavity could not be achieved. As it is shown in papers I and II catalyst 
complexes designed by this approach anchored to the carbon chain and polymer can 

 

Figure 1.5.  
Chemical structure of the NHC ligand. Dashed lines that end in an R show that different ligands can be placed in each 
of these places. In this study a Pd ion is placed in the location that is indicated by “metal” in the picture. NHC ligands 
are two-electron σ-donors with little π-accepting ability. The σ-donor strength can vary depending on the structure of 
the complex. N-heterocyclic carbenes can form strong bonds to metal centres and have little dissociation tendency18. 
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successfully act as a solid support. Anchoring arm/arms are designed on one side of 
the catalyst complex. This design allows the catalyst to be attached to the support 
but omits the possibility of encapsulation of the catalyst complex. In addition 
production of the cavity is not possible since the polymer chain cannot cover the 
complex and encapsulate it.  

Approach 2: Heterogenisation of the catalyst on a reduced graphene oxide support 
using non-covalent interactions  
The second approach to heterogenisation, reported in papers III and IV, was to 
immobilise a similar catalytic transition metal complex as above on reduced 
graphene oxide (rGO) using π-π interactions, i.e. using a non-covalent bond (cf. 
Figure 1.6). Here, the complex was functionalised with anthracene groups, which 
provide the required sticking force. In comparison to approach 1 this method 
decreases the need for chemical modification of the homogenous catalyst and of the 
support, but still provides a stable heterogeneous catalyst material, since the 
dissociation energy19 for π–π or CH-π bonds on graphene is 50 kJ mol-1.  

Approach 3: Immobilisation of the catalyst on an inorganic surface using covalent 
bonds and encapsulation in an inorganic matrix 
Here, immobilisation of the catalytic transition metal complex together with a 
product template was planned to be done onto an inorganic surface such as Si or 
SiO2. Then it was planned to grow an oxide matrix around the complex and template 
using ALD, i.e. a form of chemical vapour deposition (see chapter 3). The template 
molecule would have been removed after oxide deposition and thus a nanoreactor 
cavity be created as outlined above. In this way a highly selective catalyst should 
have produced, which also was expected to retain the high activity of the catalytic 
transition metal complex. Indeed, such an approach has already been reported in  

 

Figure 1.6.  
Three different types of non-covalent π–π interactions between two aromatic rings. Figure is redrawn from reference 
19. 
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literature4: Figure 1.7 shows the structure of the Ru catalyst complex that was 
immobilised on SiO2 and encapsulated by a SiO2 matrix. 

Immobilising the catalytic transition metal complex on a solid surface using 
covalent bonds as in the present approach has some advantages with respect to the 
other two approaches4: 

1) The cavity, which matches the size and shape of the product, is expected to 
significantly improve the selectivity. 

2) The cavity is orientated correctly with respect to the catalytic complex. 
3) The matrix wall around the complex protects the catalyst complex and 

regulates the mobility of the metal complex. 

The first step towards this approach was to study the growth of HfO2 on a SiO2 
surface. More specifically, I studied the HfO2 growth on in situ-oxidised 
SiO2/Si(111), and I did this using operando conditions in order to learn about the 
surface chemistry during the precursor/surface interaction. In the meantime, my 
collaborator at the Department of Chemistry synthesised a new catalytic transition 
metal complex, and the plan would be to continue my research by immobilising this 
catalyst on a surface and investigate its structure, before combining the 
immobilisation with oxide growth around the catalyst. 

Catalyst design, synthesis and heterogenisation 
In all three approaches the design, synthesis and heterogenisation of the catalysts 
were done at the Department of Chemistry by Dr. Majeed1,5. Approaches 1 and 2 
were used successfully to synthesise new catalysts. Regarding approach 3, I started 
to study the ALD growth process to gather detailed information about the reaction 

 

Figure 1.7.  
Ru catalyst complex immobilised on a SiO2 surface and encapsulated in a SiO2 matrix. The figure is redrawn from 
reference 4. 
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mechanism, while the entire approach has not yet been realised. As stated above, 
this endeavour is left for the future. 

My goal in this research was to characterise the different samples with respect to 
their surface structure by spectroscopy and microscopy techniques such as X-ray 
photoelectron spectroscopy (XPS), scanning electron microscopy (SEM) and 
transmission electron microscopy (TEM). The results from the characterisation 
together with the chemical analysis formed the basis to understand the performance 
of the catalyst1,5. In order to employ the third approach proper surface and overlayer 
materials needed to be chosen. Therefore, studying ALD in atomic-scale detail 
became part of my research project and turned out to be very interesting in itself. 

Employing ALD in my thesis 
ALD is a thin film deposition technique with Ångström thickness precision. In the 
third approach to the heterogenisation of catalytic transition metal complex 
deposition of an inorganic matrix is part of the process that needs to be done with 
good control3,4. In particular, it is important to make sure that the right amount of 
matrix material is deposited so that the catalytic complex is encapsulated, but not 
completely buried under the solid matrix. ALD is, obviously, a technique of choice. 
It has been used widely to produce materials for electroluminescent displays, 
semiconductor devices, photochemistry sensors and catalysis4,20,21. It also turns out 
that, although ALD has widely been studied before, there are not many studies that 
use operando conditions, which allow to follow the ALD deposition while it is 
ongoing and during the important early stages of the process22. This motivated me 
to put focus on investigating the chemistry of the initial ALD process using an 
operando technique: ambient pressure X-ray photoelectron spectroscopy. 

A Si(111) surface was chosen as the substrate, and deposition of HfO2 using ALD 
was targeted. The combination of the particular substrate and deposited oxide layer 
is suitable not only for the catalyst immobilisation strategy aimed at here, but has 
also been studied widely for application in electronics in general and gate dielectric 
production in particular23–26.  

It is vital to know and understand the state of the substrate surface during the ALD 
process and to be able to follow the surface chemistry during ALD deposition. In 
particular, the early stages of the process will be decisive for the structure and 
quality of the films grown. Thus, any interfacial layer during HfO2 growth has an 
impact on the electrical properties of the designed device. As has been shown in 
several studies27–30, the interfacial layer between HfO2 and Si substrate surface 
causes an increase in permittivity with respect to SiO2, which might be undesired in 
many applications31,32. Controlling the interfacial layer and avoiding undesired atom 
incorporation or the presence of contaminations in the film is doable by means of 
better understanding the reaction mechanism of the ALD process33.  
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In this thesis I worked on characterising the ALD of HfO2 on Si surfaces in order to 
gather fundamental information about the surface chemistry for optimum film 
deposition. In my research I employed ambient pressure XPS in order to cover the 
pressure gap and time delay between the ALD and XPS measurements. I used 
snapshot mode of the analyser for faster measurements. In this mode a snapshot 
image of the detector will be provided for each core level during the measurement 
intervals. In this way, a time resolution of 0.08 Hz was achieved. This implies that 
measurement of five core levels (Hf 4f, N 1s, C 1s, Si 2p and O 1s) took only 13 s. 
In comparison to the normal “swept mode” measurement of electron energy 
analysers, which can take about two minutes to perform, the time resolution in my 
study has considerably improved. In addition, a comparison to a recent study by 
Timm et al. shows that I was capable of measuring five core levels with snapshot 
mode, while in their ALD study only one core level was monitored in swept mode22. 

1.2. Surface Science 

The surface chemical reactions in ALD and heterogeneous catalysis need to be 
understood and improved to find optimum conditions for different applications. 
Choosing new materials and controlling the reaction conditions allow developing 
higher quality materials. Modern society requires better quality electronics at a high 
pace (for examples computers and mobile phones etc.), but also an improved 
environmental friendliness. Surface science can help to address these challenges.  

In order to better understand ALD and catalysis, new experiments are required. Data 
collection and analysis of the results from the experiments cannot be done without 
proper tools. Tools that are provided by surface science give the opportunity to 
monitor surface chemical reactions closely. From an improved understanding of the 
reaction mechanism, production quality can be improved, and energy waste and 
material consumption can decrease in many production processes34–36. Several 
analysis techniques have been developed and are useful for surface science to 
provide information about the nature of the reactions. This includes spectroscopy 
and microscopy techniques such as XPS, infrared spectroscopy, low energy electron 
diffraction, electron energy loss spectroscopy, atomic force microscopy, scanning 
electron microscopy (SEM), transmission electron microscopy (TEM), etc. Here, I 
used ultrahigh vacuum XPS (UHV XPS) and ambient pressure XPS as two main 
spectroscopy techniques for conducting my research. SEM and TEM were 
microscopy techniques that I used for sample characterisation37. In the next chapter 
I describe the techniques that I used in my research in more details. 

In order to interpret the reaction and understand the mechanism of a reaction on a 
surface during ALD it is necessary to understand the interaction between the solid 
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surface and the gas/liquid phase molecules38. I used ambient pressure XPS, which 
allowed me to measure surface chemical processes in real time. The resulting data 
on the ALD of the HfO2 on the clean and oxidised Si(111) surface are discussed in 
the ALD section and in papers VI. In addition, paper V reports an ambient pressure 
XPS gas phase analysis of the precursor molecule that I used for the ALD study. 
The ambient pressure XPS data are combined with density functional theory (DFT) 
calculations (cf. chapter 2.4) to obtain a better understanding.  

1.3. This Thesis: Organisation of the Work 

My PhD project is summarised in the chart in Figure 1.8. The three approaches for 
the heterogenisation of a homogeneous catalyst are divided into two main 
categories: covalent and noncovalent immobilisation. Immobilisation using 
covalent bonds is further divided into an approach using an organic matrix and one 
using an inorganic matrix. The noncovalent bond immobilisation only comprised 
immobilisation on rGO. In the green boxes of the chart a future outlook of my PhD 
work is also presented. This outlook is discussed in more detail in Chapter 6. 
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Figure 1.8. 
Schematic of the work this thesis has conducted and summary of outlook. 
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2. Analysis Techniques 

2.1. X-ray Photoelectron Spectroscopy 

2.1.1. Principle and Theory 

XPS technique is a powerful technique for studying the electronic properties of a 
material. In particular, it is very useful for investigating the chemistry at a material’s 
surface and near-surface region and for monitoring chemical phenomena occurring 
at the surface39. The XPS technique is based on the photoelectric effect, which was 
discovered by Heinrich Hertz in 1887. Einstein was awarded the Nobel Prize for 
explaining the basic law of photoelectric effect theoretically in 1921. Kai Siegbahn 
was awarded the Nobel Prize in Physics for developing the electron spectroscopy 
for chemical analysis (ESCA) method in 198140. Today, ESCA is normally 
referred to as XPS, and it has become a technique that plays an important role in 
many scientific fields. XPS as a technique has some features that make it a reliable 
technique for organic and inorganic material analysis41,42:  

1) this technique is non-destructive for most compounds, 
2) all elements in the periodic table can be measured using XPSii, 
3) the depth sensitivity can vary within certain limits,  
4) the method is sensitive to minute amounts in the range of a fraction of a 

monolayer, 
5) the theoretical background of the technique is well understood.  

XPS is based on the interaction of X-ray photons with atoms, molecules or solids 
and subsequent emission of electrons that originate from either a core or valence 
level, i.e. in short XPS is a “photon in, electron out” method. Measurement of the 
emitted electrons’ kinetic energy provides information on the occupied electronic 
states of the sample.  

                                                      
ii For hydrogen the gas phase spectrum can be measured. See reference 42. 
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One important characteristic of XPS is its surface sensitivity. The surface sensitivity 
of this technique derives from the very limited distance that an electron with a 
kinetic energy of up to some hundred eVs can travel within a solid without being 
scattered inelastically. The characteristic average travel distance, assuming an 
exponential decay law, is called the electron inelastic mean free path (IMFP). In 
solid samples the IMFP depends mostly on the kinetic energy of the electron 
travelling through solid rather than the nature of the material. The shortest IMFPs 
occur for electrons within the kinetic energy range of 20-100 eV. Then the IMFP is 
about 2-5 Å, which corresponds to the maximum surface sensitivity. Figure 2.1 
illustrates this phenomenon by providing the IMFP as a function of kinetic energy43. 
This curve is often called the universal curve of surface science. The electron IMFP 
has to be distinguished clearly from the penetration depth of X-rays, which for soft 
X-rays is in the range of microns, i.e. the escape depth of electrons in solid materials 
is much smaller than that of X-rays. Hence, the surface sensitivity of XPS technique 
arises from the large probability of inelastic scattering of the photoelectron44. 

 

Figure 2.1.  
The universal curve of surface science: the electron IMFP as a function of kinetic energy. The minimum of the escape 
depth is 2-5 Å and is found at a kinetic energy of around 50-100 eV. This figure has been redrawn from references 48 
and 49. 
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Process description: 
In order to describe the XPS process two models are commonly used: the one-step 
and the three-step model. The three-step model is more intuitive. Here the 
photoelectric process is divided into three steps45–47 (cf. Figure 2.2): 

1) photoelectron excitation, 
2) photoelectron travel to the surface, 
3) escape of the photoelectron through the surface into vacuum. 

Figure 2.3 provides a simple photoelectric scheme for an atom. In this diagram, 
which depicts the electronic orbitals, only the first step of the three-step model is 
considered. The X-ray light with energy hυ interacts with the atom, which leads 
excitation of an electron from a core level and to emission of a photoelectron with 
kinetic energy Ek. This energy is measured in the electron energy analyser (cf. 
section 2.1.3). From energy conservation it is clear that the binding energy – or 
rather ionisation potential – of the electron Eb is Eb=hυ-Ek. For metallic samples, 
another parameter adds to the equation since Eb here by convention is referenced to 
the Fermi level. This is the work function of the sample, i.e. the difference between 
the Fermi and vacuum levels. Hence, for metallic samples the equation can be 
written as42 Eb=hυ-Ek-ϕs.  

 

Figure 2.2.  
Schematic illustration of the XPS three-step model. (1) Photoexcitation of electron. (2) Photoelectron travel to the 
surface together with production of secondary electrons (green area). (3) Penetration through the surface and escape 
into vacuum. Figure is redrawn from reference 42. 
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Figure 2.3.  
Schematic illustration of core level photoemission. An X-ray photon with energy hυ interacts with a core level electron, 
and a photoelectron is emitted from the atom. 

In order to calculate Eb, both hυ and ϕsample need to be calibrated. A schematic energy 
level diagram for a conductive sample is shown in Figure 2.4. In metallic samples, 
due to the electrical contact between the sample and the analyser, the Fermi levels 
are aligned. Therefore, the equation Eb=hυ-Ek-ϕsample can also be written as Eb=hυ-E௞́-ϕanalyser, and it stands clear that the measured kinetic energy is not that of the 
photoelectron just outside the sample, but it is that inside the analyser. Knowledge 
of the analyser work function thus provides the binding energy with respect to the 
Fermi level. For laboratory XPS machines a correct energy calibration is achieved 
easily since the energy of the photons provided by the anode source is exactly 
known. This allows proper calibration of the analyser work function by 
measurement of the Fermi level of a metallic reference sample. The calibration has 
to be redone once in a while. 

For a synchrotron light source the measurement of the Fermi level has to be redone 
much more frequently – essentially for each spectrum. This is because the photon 
energy is not exactly known (although it can be measured, but this is time-
consuming) and since the photon energy changes with slight changes in the position 
of the electron beam inside the storage ring. For slightly insulating samples it is 
often enough to measure the Fermi level on a metal in good electrical contact with 
the sample.  
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Figure 2.4.  
Energy level diagram for a metal sample. The sample is in electrical contact with the analyser. Therefore, the Fermi 
levels Ef are aligned. Interaction of a photon with energy hυ with the atom leads to emission of a photoelectron with a 
kinetic energy above the vacuum level Evac. Both the localised core level electrons and the delocalised valence electrons 
can be measured. 

 

Figure 2.5.  
Illustration of the one-step model of photoemission. In the one-step model, a Bloch wave electron is excited into a wave 
that propagates freely in vacuum. This wave decays away from the surface into the solid Figure is redrawn from 
reference 42. 

In the three-step model there are several simplifying assumptions that ignore some 
phenomena happening in the photoelectron creation process. This model neglects 
the bulk and surface emission interference, interaction of the photoelectron with 
other atoms during the transport step and the surface and finally applying a simple 
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transition factor for escape of the electron. However, the photoemission process is 
described more accurately by the one-step model illustrated in Figure 2.5. In this 
model, the excitation from an initial state, a Bloch wave in the crystal, is to a final 
state, which outside the crystal propagates freely while it is dampened from the 
surface into the solid’s bulk. Within the one-step model of photoemission, Fermi’s 
golden rule describes the transition probability 𝑊௙௜ between the initial and final 
state: 𝑊௙௜ = ଶగℏ |⟨𝑓| − 𝑒𝑟|𝑖⟩|ଶ𝛿 (𝐸௙ − 𝐸௜ − ℎυ), Eq. 2.1 

where ⟨𝑓| − 𝑒𝑟|𝑖⟩ is the transition matrix element between the initial and final 
states, -𝑒𝑟 is the dipole operator that describes the electromagnetic wave in the 
electric dipole approximation, δ is the delta function, Ef  and Ei are the final and 
initial states energies of the system, respectively, and hυ is the photon energy.  

From equation 2.1 it is obvious that a description of the non-orthogonal initial and 
final states |𝑖⟩ and |𝑓⟩ in the matrix element is required for a derivation of Wfi. 
Typically one applies the Hartree-Fock method, i.e one considers multi-electron 
states that are built up from one-electron orbitals. The approximation implies that 
the initial state single-electron orbital of the electron that is photoemitted can be 
singled out and be separated from the orbitals of the remaining N-1 electrons. The 
transition matrix element can then be written as a product of the dipole operator 
matrix element between the one-electron orbital of the electron to be emitted and a 
free-electron wave function times the N-1-electron overlap integral: 𝑀௙௜ = ൻ𝛹௙|𝑟|𝛹௜ൿ = ൻ𝜙௙,ாೖ|𝑟|𝜙௜,௞ൿൻ𝛹௙,ோ௞ (𝑁 − 1)ห𝛹௜,ோ௞ (𝑁 − 1)ൿ,  Eq. 2.2 

In order to calculate (or understand) the binding energy measured in XPS it is 
necessary to make some approximations. One approximation is the frozen-orbital 
approximation, in which the single-electron orbitals of the N-1 electrons left in the 
atom after photoemission are considered to be the same as in the initial state. This 
means that the N-1-electron overlap integral is unity and only the single-electron 
matrix element (the first element on the right-hand side in equation 2.2) remains. In 
this approximation XPS measures the negative Hartree-Fock orbital energy, also 
known as Koopmans’ binding energy. The approximation is, however, inaccurate 
because the removal of one electron will force the remaining electrons and hence 
the orbitals in the atom to rearrange themselves in order to minimise the total energy. 
This reaction is called relaxation.  

In the sudden approximation the photoemission process occurs much faster than the 
time requires for valence electrons readjustment. Therefore, a response of the 
valence electrons to the change in core potential due to the creation of the photohole 
is not possible. In this approximation multiple final states with the same core hole 
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are allowed, since the Hamiltonian in the final state has changed. The final state 
wave function for the (N-1) electrons is not an eigenstate of the initial state 
Hamiltonian. In this approximation the negative of Koopman’s energy is equal to 
the first moment of the total intensity50. 

2.1.2. Core Level Shifts 

The core level binding energies measured in XPS depend on the chemical 
environment of the photoemitting atom. The difference between the binding 
energies observed for an atom of the same element in different environments is 
known as core level shift. One particular core level shift, related to a particular 
geometrical configuration, is the surface core level shift: there is a difference 
between the binding energy of the electrons in surface and bulk atoms. To illustrate 
the surface core level shift Figure 2.6 shows the Ir 4f7/2 XP spectrum of a clean 
Ir(100) surface. Curve fitting shows that there are two different peaks at 60.08 and 
60.85 eV binding energy, which are related to the bulk (IrB) and surface (IrS) atoms, 
respectively51. 

Another type of core-level shift is illustrated in Figure 2.7, namely a core-level shift 
due to different oxidation states. The spectrum represents a Si 2p core level and was 
measured on a native oxide-covered Si(100) surface. It is seen that the spectrum 
contains a number of different components. The Si0 bulk peak at 99.3 eV is, as 
expected and like all other components, a doublet due to spin-orbit splitting. In 
addition to the Si0 bulk peak one sees four other doublets related to the Si+, Si2+, Si3+ 
and Si4+ oxidation states. Between these components a shift of ~0.9 eV toward 
higher binding energy is found52.  

 

Figure 2.6. 
Ir 4f7/2 XP spectrum of an Ir(100) single crystal. IrB and IrS are the bulk and surface components. The image is modified 
from reference 51. 
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It can be mentioned that I frequently used the Si 2p bulk peak to calibrate XP spectra 
of other core levels such as the N 1s, Cl 2p and Pd 4f levels. In order to calibrate the 
Si 2p bulk peak of Si(100) itself, I typically used an Au 4f peak on an Au foil which 
was in good electrical contact with the Si sample. For applying fit I used IGOR PRO 
software and I used Gaussian line shape for fitting spectra in my thesis.Yet another 
example of a core-level shift, namely that due to different bonding partners, is found 
in the Cl 2p XP spectra on the samples studied in paper I (cf. Figure 2.8 for their 

 

Figure 2.7. 
Si 2p XP spectrum of native oxide-covered Si(100). The Si surface was e.g. used for supporting MIP particles in 
UHV XPS experiments. 

 

Figure 2.8.  
(a) Catalytic transition metal complex of catalyst complex (compound 4b in the paper I) and (b) Polymerized catalytic 
transition metal complex (compound 7b in paper I). Figure is redrawn from references 1 and 5. 
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structures). The XPS results in the same figure are for a catalytic transition metal 
complex, labelled 4b, sample 4b after polymerisation (7b) and sample 7b after being 
used for four cycles in acetoxylation reaction of biphenyl (cf. chapter 4.2).  

The Cl 2p XP spectra of these compounds are presented in Figure 2.9. In the 
spectrum of sample 4b one can see the Cl 2p3/2 and Cl 2p1/2 components at 199.8 
and 201.4 eV, respectively. Only a single doublet is observed and, hence, only one 
type of Cl species in agreement with the structure of 4b in Figure 2.8. Co-
polymerisation to form 7b and thus embedding 4b in a polymer matrix leads to the 
appearance of a new species with a characteristic lower binding energy. Even the 
original doublet is retained. The difference in binding energy between the two 
species is related to a difference in chemical environment. Sample 7b was then used 
as catalyst in acetoxylation of biphenyl. After each cycle a new XP spectrum was 
measured. Already after the first catalytic cycle a new doublet appears at higher 
binding energies: 201.9 and 203.5 eV. A Cl 2p components with such a high binding 
energy can be related to C-Cl bonds53,54. It is noted that a doublet at even high 
binding energy, 204.5 and 206.1 eV, had to be added in order to reach a proper fit. 
Literature does not provide any assignment for such a high binding-energy Cl 2p 
peak1. 

 

Figure 2.9.  
Cl 2p core level analysis in catalytic transition metal complex, polymerised catalyst and polymerised catalyst after four 
cycles in the reaction condition. The figure is adapted from reference 1. 
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2.1.3. XPS Instrumentation 

X-ray light sources used for XPS comprise synchrotron radiation sources, lasers and 
anode sources. Among the anode sources the most prominent ones are based on Mg 
and Al: they make use of the Mg Kα (1253.6 eV) and Al Kα (1486.6 eV) emission 
lines. In the work presented in this thesis XPS measurements were performed using 
Al Kα and synchrotron radiation at the SPECIES55,56 and HIPPIE beamlines of the 
MAX IV Laboratory in Lund. In addition, I used synchrotron radiation at the 
TEMPO beamline57 of the SOLEIL synchrotron in St-Aubin, France.  

In an X-ray anode, a high voltage between an anode and a hot cathode accelerates 
the electrons emitted by the cathode towards the anode, leading to inner-shell 
ionisation. Outer-shell electrons fill the created holes and X-rays are emitted. The 
X-ray energy is characteristic for the material. Anode sources are simple, cheap, and 
easy to operate and small, but one is limited to one photon energy and a limited flux. 
As an example, the photon flux at the HIPPIE beamline at MAX IV is >1012 photons 
s-1 , while for an anode source it is around58 106 photons s-1. Thus, often synchrotron 
radiation is often preferable, but it is also clear that a synchrotron radiation source 
is a much larger and much more costly facility. Beamtime at a synchrotron radiation 
source is also limited, and it can be difficult to obtain beamtime. 

In order to create synchrotron radiation, electrons are accelerated to almost the speed 
of light. A synchrotron radiation source is typically made of four different parts: an 
electron gun, linear accelerators, an electron storage ring and beamlines. In the 
straight sections of modern electron storage rings, insertion devices are put into 
place: wigglers and undulators. Wigglers and undulators are arrays of periodically 
alternating polarity. The magnetic field provided by the magnets is perpendicular to 
the electrons trajectory and causes a sinusoidal variation of the electron path. The 
electrons are thus radially accelerated and emit light. The X-ray energy depends on 
the magnetic field strength; adjusting the gap between the two magnet arrays in a 
wiggler or undulator thus tunes the energy of the radiation. The X-ray produced in 
the storage ring will be guided toward the experimental station through the 
“beamline”. In a beamline several components are found, and most important are 
the monochromator containing a dispersive element, focusing and collimating 
mirrors, adjustable slits and baffles. Synchrotron radiation delivers a very high flux 
of photons, which makes the data acquisition time shorter and allows much higher 
resolution than what is possible with X-ray anodes. Another advantage is that the 
photon energy is tuneable, and thus it can be tuned to reach the maximum subshell 
photoionisation cross section. One can also tune the photon energy to achieve high 
surface or high bulk sensitivity42.  
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In order to measure the kinetic energy of an electron, an electron energy analyser is 
employed (cf. Figure 2.10). Nowadays, the predominant type of electron energy 
analyser is the hemispherical electrostatic type. Such a hemispherical analyser is 
composed of an electrostatic lens system and a hemispherical electrostatic band pass 
filter. The electrostatic lens system focuses the electrons onto the entrance slit of the 
hemispherical section and retards (some analysers can also accelerate) the electrons. 
Only electrons that after passing through the electrostatic lens system are within the 
right energy interval Epass±ΔE pass the hemisphere. Epass is called the pass energy. 
To allow this behaviour, the hemispherical analyser is kept at a constant potential 
difference (ΔV) between its inner and outer hemispheres. This ΔV sets Epass. The 
potential difference selects electrons with a desired kinetic energy, while electrons 
with lower or higher kinetic energy than Epass±ΔE hit the inner or outer hemisphere, 
respectively. In order to detect the electrons that pass through the analyser a 
combination of microchannel plate (MCP) detector, phosphorous screen and 
charge-coupled device (CCD) camera are employed.  

 

Figure 2.10. 
Schematic illustration of a hemispherical electron energy analyser. 
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2.2. Ambient Pressure X-ray Photoelectron 
Spectroscopy 

XPS instruments work typically work under high vacuum or ultrahigh vacuum 
(UHV) conditions, i.e. in the pressure range between 10-11 and 10-6 mbar. UHV, i.e. 
10-11 to 10-10 mbar, is appropriate for samples that must be kept atomically clean 
before and during the experiment; this is the normal range for standard surface 
science experiments. In addition, a controlled environment permits the measurement 
of the interaction of a solid surface with a gas/vapour pressure in the 10-6 mbar 
regime. However, in real life, or in industrial and similar applications, interface 
chemical reactions at the solid-gas, liquid-gas and solid-liquid interfaces occur at 
higher pressure than UHV. Relevant information on the surface state and reaction 
mechanism are required for surfaces under realistic conditions. It is, however, 
impossible, to use conventional XPS instrumentation in studies using such realistic 
conditions due to the strong inelastic scattering of electrons in the gas or vapour. 

One consideration that one has to bear in mind when going from UHV to more 
realistic pressure conditions is, thus, the electron IMFP in a gas59. An increase in 
pressure will decrease the IMFP. As an example, at a pressure of 1 mbar of water 
the IMFP for electrons with 100 eV kinetic energy is around one millimetre60, and, 
thus, the travel distance that the electrons approximately can travel through a gas or 
vapour with acceptable attenuation is of the same order of magnitude. This means 
that the instrumentation design requires an aperture (or “nozzle”) close to the sample 
and a differential pumping stage in the analyser in order to reduce the distance that 
the electrons have to travel through the gas or vapour to a suitable value (see below) 
and thus make the measurement feasible. 

Figure 2.11 provides a layout of the ambient pressure XPS instrument used at the 
TEMPO beamline at the SOLEIL synchrotron61. The ambient pressure XPS 
instrument at TEMPO has a front aperture with a diameter of 0.3 mm. This aperture 
separates the SPECS Phoibos 150-NAP hemispherical analyser from the ambient 
pressure environment in the analysis chamber. Four differential pumping stages 
reduce the pressure from 5×10-4 mbar in the analysis chamber to below 5×10-8 mbar 
at the electron detector, i.e. there is a pressure drop of four orders of magnitude. The 
differential pumping stage is combined with an electrostatic lens system. It focuses 
the electrons first onto an aperture of 2 mm size between the “prelens” pumping 
stage and the second pumping stage, then onto an iris aperture between the second 
and third pumping stage and finally on the analyser entrance slit55.  
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Figure 2.11.  
Schematic drawing of the hemispherical electron energy analyser with separate differential pumping stage of the 
ambient pressure XPS instrument at the TEMPO beamline. The figure is redrawn from reference 49. 

 

Figure 2.12.  
(a) Sample-nozzle region demonstration in ambient pressure XPS setup. Sample surface and the gas phase are 
irradiated. The gas phase irradiation can lead to a gas phase peak at XP spectra. (b) Pressure distribution along the 
optical axis as a function of distance z from the nozzle plane in units of background pressure ρ0. At the distance d (d is 
aperture diameter) the pressure at the sample surface is 0.95ρ0. Increasing the distance to 2d causes an increase in 
pressure at the sample surface up to 0.98ρ0. The pressure at the nozzle plane is 0.5ρ0. Picture is redrawn from reference 
62. 

The question what the distance between the sample and first aperture should be 
justifies some more discussion. Figure 2.12 shows a schematic picture of the 
sample-first aperture arrangement and the calculated pressure along the optical axis 
of the lens system62. It is seen that the distance should be approximately one aperture 
diameter, if the pressure at the sample surface should be retained at around 95% of 
the measured pressure. Bluhm et al. suggested the distance of two aperture diameter 
in order to have 98% of the measured pressure on the sample surface. On the other 
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hand other studies also suggest that one to two aperture diameter distance between 
sample surface and the nozzle can be used for measurements62–64.  

By employing a differential pumping stage reaching pressures up to 130 mbar 
during reaction was possible65,66. Another consideration in doing ambient pressure 
XPS measurements is the aperture size, which should be small in order to lower the 
pressure in the analyser and differential pumping stage. The effect of the aperture 
size is discussed by Ogletree et al.67. A small aperture size decreases the effective 
sample area and the solid angle contribution to XPS signal. Using smaller aperture 
on the other hand thus also requires a smaller spot size of the incoming X-rays67.  

Performing ambient pressure experiments means inserting vapour or gas into the 
experimental chamber. This simple act of dosing gas into the chamber will make 
the chamber dirty from the surface-science point of view. Reactions in ambient 
pressure conditions will thus cause an increase in the base pressure inside the 
reaction cell. This is due to the residual starting materials or byproducts. These 
materials are sometimes hard to remove from the surface in the chamber, and it may 
be difficult to achieve a clean environment in the reaction cell. Therefore, different 
designs have been introduced in order to make it easier to clean the reaction cells 
and avoid cross contamination between different reactions and experiments. In 
Figure 2.13 three different designs are schematically shown. Figure 2.13a shows a 
case in which the vacuum chamber is filled with gas to the desired pressure. In 
Figure 2.13b the ambient pressure cell is combined with the UHV chamber such 
that it can be exchanged and removed from the analyser chamber. In this case the 
instrument does not have any UHV chamber for XPS experiments. This design helps 
to avoid cross-contamination between different experiments. The third design, 
Figure 2.13c, is similar to the design in Figure 2.13b. However, in the cell-in-cell 
design there is a UHV chamber surrounding the ambient pressure cell during the 
experiment. This design will help to avoid cross contamination between ambient 
pressure and UHV environments. In addition, this configuration allows the design 
of cells with minimal volume and wall area60,61,68. 

For the ALD experiments I used the TEMPO beamline69 at the SOLEIL 
synchrotron, which provides a setup with the configuration of Figure 2.13a. The 
chamber can also be used for UHV experiments. The HIPPIE and SPECIES 
beamlines at MAX IV laboratory provide the cell-in-cell concept for ambient 
pressure experiments56,61.  

Today, there are around 15 ambient pressure XPS instruments at synchrotrons 
around the world61,68,70. There are still efforts for improving the ambient pressure 
XPS technique including accessing higher pressure even up to atmospheric or higher 
pressures, involving liquid to study homogenous systems and solid-liquid or liquid-
gas interface and achieving higher time resolution70.  
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Figure 2.13.  
Different configuration for designing ambient pressure XPS cell. (a) Setup in which the vacuum chamber is backfilled 
with the gas or vapour. (b) Setup without a UHV chamber. This setup is good for liquid jet experiments due to possibility 
of installing big setups. (c) A detachable an exchangeable ambient pressure cell inside a UHV chamber. Ambient 
pressure cell can retract into vacuum cell and this provides possibility of UHV experiments. Figures are redrawn from 
references 61 and 68. 

2.3. Microscopy Techniques 

Surface analysis can gain a lot from detailed images of the surfaces’ structure. For 
example in catalysis, scientists would like to relate the overall surface morphology 
as well as its structural details, in particular in terms of the structure of the catalytic 
sites, to the catalytic reaction mechanism. Here, imaging may give very important 
input on how to improve the surface properties for better catalysis. Microscopy 
techniques provide images of surface and are thus often the tools of choice in surface 
analysis. However, optical microscopes are not useful to detect small objects since 
the wavelength of the light is too long to resolve any details below approximately 
400 nm. Electron microscopy comprises a range of experimental tool that fill this 
gap. In electron microscopy, electrons with shorter wavelength are used by 
increasing the power of the electron beam used for analysis. Typically, smaller 
objects in the size range down to approximately 0.1 nm can be detected. For 
example, imaging of surface reactions sites helps to understand the interaction of a 
gas or liquid molecule with the surface. Electron microscopy can make use of a 
variety of effects that can be used for imaging as is illustrated in Figure 2.14. Each 
of these interactions can be detected and analysed in order to understand the sample 
geometry and chemistry71. Many different electron microscopes are available today 
and can be used depending on the type of necessary analysis and the sample. A few 
examples of microscopy techniques are: SEM, TEM, scanning tunnelling 
microscopy, photoemission electron microscopy (PEEM), low energy electron 
diffraction (LEED). Among all these available microscopy techniques I used SEM 
and TEM in my thesis work. 
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Figure 2.14.  
Interaction events between the primary electron beam and sample in an electron microscope. Figure is redrawn from 
reference 71. 

2.3.1. Scanning Electron Microscopy 

In SEM, the surface is scanned using an electron beam. This technique can be 
applied to a wide range of materials, including both conductive and insulating 
materials. In case a sample is not conductive, a metal coating can provide a sufficient 
conductivity to avoid charge accumulation on the surface. The images provided by 
this technique represent primarily the sample topography, but also other information 
can be gained.  

In SEM thermionic emission creates the “primary electron beam”. The signal is 
analysed in a backscattering geometry, and this signal includes secondary electrons, 
back-scattered electrons, Auger electrons, characteristic X-rays and bremsstrahlung, 
cf. Figure 2.15. As the figures illustrates, the signals originate from different depths 
of the sample, and for low-Z elements the interaction volume has a characteristic 
pear shape. Thus, depending on the combination of detectors one can obtain quite 
different information on sample topography, morphology and sample composition 
with 1 nm spatial resolution. Image formation in SEM is done by scanning a focused 
electron beam across several lines and construct a pixel-by-pixel image and 
according to the scanned position72. In SEM resolutions down to ~0.4 nm at 30 kV 
acceleration voltage can be achieved73. 
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Figure 2.15.  
“Pear” effect in SEM analysis. Electrons interact with the sample and create different signals that can be detected for 
different analysis purposes. This graph is modified from reference 72. 

 

Figure 2.16.  
(a), (b) Schematic illustration of catalytic transition metal complexes. (c), (d) SEM images of polymers containing the 
complexes in (a) and (b). The figure is redrawn from references 1 and 5. 

In my thesis I have primarily used the detection of backscattered electrons for 
topographical analysis74 and the detection of characteristic X-rays in energy-
dispersive X-ray spectroscopy (EDX), which provides chemical information on the 
studied surface75. Thus, I used high-resolution SEM (papers I and II) analysis to 
image heterogenised catalytic transition metal complexes particles after 
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polymerisation. Figure 2.16a and b show two catalytic transition metal complexes, 
and Figure 2.16c and d are SEM images of these catalytic transition metal 
complexes after polymerization. As can be seen in the Figure 2.16c and d, the size 
distribution of the catalytic polymer samples varies greatly. A dominant particle size 
can, however, be identified; it is around 4 μm. 

2.3.2. Transmission Electron Microscopy 

TEM is an important high-resolution microscopy technique for the analysis of 
nanostructures and nanostructured materials. In TEM the image is produced by 
transmitting electrons through a thin sample. Information about the particle size, 
morphology of particles, crystalline structure and chemical composition of the 
sample can be obtained. TEM has a number advantages such as: high spatial 
resolution below one nm, powerful magnification potentially over one million 
times, wide range of applications for analysing different samples in biology and 
material science, the ability to provide insight of surface features, their shape, size 
and structures and easy operation after proper training. TEM has some 
disadvantages such as: TEM is an expensive instrument, sample preparation is 
laborious work, the TEM instrument needs to be hosted in a vibration-isolated 
building free from strong magnetic fields, samples must be electron transparent 
and able to tolerate vacuum chamber, they must be small enough to fit in the 
chamber and finally sample preparation may add artefacts to the sample76. 

Two different modes are employed: the TEM and scanning TEM (STEM) modes. 
The difference between both modes is that in STEM mode, in contrast to standard 
mode, a focused beam (spot size 0.2 nm in diameter at 200 kV acceleration 
voltage77) is scanned across the sample. The advantages of STEM over standard 
TEM are the possibility of collecting both bright and dark field images 
simultaneously for inhomogeneous samples, that the alignment of the detector is 
very easy and quick, that the electron beam can be stopped on any desired point on 
the sample and that diffraction or spectroscopy can be performed at that point with 
atomic or nanometre-scale spatial resolution78. 

As in SEM, different signals are produced by the electron-matter interaction and can 
be used for different types of analysis. Images produced by TEM are real images 
formed on the screen. The electrons accelerate toward the sample and go through 
the sample to hit to a screen and convert to light where they can make an image. 
The brighter areas of the image represent areas where more electrons were able to 
pass through the sample and the darker areas represent the dense areas of the sample. 
These differences in contrast provide information on the structure, texture, shape 
and size of the sample. The spatial resolution of TEM is ~0.5 Å at 300 kV of electron 
acceleration energy79. In addition to the standard imaging mode  
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Figure 2.17.  
(a) TEM image of the cross section of the laminate from the oxidised SiO2/Si(111) surface after three cycles of deposition 
of HfO2 from TDMAHf and water in UHV XPS chamber. (b) Dark field image of the sample. (c), (d) and (e) Are EDX 
signals related to C, O and Hf, respectively. 

of TEM, one of the standard tools is EDX for chemical analysis of the sample. Both 
TEM imaging and EDX have been used in my thesis.  

Figure 2.17 shows measurements of the in situ-oxidised SiO2/Si(111) interface after 
depositing HfO2 in a three-cycle ALD process. Figure 2.17a shows a cross-section 
TEM image obtained on a lamella of the surface prepared using a focused ion beam 
(FIB)80, (b) dark field image of the sample and (c-e) EDX analysis of the same 
portion of the surface. In the HfO2 deposition region C, O and Hf are detected. 
Carbon is found at higher density at the top of that region; this is because a 
permanent marker was used to deposit a polymer-like material on top of the surface 
prior to preparation by FIB to protect it from getting damaged.  

2.4. Density Functional Theory 

DFT is a computational quantum mechanical method to study the ground state 
electronic structure of atoms, molecules and the condensed phase and is widely used 
in chemistry, physics and materials science. In the context of my thesis, DFT helped 
to understand the experimental results. The calculations were not carried out by 
myself, but by a colleague. 

For the investigated samples DFT provides a precise quantitative description of the 
geometric structure and the chemical properties81,82. DFT is built on two 
fundamental mathematical theorems proved by Kohn and Hohenberg and the 
derivation of a set of equations by Kohn and Sham. The first theorem, proved by 
Hohenberg and Kohn, is: “The ground-state energy from Schrödinger’s equation is 
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a unique functional of the electron density”83. A functional acts like a function, but 
while a function takes a number as the argument and returns a number as the 
outcome, a functional takes a function as the argument and provides a number. A 
second important theorem is also given by Hohenberg-Kohn: “The electron density 
that minimises the energy of the overall functional is the true electron density 
corresponding to the full solution of the Schrödinger equation”83. This theorem 
provides the possibility to change the electron density functional until the energy 
reaches its absolute minimum. This energy density is then the true electron density.  

The main advantage of using DFT instead of other electron-correlated wave 
function-based methods is the good price/performance ratio. In DFT one deals with 
the electron density as a fundamental quantity instead of dealing with the wave 
functions. Therefore, DFT requires less computing time than wave function-based 
methods, or, inversely, using DFT one can reach increased calculation accuracy or 
calculate larger systems without an increase in computing time. Large molecular 
systems can be investigated with good accuracy in a reasonable amount of time84,85.  

In this, the Kohn-Sham equations provide an important tool because they include 
the effects of electron correlation at a reduced computational cost. In Kohn-Sham 
DFT the model molecular orbitals are treated as mathematical objects and the 
electron density of the chemical system can then be constructed. Combining the 
density calculated using the Kohn-Sham equations with the theorems by Hohenberg 
and Kohn implies that chemical properties of interest can be calculated86.  

2.4.1. How Accurate is DFT? 

With the help of improvements in computer performance DFT is more 
computational effective. This helps to deal with more complicated and realistic 
systems and more accurate electronic structure can be predicted84. DFT can 
accurately calculate structures, energies, binding energy shifts and vibrational 
frequencies of systems in electronically excited states87,88. However functional does 
not always have a full picture model for the excited state and in this situation DFT 
can only calculate valence and Rydberg states in which there are no charge transfer 
excited states88.  

Nowadays, DFT calculations are often combined with experiments in order to 
predict the mechanisms of surface reactions and to test and describe the electronic 
structure of the samples in different configurations and chemical environments. I 
would like to use an example to exemplify the strength of a combination of DFT 
and experiment: In a recent study Head et al.89 studied the adsorption and 
decomposition of dimethyl methylphosphonate on MoO2 using APXPS and DFT 
calculations. In this study, the ambient pressure XPS measurements provide 
information on the presence of different species due to the reaction between 
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dimethyl methylphosphonate and the MoO2 surface. This experimental results show 
the appearance of different species at the surface, but the observation provides only 
indirect information on the relevant reaction mechanisms. Here, DFT could help by 
identifying different decomposition reaction pathways that could be correlated to 
the XPS data. Binding energy shifts calculated differ from the experimental values. 
These differences can be due to that DFT was performed using a pristine MoO2 
model surface, while other surface properties, such as defects or facets, can 
contribute to the decomposition pathway of dimethyl methylphosphonate. This 
would introduce shifts in the binding energies that differ from the modelled ones89. 
This study is an example that shows that DFT has a good accuracy and is capable 
of predicting mechanism of reactions. The accuracy of DFT in calculating binding 
energy shifts and its ability in predicting reaction mechanisms can improve the 
understanding of the experiment and decrease the number of necessary 
experiments87,89. 

2.4.2. DFT and Relation to Experiment 

DFT can provide structures, energies and spectroscopic properties, and, hence, 
theory and experiment can complement each other in order to give a more complete 
understanding of the system. Detailed mechanistic questions can be addressed using 
the techniques of quantum computations. DFT has provided a route to the study of 
chemical processes which may be difficult to study experimentally85.  

The DFT calculations in my thesis were carried out by Dr. Roman Tsyshevskiy from 
the University of Maryland. In my experiments I deal with solid-gas interactions. 
Both the solid and the liquid phase were subject to DFT calculations and an 
elucidation of the geometric and electronic structure. DFT contributed in paper V to 
the investigation of the electronic structure of two ALD precursors, namely 
TDMAHf and tetrakis(dimethylamido)titanium (TDMAT). In paper VI the reaction 
mechanism of TDMAHf on an oxidised SiO2/Si(111) surface is studied by a 
combination of DFT and operando APXPS. I analysed the ALD process using X-
ray techniques to cast light on the surface chemical reactions. Understanding the 
chemistry of the surface can be more accurate and reliable by considering possible 
pathways for the precursor adsorption and decomposition on the surface. This is 
made possible by DFT. Overall, combining experiment and DFT can help to 
optimise ALD processes so that better final products can be achieved.  

  



50 

 



51 

3. Atomic Layer Deposition 

ALD is a technique for the growth of thin material layers with Ångström thickness 
precision, which is closely related to the method of chemical vapour deposition 
(CVD). While in CVD all precursor materials for the reaction flow at the same time 
and an energy source (high temperature or plasma) provides energy to help the 
reaction, in ALD the cyclic flow of typically two precursors is separated into two 
half cycles. The two half cycle are separated by an inert gas flow to purge the 
chamber and to separate two or more different reactions. ALD was introduced as 
atomic layer epitaxy by Suntola and Antson in 1977. Before that the concept had 
already been used in the 1960s by Aleskovskii and Koltsov36,49,90. At that the 
technique was called “molecular layering”. 

The ALD process relies on separate (typically two) self-limited gas-solid reactions. 
The self-limiting nature of the ideal ALD process avoids any contribution of the 
excess of precursor dose to film growth. Important properties of ALD are that the 
films produced using ALD have a high degree of uniformity and conformity and 
that ALD can be performed on any surface irrespective of substrate shape. 
Therefore, ALD has become a major thin-film growth method in many fields of 
materials technology, for example in semiconductor technology and other 
nanotechnology, catalysis, and solar photovoltaics91–94. A wide range of materials 
can be deposited using ALD, such as oxides (SiO2, TiO2, HfO2 etc.), nitrides (TiN, 
BN, Cu3N etc.), chalcogenides (a compound that is made of at least one chalcogen 
anion (group 16 in periodic table) and at least one more electropositive element, e.g. 
ZnS, CaS, TiS2 etc.), elements (Si, Ti, Cu etc.) and organic materials94. The focus in 
my thesis is on oxide film deposition and more specifically on growing HfO2 on Si 
surfaces. 

3.1. Ideal ALD Process  

The ideal ALD process is shown schematically in Figure 3.1(a-f). It is composed of 
sequential alternating pulses of gaseous precursors to which the substrate is 
exposed. The process starts out with a functionalised surface as shown in Fig 3.1a. 
The type of functionalisation is adapted to the particular ALD process. The surface  
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Figure 3.1.  
Ideal ALD process using two precursors. (a) The surface is functionalised either naturally or from a pre-treatment. (b) 
The first precursor is dosed and reacts with the substrate surface. (c) Reaction by-products and excess of the precursor 
are removed from the growth chamber in a purge and/or pump-down step. (d) The second precursor is dosed, which 
reacts with the substrate that is covered with the first precursor. (e) Another purge/pump step removes reaction by-
products and second precursor excess. (f) By repeating steps (b)-(e) the desired material thickness is achieved. This 
picture is redrawn from reference 93. 

reacts partly or fully with the precursor during the first half cycle of the reaction. In 
this reaction the precursor might e.g. loose one or more ligands or dissociate (Figure 
3.1b). The reaction is self-limiting, and only a single (molecular) layer of material 
is adsorbed on the surface (Figure 3.1c). The growth chamber is then purged with a 
neutral carrier gas and/or pumped down before the second precursor is introduced 
to the substrate in the second half-cycle (Figure 3.1d). The irreversible chemical 
reaction with this second precursor finalises the desired reaction and leads to a new 
functionalised surface, which can be used to start the process from the beginning. 
Another purge-pump down step will clean the residual gases inside the chamber. At 
this point, the surface is covered with the first layer (Fig 3.1e). Repeating the same 
process for several times will give the desired thickness of the aimed material on 
the surface (Fig 3.1f)94,95.  

A key feature of ideal ALD process is, as mentioned earlier, the automatic control 
of the amount of deposited material in each half cycle. This is achieved by 
saturation/self-limitation/self-termination of the adsorption process. Even the partial 
pressure of the reactant does not affect the amount of material during adsorption. 
This key features leads to a uniform amount of adsorbates on the entire surface, 
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irrespective of the substrate’s shape94. Chemical reactions involved in ALD can, like 
in any other chemical process, lead to the incorporation of unwanted impurities in 
the film. However, ideal ALD only results in the deposition of the desired material96. 

3.1.1. Adsorption Mechanisms in ALD  

This simple idea, which really is at the core of the utility of ALD, hides, however, 
that adsorption processes can proceed very differently and that they often do not 
follow the ideal scheme. The basic types of adsorption processes that can occur are 
categorised in Figure 3.2. In the figure dashed lines indicate the end of precursor 
dosing. Figure 3.2a exemplifies the ideal ALD process with irreversible saturation. 
The amount of the adsorbate on the surface increases during the precursor dose until 
it reaches a plateau and the precursor fully covers the surface. Additional dosing of 
the precursor will not change the amount of adsorbate on the surface. Figure 3.2b 
illustrates reversible saturation of the adsorbate. Here the precursor can desorb again 
from the surface. Reversible and irreversible adsorption can occur together as is 
demonstrated in Figure 3.2c, and the true saturation coverage lies below the 
coverage obtained during the precursor pulse. Adsorption might also be non-
saturating with a behaviour that is shown in Figure 3.2d: the precursor continues to 
adsorb on the surface as long as the precursor molecules are available in the 
chamber. This behaviour is very similar to CVD where precursors adsorb on the 
surface continuously and grow a film. After dosing is stopped, there is no change in 
the amount of adsorption. Finally, Figure 3.2e demonstrates that the irreversible 
saturation of Figure 3.2a might not lead to full coverage of the surface at the time 
that dosing is stopped. On complex and large substrates only irreversible and 
saturating reactions lead to homogeneous adsorption of the material on the whole 
surface irrespective of available amount of reactant, precursor’s partial pressures 
and exposure and purge times. This is a key factor in ALD that the adsorbate amount 
is automatically controlled all over the surface94. 

ALD film growth is a result of exchange reactions between precursors and surface 
active sites. Reversible reactions and irreversible reactions in precursor 
decomposition or reaction by-products may also involve in the reaction mechanism. 
Layer growth can be blocked by adsorption of by-products on the surface97. 
Therefore, if gaseous by-products that are produced on the surface due to the surface 
reaction participate in more reactions on the surface active sites the surface can be 
poisoned. This results to deactivation of reaction sites for precursor adsorption, 
incorporation of undesired elements into the grown film and ununiformed film 
growth97.  
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Figure 3.2.  
Different adsorptions schemes. (a) Irreversible saturation. (b) Reversible saturating adsorption. (c) Combined reversible 
and irreversible saturating adsorption. (d) Irreversible non-saturating adsorption. (e) Irreversible saturating, but non-
complete adsorption. Dashed lines illustrate the end of the reactant pulse and the beginning of the purge step. The 
image is redrawn from references 94 and 95. 

3.1.2. Temperature Dependency in ALD 

While CVD processes are strongly temperature dependant, especially if the growth 
rate follows an Arrhenius-type relation, a characteristic feature of ALD is its low 
temperature dependency. This is illustrated in Figure 3.3 which shows different 
types of temperature dependency of the growth per cycle or growth rate. Each ALD 
process has its optimum temperature window, typically in the range below 350 °C. 
Temperatures outside of the window will move the process to a non-ALD mode, 
poor growth rates, slow reaction kinetics or precursor condensation (at low 
temperature) and thermal decomposition or rapid desorption of the precursor (at 
high temperature). Therefore, each ALD process should be performed within the 
designated ALD temperature window93,94,98. The ALD temperature also has impact 
on the precursor. For example it can lead to the decomposition of the precursor on 
the surface in an undesired fashion and result in the incorporation of undesired 
elements in the film. The decomposition process is typically a slow reaction and it 
is difficult to recognise. Depending on the precursor and the surface, the ALD 
temperature varies, although growth of the same material is targeted. Some surfaces 
can even act as catalyst and trigger the decomposition of the precursor99. Some 
precursors such as metal halides (ZrCl4, TiCl4, TiI4 and TaCl5) are more stable at 
higher temperature, which leads to better film growth. Therefore, depending on the 
surface and precursor type the ALD temperature can change the chemistry of the 
surface97. 
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Figure 3.3.  
Schematic illustration of growth per cycle change with temperature change within the ALD window. (a) Decrease in 
growth per cycle by temperature increase. (b) Constant growth per cycle over all temperatures or with different values 
at different temperatures. (c) Growth per cycle increase as temperature increases. (d) Growth per cycle has a maximum 
point when temperature increases. Figure redrawn from reference 36. 

3.2. ALD Precursors 

Impurities affect the properties of the final product especially in electronics where 
purity is vital. Efforts have been done on different precursors and different surfaces 
in order to achieve better properties. Choosing a proper precursor is a challenge 
because a precursor can participate in undesirable reactions on the surface, which 
lead to deposition of impurities in the film. Choosing a precursor in ALD requires 
consideration. The basic requirements on an ALD reactant are36: 

1) It should be gaseous or vaporisable at lower temperature than that of the 
ALD reaction. 

2) Its chemical reaction with the substrate should be fast, aggressive, 
irreversible and saturating. 

3) The gaseous by-products of the ALD reaction should be inert and they 
should not dissolve into the film. 

4) It should be safe and easy to handle, i.e. it should be non-toxic and non-
corrosive. 

5) It should have a reasonable price for industrial use. 
6) For certain ALD processes the precursor needs to have a high purity. 
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Figure 3.4.  
TDMAHf precursor schematic structure. 

In my thesis the ALD of HfO2 on a Si(111) surface is studied. I chose SiO2/Si(111) 
as substrate and HfO2 as the deposited layer because it is suitable for the design of 
an encapsulated catalytic transition metal catalyst immobilised on the surface (as 
was discussed in the introduction). There is also a wide range of application of this 
material combination in electronics, for example for gate dielectric applications 
production. Figure 3.4 illustrates schematically a metal alkylamides precursor, 
tetrakis(dimethylamido)hafnium (Hf[N(CH3)2]4), also known as TDMAHf. This 
precursor has attracted significant attention for the deposition of HfO2 films due to 
the relatively weak Hf-N bond and high volatility which enables efficient deposition 
at lower temperature23,100,101. The precursor has been used in many studies, and the 
ideal growth scheme for HfO2 from TDMAHf and water is as follows: in the first 
half cycle the intact precursor (TDMAHf or Hf[N(CH3)2]4(g)) reacts with the 
functional groups on the surface (in this case OH groups). By removing 
dimethylamide ligands (-O-)xHf[N(CH3)2]4-x(s) is produced. In the second half cycle, 
the water dose causes loss of all remaining ligands on the Hf precursor and 
production of HfO2

98,102. The ideal growth scheme of HfO2 from TDMAHf and 
water does not predict any inclusion of impurities in the HfO2 film. However, in 
reality, literatures show varying impurity levels. It is also clear that the growth 
chemistry is largely unknown, and, so far, no information is available on the growth 
chemistry of the type that could be obtained in an operando experiment.  

3.3. HfO2 Growth on Si Surface Employing ALD 

The combination of metal oxygen precursors has gained considerable attention for 
applications and research into microelectronics since the miniaturisation of 
transistors and capacitors requires high-κ oxides to solve the current leakage 
problem of traditional SiO2 capacitors in small sizes. Therefore, the ALD of these 
materials and their electrical properties are particularly interesting103–106. Group 4 
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metal oxides (HfO2 and ZrO2) are the primary candidates for thermally stable 
ultrathin films with high κ value107. For example, HfO2 has a permittivity of about 
20. Together with a good transparency to light, between mid-infrared and ultraviolet 
range due to the wide band gap (~5.5 eV), the high-κ value makes HfO2 interesting 
for semiconductor nanotechnology, but also for antireflection coatings for mirrors 
and beam splitters98.  

Basically, the ALD reaction mechanism relies on a ligand exchange reaction. 
Although many ALD reactions follow this mechanism, other reaction pathways 
compete with this reaction. Several research studies suggest different pathways for 
the reaction of alkylamide precursors on a surface leading to the production of HfO2. 
It is suggested that reaction pathways involve the decomposition of the alkylamide 
ligands and formation of reactive products such methyl methyleneimine [CH3N-
CH2] (MMI). Such a pathway is initiated by the reaction between the lone pair 
electrons on the N atom and electron-deficient sites on the surface. Several studies 
suggest β-hydride elimination reaction to occur for TDMAHf or TDMAT deposited 
on Si surfaces. In addition, ligands can also participate in the adsorption process and 
be the reason for dissociation of the precursor. Hence, different pathways occur 
other than ligand exchange108.  

Many studies were performed on the structure and properties of HfO2 film grown 
on SiO2/Si surfaces. The choice of ALD precursors is an important focus of research, 
so that a better quality of films grown by ALD can be achieved. One particular issue 
is that of poor interface quality. This is a very fundamental issue and needs to be 
solved by improved surface preparation and optimised ALD conditions. Having 
better control over the interfacial layer requires better understanding of the 
chemistry of the surface during the surface reactions24,109. In the ALD process, 
choosing the proper precursor is essential for gaining a superior thin film. Different 
precursors can cause creation of different interfacial layers and introduce different 
impurities, which can e.g. change electric properties110–112. 

“In situ” techniques have previously been employed to investigate the HfO2 ALD 
on SiO2. These studies still separate the ALD cycles or half cycle from the 
measurement, and the ALD is carried in a separate chamber from the 
characterisation chamber. For example, XPS is typically carried out in a UHV 
chamber connected to the ALD reactor. Therefore, in none of these studies ALD has 
been studied using operando conditions23,27,100,109,113. My research goal was to 
collect data while the initial ALD was proceeding. This should provide highly 
interesting information on the surface chemistry of ALD.  
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3.4. Gas Phase Study of TDMAHf and TDMAT 

In Paper V the electronic structure of TDMAT and TDMAHf was studied. Further 
insight was gained from DFT. TDMAT and TDMAHf are widely used as precursors 
in the ALD of ultrathin films for nanoscale devices114,115. Using these precursors can 
cause the incorporation of undesired residual elements in the film due to side 
reactions that can happen between the surface and the precursor24,34. In order to 
minimise the side reactions on the surface during ALD it is crucial to have a good 
understanding of the electronic structure of these precursors. This is a necessary step 
for improving the ALD process, because it is the electronic structure that in the end 
is responsible for all chemical reactions between precursor and surface surface116. 
Ambient pressure XPS provided the possibility to study both valence band and core 
levels of the precursor vapour phase. 

TDMAHf and TDMAT have very similar structures and thus similar valence bands. 
The reason for the similarity between these two compounds is that Hf and Ti belong 
to the same group in the periodic table, which results in similar chemical properties. 
The prime difference is that Ti has a higher electronegativity than Hf; 1.30 for Hf in 
comparison to 1.54 for Ti. The atomic radii of Hf4+ and Ti4+ are 72 and 56 pm, 
respectively117. In a simplified picture these parameters lets one expect that Hf has 
a lower ionisation energy than Ti. The reasoning also holds for TDMAHf in 
comparison to TDMAT. Literature shows a reversed trend, however. In Paper V the 
reason is found to be that the higher electronegativity and smaller ion size of Ti 
cause a shorter length of the Ti-N (1.90 Å) bond in comparison to the Hf-N bond 
(2.04 Å). Nitrogen atoms in the ligand donate lone pair electron density to the d-
orbitals of the metal centre. In TDMAT the higher electronegativity of Ti causes a 
stronger interaction with these electrons. This stronger interaction causes a stronger 
delocalisation of the nitrogen lone pair. Therefore, TDMAHf has a higher ionisation 
energy than TDMAT.  

This study shows that the interaction between the lone pair of electrons on the amido 
ligands and the empty metal orbitals influences the core level ionisation energies, 
which has also direct impact on the chemistry of the precursor on the surface. 
Dissociation pathways and mechanisms can be more precisely studied using this 
information about the electronic structure of the precursors. The vapour study can 
therefore be used as one of the puzzle pieces when dealing with DFT calculations 
and experiments for finding the reaction mechanism of TDMAHf during the ALD 
of HfO2 on Si(111), which is the studied in paper VI. 
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3.5. Operando Study of ALD Employing Ambient 
Pressure XPS 

In many ALD studies the word in situ refers to a measurement technique in which 
the sample after ALD growth in an ALD reactor is not composed to air, but directly 
introduced into a vacuum chamber for characterisation, e.g. by XPS. In my 
measurements, APXPS was instead performed during the gas dosing and evacuation 
stages. It is important to note that my experimental setup is not an ALD commercial 
reactor. In commercial ALD reactors, the process of dosing precursor and 
evacuating the chamber is carried out using rather short timescales. The short pulse 
duration followed by a quick purge step make it difficult to gain sufficient intensity 
in an APXPS measurement22. Moreover, an APXPS setup is typically not ideally 
suited for ALD: longer pipes and a bigger volume and larger wall surface area in 
comparison to an ALD reactor cause a slow and delayed reaction. I also did not have 
the possibility to purge the chamber quickly with a neutral gas between precursor 
pulses. Still, the APXPS measurement could be carried out rather quickly by using 
the “snapshot” rather than “swept” mode of the electron energy analyser. In swept 
mode the measurement is done by scanning through all the channels of the detector 
to obtain a spectrum without dependence on the varying detector sensitivity. In 
contrast, in snapshot mode an image of the detector is measured and the resulting 
spectrum will shows signs of the influence of detector sensitivity on the line shape. 
Calibration measurements can help to alleviate this issue. In snapshot mode, the 
total acquisition time for the measurement of five core levels (Si 2p, C1s, N1s, Hf 
4f and O 1s) and instrumental overhead was 13 s. Employing ambient pressure XPS 
experiment at high temporal resolution gave me thus the chance to collect evidence 
of the reaction at 0.08 Hz and identify surface species during the reaction. Thus, 
APXPS enabled me to cast light on the surface chemical reaction in the initial stages 
of ALD. This provides input on the evolution of surface species, adsorption and 
desorption on the surface, and reaction mechanisms. Paper VI discusses the APXPS 
study of ALD of HfO2 on SiO2/Si(111). Here, APXPS was combined with DFT.  

In the experiment pieces of a highly phosphorus-doped n±type Si(111) wafer with 
a resistivity of 10-3 Ohm cm (ND ≈ 2 × 1019 atom cm-3) were used as the substrate. 
For cleaning, the surface was heated up to 600 °C for 11 hours to make sure that it 
was fully degassed. A pyrometer was used to monitor the surface temperature. The 
sample was cleaned from native oxide by flash annealing to 1050 °C while the 
chamber pressure was kept below 6×10-9 mbar. The Si(111) surface was then 
oxidised at room temperature using an oxygen pressure of 5×10-8 mbar for 20 
minutes118. 
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Figure 3.5. 
Schematic diagram of the Si(111)-(7×7) surface. (a) Top view and (b) side view. The figure is redrawn from reference 
119. 

A model of the clean reconstructed Si(111)-(7×7) is shown in Figure 3.5. The top 
layer contains the so-called Si adatoms, the second layer contains the so-called rest 
atoms with unsaturated dangling bonds, corner holes, two different stacking patterns 
and dimers120. In total, the (7×7) unit cell contains 12 adatoms and 6 rest atoms and 
one corner hole. Further, it contains nineteen dangling bonds: twelve on the 
adatoms, six on the rest atoms and one in the corner hole. The unit cell is 2.7 × 2.7 
nm2. Deeper atoms are also shown in Figure 3.5 as black dots. Figure 3.5b shows a 
side view of the Si(111)-(7×7) reconstruction119.  

For a better understanding and discussion of the oxidation process of the clean 
Si(111), Figure 3.6 presents the local atomic structures around that Si adatoms that 
occur upon oxidation. Up to four O atoms react with the Si adatom, which is the 
primary oxidation site of the surface. Each of the structures has a name that 
represents the chemical character of the model121,122: O atom bonded on top of the 
Si adatom is called “ad”, “ins×n” means that n O atoms are singly inserted into n Si 
adatom backbonds, and the three-fold-coordinated subsurface O atom is named 
“tri”. 
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Figure 3.6. 
Optimised possible structures for Si(111) oxidation models. Figure is redrawn from reference 121. 

The oxidation pathway of the clean Si(111) surface is shown in Figure 3.7: the O2 
molecule adsorbs on Si adatoms and dissociates without any barrier. An ins×2 
structure is produced. Alternatively, also an “ad-ins” could be formed, which decays 
with a very low energy barrier (-0.15 eV) into the ins×2 structure. Addition of 
another O2 molecule leads to formation of a stable ins×3 or ad-ins×3 structure, 
which is metastable up to ~400 K. The initial oxidation stage is completed by 
conversion of the ad-ins×3 structure into a ins×3-tri configuration, which does not 
have any adatom dangling bond. At this stage a thin layer of SiO4 units on the 
surface has been created. Further oxidation of the surface requires diffusion of the 
O(tri) atoms, which is an endothermic reaction. This step is only possible at higher 
temperature121. 

In the SiO4 units Si is in an +4 oxidation state, which results in an Si 2p XPS binding 
energy that is by 3.6 eV higher than that of118 Si0. Lower oxidation states can also 
be observed in XPS with binding energies intermediate between the Si0 and the Si+4 
peak. Their characteristic Si 2p binding energies are by ~+0.9 eV per O ligand 
higher than that of Si0. Figure 3.8 illustrates the appearance of the Si 2p line before 
and after starting the ALD process.  

 

Figure 3.7. 
Oxidation pathway model of Si(111). Figure is redrawn from reference 121. 
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Figure 3.8. 
Si(111) surface after oxidation. The main peak is located at 99.3 eV and oxide peaks are 0.9 eV higher than the bulk 
peak per oxidation state.  

Much effort has been devoted to understanding the ALD of HfO2 from TDMAHf 
and water27–29,123. Recently, Timm et al. reported the first operando APXPS study of 
HfO2 ALD on InAs22. In comparison to this study I have further improved the time 
resolution and, in addition, I have characterised not only the substrate, but also the 
precursor core levels.  

Figure 3.9(a-e) illustrates the evolution of the O 1s, N 1s, and C 1s, Si 2p and Hf 4f 
core levels during the TDMAHf first half-cycle. For each core level 114 scans were 
collected, using a 700 eV photon energy. The combined beamline and analyser 
resolution was 200 meV. In order to avoid photon-induced changes of the surface 
species, the sample was moved continuously under the X-ray beam during the 
measurement. The energy scale of all core levels was calibrated with respect to the 
Si 2p3/2 bulk peak118 at 99.3 eV.  

Figure 3.9(f-j) highlights selected scans from different regions of the surface plots 
in Figure 3.9(a-e), and each graph consists of scans from bottom to top (1-6): before 
the first TDMAHf dose, after the first dose, before the second dose, after the second 
dose, before evacuation and after evacuation. There are small initial components in 
C 1s and N 1s region at 283.3 and 397.7 eV, receptively, due to a small background 
pressure in the chamber from a previous TDMAHf experiment. The O 1s line 
contains two peaks that are related to O atoms in the “ins” (532.0 eV) and “tri” 
(352.8eV) configurations. 

New components appear in the core levels after the first TDMAHf dose: the binding 
energies are 16.8 (Hf 4f), 398.6 (N 1s) and 286.1 eV (C 1s), respectively. These 
peaks are related to N and C in dimethylamido (-N(CH3)2, DMA-, and DNA--bonded 
Hf. The Hf 4f doublet components have a separation of 1.7 eV and an intensity ratio 
of 1.33.  
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New components appear some minutes later, but before the second TMDAHf dose. 
They have binding energies of 16.2 (Hf 4f), 396.9 (N 1s) and 285.0 eV (C 1s, 
respectively, and are assigned to methyl methyleneimine (MMI)34. It should be 
noted that MMI also contains a methyl group with a C 1s binding energy of 286.1 
eV – the same as that of DMA-. In the O 1s spectra a component is found at 531.0 
eV binding energy. This component is related to hafnium-bonded oxygen atoms. 

To aid the understanding of the adsorption and decomposition pathways of 
TDMAHf, DFT calculations were carried out. In the modelling, the 
thermodynamically favourable (0001) and (101ത0) surfaces were used (Figure 3.10). 

 

Figure 3.9.  
XPS analysis of the first ALD half cycle of the HfO2 growth on oxidised Si(111) from TDMAHf and H2O. (a-e) XPS 
surface plots of O 1s, N1s, Si 2p, C1s and Hf 4f, respectively. (f-j) selected spectra from the surface plots from bottom 
to top: before the first dose, after the first dose, before the second dose, after the second dose, before evacuation 
and after evacuation. TDMAHf pulses and chamber evacuation are shown on the right hand side of the surface plots 
as P1 and P2 and Ev. 
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The (0001) surface was modelling using a supercell containing 480 atoms and lattice 
parameters of a=19.71 Å, b=17.08 Å, and c=37.64 Å. A vacuum layer of 20 Å was 
placed on top of the SiO2 (0001) surface to minimise the interactions between the 
supercells in the z-direction and to avoid any significant overlap between wave 
functions of periodically translated cells.  

Figure 3.11 shows the homolytic cleavage of the Hf-N bond of TDMAHf in the gas 
phase, which requires 387.1 kJ mol-1. It also shows the formation of DMA- via a so 
called β-hydride elimination reaction. This process requires ~160 kJ mol-1. Thus, 
neither process is favourable in the gas phase, in good agreement with gas phase 
FTIR results and earlier DFT calculations.23  

 

Figure 3.10. 
Structures of (a) unit cell of ideal SiO2 crystal and (b) (0001) surface with the supercell containing 480 atoms. (c) and 
(d) Si(101ത0) surface and hydroxylated (101ത0) surface.  
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Figure 3.11. 
DFT calculations of decomposition of isolated TDMAHf molecule. Core level shifts are indicated. 

 

Figure 3.12.  
DFT calculations of decomposition of TDMAHf molecule in presence of water molecule. Core level shifts are indicated. 

Water renders the gas phase decomposition of TDMAHf favourable (Figure 3.12). 
The calculated activation barrier is only 9.6 kJ mol-1. This indicates, that residual 
water in the chamber could lead to the present of both gas phase dimethylamine 
(DMA) and water-modified Hf complexes.  

The surface-adsorption and -decomposition of TDMAHf was considered for a 
pristine SiO2 surface (Figure 3.13), a SiO2 (0001) surface with oxygen vacancy 
(Figure 3.14), a SiO2 (0001) surface with oxygen vacancy in presence of water 
molecule (Figure 3.15), a SiO2 (0001) surface with an oxygen vacancy and one 
hydroxyl group on the surface (Figure 3.16), a SiO2 (101ത0) surface with a monolayer 
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of hydroxyl (Figure 3.17) and a SiO2(101ത0) surface with a monolayer of hydroxyl 
and second TDMAHf molecule (Figure 3.18). From all these calculations it is 
obvious that few decomposition pathways are exothermic. However, even 
endothermic pathways could be followed if the chemical equilibrium is moved 
towards the product side by high temperature (280 °C in the experiments) and 
removal of products from the surface.  

In more detail, the calculated adsorption energy of physisorbed TDMAHf on 
pristine SiO2 is -76.7 kJ mol-1 (conf. I, Figure 3.13). A second adsorption 
configuration, conf. II, has an adsorption energy that is only 0.1 kJ mol-1 lower than 
that of conf. I. Thus, both configurations can co-exist. Further decomposition is 
unfavourable. Inspection of the core level energy shifts are presented in Table 3.4.  

 

Figure 3.13.  
(a) Claculated mechanisms of TDMAHf molecule decompostion on a pristine SiO2 (0001) surface; (b) Structures 
involved in decompostion mechanism. 
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Table 3.4.  
Calculated core level energy shifts for atoms of the different configurations in Figure 3.13b 

    Core level shifts  
Atom Core level I II III IV V VI VII 

Hf 4f 0.00 0.25 1.38 2.29 1.85 -0.07 -0.46 
N1 1s 0.00 -0.12 0.76 1.83 1.14 -0.56 -0.76 
N2 1s 0.00 0.23 0.88 1.72 3.69 -0.19 2.04 
N3 1s 0.00 -0.02 1.71 1.59 1.39 -0.18 -0.19 
N4 1s 0.00 0.26 0.87 1.84 1.50 2.04 -0.20 
C1 1s 0.00 -0.15 0.48 1.09 0.57 -1.55 -0.74 
C2 1s 0.00 -0.03 0.60 1.23 -0.04 -0.43 -1.69 
C3 1s 0.00 0.07 0.76 1.18 0.99 -0.09 -0.29 
C4 1s 0.00 -0.07 0.62 0.95 0.80 -0.10 -0.01 
C5 1s 0.00 0.20 0.69 1.22 1.91 -0.018 0.75 
C6 1s 0.00 0.18 0.63 1.23 2.01 -0.03 0.79 
C7 1s 0.00 0.16 0.62 1.13 0.88 0.76 -0.13 
C8 1s 0.00 0.16 0.66 1.15 1.20 0.78 -0.14 

Removal of the native oxide layer from Si(111) surface and in situ oxidation of the 
surface was done in order to get a thin clean oxide layer with low thickness. This 
implies that surface might not be fully oxidised and that the presence of oxygen 
vacancies is probable118. DFT shows that the oxygen vacancy on SiO2 surface has 
only a small effect on the adsorption of TDMAHf in comparison to the pristine 
surface and results in adsorption energy of -69.4 kJ mol-1 for TDMAHf molecule 
(Figure 3.14, core level shifts in Table 3.5). Conf. V (Figure 3.14 b) is the final 
product of the β-hydride elimination reaction (Figure 3.14 a) from the initial Conf. 
I. Calculated Hf 4f, N1 1s and C2 1s core level energies in Conf. V are shifted 
relatively to Conf. I by -0.47, -0.76 and -1.71 eV, respectively. In spite of the fact 
that the calculated binding energy shifts are in agreements with experiment, 
presence of the DMA molecule and endothermic nature of the pathway indicates 
that current model falls short in interpretation of the experiment. 
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Figure 3.14.   
(a) Energy path of TDMAHf molecule decompostion on a SiO2 (0001) surface with oxygen vacancy; (b) Structures 
involved in decompostion mechanism. 

Table 3.5.  
Calculated core level energy shifts for atoms of the different configurations in Figure 3.14b 

  
Core level shift  

Atom Core level I II III IV V 
Hf 4f 0.00 1.75 0.40 1.17 -0.47 
N1 1s 0.00 0.87 0.01 0.46 -0.76 
N2 1s 0.00 1.10 0.43 2.99 2.01 
N3 1s 0.00 0.47 0.31 0.40 -0.20 
N4 1s 0.00 1.35 2.55 1.52 -0.20 
C1 1s 0.00 0.74 -0.82 0.29 -0.74 
C2 1s 0.00 0.82 0.02 -0.58 -1.71 
C3 1s 0.00 0.28 0.18 0.15 -0.30 
C4 1s 0.00 0.08 -0.02 0.32 -0.04 
C5 1s 0.00 0.82 0.42 1.38 0.75 
C6 1s 0.00 0.91 0.24 1.37 0.80 
C7 1s 0.00 0.32 0.89 0.43 -0.13 
C8 1s 0.00 0.32 0.76 0.96 -0.14 
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Figure 3.15.  
(a) Energy path of TDMAHf molecule on a SiO2 (0001) surface with oxygen vacancy and water molecule; (b) Structures 
involved in decompostion mechanism. 

The presence of an oxygen vacancy and water molecule on SiO2 surface has strong 
effect on the adsorption and decomposition of TDMAHf (Figure 3.15, core level 
shift in Table 3.6). Both the adsorption and initial decomposition are exothermic 
spontaneous and without activation barrier. In contrast, further decomposition to 
MMI is not favourable anymore, at odds with the experimental results. 

Table 3.6.  
Calculated core level energy shifts of the different configurations in Figure 3.15b 

  Core level shift 
Atom Core level I II III IV 

Hf 4f 0.00 0.24 -0.35 0.50 
N1 1s 0.00 0.08 -0.19  
N2 1s 0.00 0.17 2.66  
N3 1s 0.00 0.28 -0.29 0.34 
N4 1s 0.00 2.46 2.11  
C1 1s 0.00 0.12 -0.21  
C2 1s 0.00 -0.05 0.08  
C3 1s 0.00 0.39 1.03  
C4 1s 0.00 0.23 -1.34 -0.43 
C5 1s 0.00 0.13 -0.24 0.16 
C6 1s 0.00 0.98 0.60  
C7 1s 0.00 1.01 1.01  
C8 1s 0.00 0.14 1.23  
O 1s 0.00 -1.31 -1.34 -0.38 
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In the experimental data there was no sign of any presence of OH groups on the 
surface. However, since it can be difficult to identify the hydroxyl peak in the O 1s 
line of SiO2, also a hydroxylated surface was considered. Clearly, the decomposition 
of TDMAHf on this surface is exothermic, but also here there is a lack of MMI at 
odds with the experiment. One possibility that is considered in DFT calculations in 
my thesis is SiO2 surface with oxygen vacancy in presence of OH group on the 
surface. DFT calculations in Figure 3.16.  

A further considered possibility is that of TDMAHf decomposition on a SiO2 
surface with an oxygen vacancy and monolayer hydroxyl coverage (Figure 3.17). 
Here, exothermic decomposition pathways are available, both towards MMI via β-
hydride elimination and employing a ligand exchange-type of reaction. It is, 
however, clear that the calculated binding energy shifts of the MMI configuration 
do not agree with experiment.  

 

Figure 3.16.  
(a) Energy path of TDMAHf molecule on a SiO2 surface with oxygen vacancy and one hydroxyl group; (b) Structures 
involved in decompostion mechanism. Core level shifts are indicated. 
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Figure 3.17.  
(a) Energy path of TDMAHf molecule on a SiO2 (101ത0) surface with one monolayer of hydroxyl groups; (b) Structures 
involved in decompostion mechanism. Core level shifts are indictaed. 

Finally, also a bimolecular reaction between two TDMAHf precursors was 
considered (Figure 3.18). Again, exothermic pathways are discernible, both along 
the β-hydride elimination route towards MMI and along a ligand exchange route. 
The calculated binding energy shifts of configuration B7 and B10, both of which 
are reached via overall exothermic pathways, are in qualitative agreement with the 
experimental results.  

Although no final statement can yet be made as to which decomposition pathway is 
most likely, the DFT results give at least some preliminary indication of what is 
important: (a) bimolecular decomposition pathways seems to be a viable alternative, 
(b) any potential presence of water or surface hydroxyls would aid the 
decomposition and (c) kinetics will have to be considered to identify the most likely 
reaction scheme. 
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Figure 3.18.  
Decomposition of TDMAHf molecule on a SiO2 (101ത0) surface with one monolayer of hydroxyl groups and second 
TDMAHf molecule. Core level shifts are indicated. 
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4. Green Chemistry and Catalysis 

Modern society relies heavily on a large variety of different chemicals, and, indeed, 
the production and consumption of chemicals continues to increase. Report 
published by United Nations environment programme (UNEP) show that global 
production and consumption of chemicals has increased. UNEP analysis shows that 
there has been a global increase in chemical industry output in all the regions in the 
world until 2010. Also estimations show that until 2020 the chemical industry output 
will increase around $1200 billion124. However, European chemicals production and 
consumption statistics show that after the lowest consumption in chemicals in 2008 
due to the financial crisis there has been a sudden increase in consumption in 2010. 
However, in comparison with 2007 the consumption of chemicals has decreased 
approximately 53 million tonnes125. Obviously, production at lower cost and in an 
environmental-friendly fashion in terms of energy consumption and waste 
production is highly desirable. The concept of Green chemistry addresses this goal 
by aiming at the design of chemical products and processes that have less impact on 
the environment. The principles of Green chemistry were formulated in green 
chemistry: theory and practice by Anastas and Warner126: 

• “It is better to prevent waste than to treat or clean up waste after it is formed. 
• Synthetic methods should be designed to maximize the incorporation of all 

materials used in the process into the final product. 
• Wherever practicable, synthetic methodologies should be designed to use 

and generate substances that possess little or no toxicity to human health 
and the environment. 

• Chemical products should be designed to preserve efficacy of function 
while reducing toxicity. 

• The use of auxiliary substances (e.g. solvents, separation agents, etc.) 
should be made unnecessary wherever possible and innocuous when used. 

• Energy requirements should be recognized for their environmental and 
economic impacts and should be minimised. Synthetic methods should be 
conducted at ambient temperature and pressure. 

• A raw material of feedstock should be renewable rather than depleting 
wherever technically and economically practicable 
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• Unnecessary derivatisation (blocking group, protection/deprotection, and 
temporary modification of physical/chemical processes) should be avoided 
whenever possible. 

• Catalytic reagents (as selective as possible) are superior to stoichiometric 
reagents. 

• Chemical products should be designed so that at the end of their function 
they do not persist in the environment and break down into innocuous 
degradation products. 

• Analytical methodologies need to be further developed to allow for real-
time, in process monitoring and control prior to the formation of hazardous 
substances. 

• Substances and the form of a substance used in a chemical process should 
be chosen so as to minimise the potential for chemical accidents, including 
releases, explosions, and fires.” 

Green chemistry can only be realised by using catalysts. The word catalyst was used 
for the first time by Jöns Jacob Berzelius in 1820 in his article that described the 
chemical conversion of starch to sugar, decomposition of hydrogen peroxide by 
metals and conversion of ethanol to acetic acid by Pt (for a sketch of the history of 
catalysis see e.g. Ref. 127). In 1904 Wilhelm Ostwald provided a modern definition 
of the term1,128: 

 

Figure 4.1.  
Gibbs free energy diagram for a exothermic reaction with and without catalyst. The catalyst decreases the energy barrier 
for the reaction by changing the reaction path. 
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“A catalyst is a substance that affects the rate of a chemical reaction without being 
part of its end product”. 

Hence, a catalyst is a substance that affects the kinetic of a reaction. This means that 
a catalyst will accelerate a reaction, preferably towards the desired end product of 
the reaction. Conversely, it does not and cannot affect the thermodynamics of the 
reaction. Figure 4.1 illustrates this concept: two different reaction paths are shown 
in a Gibbs free energy/reaction coordinate diagram for an exothermic reaction. The 
path without involvement of a catalyst has a high energy barrier which effectively 
prevents formation of the reaction product. The energy barriers on the path with 
involvement of a catalyst are much smaller and thus much easier to overcome: the 
reaction is accelerated. The catalyst makes the reactant more capable to react and 
form the final product.  

Catalysts are used in all types of chemical industry, from the production of bulk 
petrochemicals (including e.g. fossil fuels) to fine chemicals (including e.g. many 
types of medicine). Naturally, catalysis plays a major role in the chemical and 
physical chemistry/chemical physics sciences, and the design and use of new 
catalysts, with potential great impact on economy and environment, is central to 
many pure and applied chemistry and physics research endeavours. Catalysis can 
roughly be divided into three different categories: homogeneous and heterogeneous 
catalysis.  

4.1. Homogenous and Heterogeneous Catalysts 

In homogenous catalysis the catalyst on the one hand and the reactants and products 
on the other are in the same phase, liquid or gas phase. An important example is the 
decomposition of atmospheric ozone in the presence of chlorine126. The activity and 
selectivity of a homogeneous catalyst can often be tuned by relatively slight 
chemical modification of the catalyst, e.g. by exchanging a ligand with another. The 
main difficulties of homogeneous catalysis are that the product needs to be separated 
from the catalyst material and residual reactants, that the process cost typically is 
high, for transition metal catalysts metal leaching and contamination of the product, 
short catalyst lifetime and recovery of the catalyst. The advantages of homogeneous 
catalysis, accessible catalyst sites due to dissolved catalyst in solution, easily tenable 
selectivity by modifying catalyst complex and possibility to easily study the reaction 
mechanism, may outweigh the disadvantages, however, and many (fine chemical) 
industrial processes are done in the presence of homogenous catalysts126.  

In heterogeneous catalysis the catalyst is in a different phase than reactants and 
products. Schlögl has defined heterogeneous catalyst as129: 
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“a functional material that continually creates active sites with its reactants under 
reaction conditions, these sites change the rates of chemical reactions of the reactants 
localized on them without changing the thermodynamic equilibrium between the 
materials”. 

Heterogeneous catalysis benefits in particular from simple product separation and 
catalyst recovery processes and that a flow geometry can be applied, which is 
beneficial for industrial application. However, heterogeneous catalysts are typically 
less active and less selective than homogeneous ones130. Approximately 90% of the 
industrial catalytic are heterogeneously catalysed, which shows the importance of 
the field6,126.  

An extremely important example of heterogeneous catalysis is the Haber-Bosch 
ammonia synthesis, one of the uniquely most important chemical processes5,126. 
Heterogeneous catalysts has also had great impact on the fuel industry especially in 
so-called syngas i.e. synthesis gas, that is a mixture of carbon monoxide, carbon 
dioxide and hydrogen, conversion to ethanol and higher alcohols in order to 
substitute other fuels rooting from crude oil131. Today, petrochemical industry relies 
heavily on heterogeneous catalysis. Green chemistry also opened the doors for 
heterogeneous catalysts to enter the pharmaceutical and fine-chemicals industries, a 
rather complicated field since it requires the combination of physical chemistry, 
inorganic chemistry, organic and organometallic chemistry, surface science and 
material science5. 

Many problems and issues in heterogeneous catalysis stay unresolved, such as the 
great difficulty in tuning the reaction, low selectivity and difficulties in defining the 
structure and reaction mechanism by means of advanced techniques such as X-ray 
analysis techniques. The lack of surface chemistry knowledge on heterogeneous 
catalytic reactions is not least due to the difficulty of measurements in operando 
conditions, but it is also a general difficulty of studying and understanding surfaces, 
which are inherently complex system. These issues make it more difficult to get 
insight about reaction mechanisms in heterogeneously catalysed reactions than in 
homogeneously catalysed ones130.  

A heterogenised catalyst can be seen as a homogenous catalyst, which is attached to 
an insoluble support covalently or non-covalently. Heterogenised catalysts are 
expected to be more stable in chemical reactions and make it easier to separate 
products in a chemical process. In principle, heterogenisation can modify and adjust 
a homogeneous catalyst’s properties for higher efficiency, ease of recoverability and 
reusability and possibly using in a continuous flow reaction5,129. Both covalently and 
non-covalently supported catalysts are studied in my thesis.  
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4.2. C-H Activation in Catalytic Oxygenation and 
Halogenation Chemistry 

The inert nature of the C-H bond makes the activation of this bond a difficult 
process. At the same time, undirected C-H bond activation, i.e. a reaction in which 
no ligand or functional group is present to guide the catalytic reaction, is an 
important process in industrial chemical synthesis132. As an example conversion of 
methane that is found in natural gas to methanol in order to create an economically 
transportable liquid and makes the natural gas a more efficient energy source133. One 
of the important class of reactions is the undirected selective oxidation of 
hydrocarbons, which is necessary in the synthesis of more complex molecules5. 
Figure 4.2 shows some simple examples of catalytic reactions that are discussed in 
this thesis, the acetoxylation of biphenyl and benzene and the halogenation of 2-
phenylpyridine1,5. 

Earlier studies have shown that Pd complexes make efficient homogeneous catalysts 
for the replacement of the hydrogen atom in a C-H bond by functional groups 
containing N, O, C and halogen atoms. Moreover, when using Pd complexes mild 
conditions can be applied, i.e. conditions that are easily acquirable and 
manageable1,134,135. In my thesis heterogenised homogeneous Pd catalysts 
complexes were considered: they were immobilised using three different 
approaches as discussed earlier, and they were used for C-H activation reactions.  

 

Figure 4.2.  
Examples of catalytic reactions catalysts for which were analysed in this thesis. (a) Acetoxylation of biphenyl (the 
products can have one of the three structures depending on the aim of the reaction and type of the catalyst) and 
acetoxylation of benzene. Acetoxy group (CH3-COO-) is shown in the figure as OAc. (b) Chlorination of 2-
phenylpyridine5.  
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4.3. XPS Studies of Catalyst Systems 

In this section I describe how I have used electron spectroscopy to 
characterise the different heterogeneous catalyst samples prepared using the 
approaches discussed in Chapter 1.  

Approach 1: Heterogenisation of the catalyst on a polymer support using covalent 
bonds – catalyst complex immobilised via two arms 
Paper I reports a covalently bonded catalytic Pd complex in a polymer matrix for 
the acetoxylation reaction. I used XPS to characterise both the complex itself and 
the immobilised complex (cf. the chemical structures in Figure 2.8). More 
specifically, the studied samples were the catalytic complex (labelled 4b), the 
polymer (7b) and the polymer after removing the pyridine ligand (7bAN). As will 
be reported below, also the catalyst after a catalytic reaction was studied. 

The Pd 3d and Cl 2p XPS signals of three samples 4b, 7b and 7bAN are shown in 
Figure 4.3. In Figure 4.3a the Pd 3d doublet is seen with binding energies of around 
340 (Pd 3d5/2) and 345.5 eV (Pd 3d3/2) for all three samples. The values are in good 
agreement with a PdII oxidation state. A more precise look reveals that the binding 
energies are the same for the 4b and 7b samples, while a small shift is observed 
between the 4b/7b samples on the one hand and the 7bAN sample on the other. This 
is probably due to an exchange of the original pyridine ligand with acetonitrile. This 
ligand exchange causes a change in chemical environment of the Pd atoms, which 
then leads to the chemical shift. 

An important result is that the highlighted region in the Pd 3d core level in Figure 
4.3a at a binding energy of around 335 eV does not contain any peak. In this region 
one would find any signal related to the Pd0 oxidation state or Pd in the metallic 
state. That there is no peak for neither of the samples illustrates that no reduction of 
the Pd ions in the complex occurs during polymerisation and ligand exchange136–139.  

The corresponding Cl 2p signals are shown in Figure 4.3b. For the 4b sample one 
can see a single doublet with Cl 2p3/2 and Cl 2p1/2 binding energies of 199.8 and 
201.4 eV, respectively. This is as expected from the structure of the palladium 
complex in Figure 2.8a: there is only one type of Cl in the structure and hence only 
a single doublet should be observed. After polymerisation (sample 7b) the peak of 
a new species appears at lower binding energy. Thus, the polymerisation seems to 
introduce large differences in the chemical environment for the Cl atoms, depending 
on the exact configuration, and the signal suggests that there is more than one 
configuration. The polymerisation also goes along with a broadening of the signal, 
which is another sign of diversification of the chemical environments. For polymer 
7bAN a signal broadening towards higher binding energy is observed with a new 
doublet appearing at around 201.9 eV. This binding energy can be related to C-Cl 
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bonds53,140. This signal is likely due to an addition of Cl to the vinyl groups during 
the washing step (with triflic acid). This washing step is carried out to remove the 
pyridine from the Pd centres of the bonded complex.  

In order to study the recyclability of catalyst 7b in the C-H acetoxylation of biphenyl 
(Figure 4.4a), the samples were used in four catalytic cycles and characterised after 
each step. Figure 4.4b shows corresponding Pd 3d spectra. Here, XPS was measured 
after washing and drying of the used catalyst. It is seen that a small shift towards 
lower binding energy occurs between the fresh polymer 7b and that used in the 
catalytic reaction. The shift can be ascribed to ligand exchange between Cl bonded 
to Pd and acetate1,5. After that the binding energy stays at around 339.3 (Pd 3d5/2) 
and 344.6 eV (Pd 3d3/2) in all catalytic cycles and, hence, the catalyst retains its state. 
Although no further investigation was carried out on additional, the results suggest 
that the catalyst remains active and effective. 

Again, no Pd0 or Pd in metallic state can be observed. The absence of the zero 
oxidation state after synthesis and catalysis is important since it suggest that no Pd 
leaching occurs. This also implies that contamination of the final product with Pd is 
unlikely.  

 

Figure 4.3.  
(a) Pd 3d and (b) Cl 2p core levels of the 4b, 7b and 7bAN samples. The graphs are modified from references 1,5. 
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Figure 4.4.  
Pd 3d core level of 4b, 7b and of 7b after being used in the catalytic acetoxylation reaction of biphenyl. Graph is modified 
from reference 1 and 5. 

Approach 1: Heterogenisation of the catalyst on a polymer support using covalent 
bonds – catalyst complex immobilised via one arm 
In Paper II two new catalytic Pd complexes for C-H halogenation are reported. Their 
structures, together with their polymerised counterparts are shown in Figure 4.5. 
The main difference between Pd complex 4b in paper I and complexes 1a and 5b in 
paper II is that the latter are immobilised via only one arm (Figure 4.5b and d). 
Samples with one arm have more freedom for mobility and hence can have different 
orientations during reaction. This can also help the reaction products to leave the 
catalytic active centre and go into solution faster. Further, in 5b this arm is not even 
connected to any of the N atoms of the N-heterocyclic carbene (NHC) imidazole 
moiety, but instead through the backbone of the carbene ring. This configuration 
changes the electron density on the carbene ring which will in result in electron 
density change on Pd as the catalytic centre of the complex.  
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Figure 4.5.  
Catalytic Pd complexes 1a and 5b for polymerisation via one arm together with their polymerised counterparts P1 and 
P2. Figures are modified from reference 5. 

The XP spectra of samples 1a, 5b, P1 and P2 are shown in Figure 4.6. In the Pd 3d 
spectra in Figure 4.6a, two regions are highlighted at around 335 and 338 eV. These 
are related to the Pd0 and PdII oxidation states, respectively141. Obviously, there is 
no sign for Pd0 or Pd in the metallic state for the Pd complexes and the polymer 
samples. Therefore, polymerisation does not cause any Pd complex reduction, but 
the original PdII oxidation state is retained. 

In Figure 4.6b the corresponding Cl 2p core level spectra are presented. A slight 
broadening observed for the polymer samples suggests the presence of differences 
in chemical environment for the Cl atoms in these samples. The overall result is, 
however, quite much as expected from the similarities in the structures. 
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Figure 4.6.  
(a) Pd 3d and (b) Cl 2p core level spectra of the 1a, 5b, P1 and P2 samples. The graph is modified from reference 1 
and 5. 

Polymer-Supported Catalysts from heterogenisation approach 1 and XPS: Issues 
Measuring XP spectra on organic or organometallic compounds can be difficult. 
The two main problems that occur – and that depend on the material, photon flux 
and photon energy – are sample charging and sample damage (also known as beam 
damage).  

In conductive samples the electrons that leave the sample due to the photoexcitation 
are compensated by a current from the sample plate which is in contact with the 
sample holder and finally ground. Therefore, an infinite source of electrons is 
available to compensate the lack of electrons, and positive charge accumulation on 
the sample surface is avoided.  

In the case of insulating and large-bandgap semiconductors, the situation is not the 
same. The lack of electrons causes a positive charge on the surface. This charge 
interacts with the outgoing photoelectrons and ultimately changes the peak 
positions. This change can amount from several eV to several tenths or even 
hundreds of eV. In order to solve this problem a good electrical contact with the 
sample holder, using a conductive mesh on the sample surface can sometimes 
overcome the problem. In other cases, charging is in constant in time and 
homogeneous all over the sample, and then it is easy to calibrate all spectra with 
respect to a known peak’s binding energy71. This solution is, however, not viable in 
the case of strong differential charging on an inhomogeneous sample. 
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Figure 4.7.  
XPS analysis of polymer 7b samples at I311 beamline at MAX IV laboratory. The peaks position cannot be assigned 
correctly since the peak position is not reliable due to the charging on the sample surface. 

One solution to avoid the effects of sample charging is to use an electron flood gun, 
which delivers low energy electrons to the sample surface. However, due to the 
interaction between the low-energy electrons and the sample, this can cause changes 
in the sample, which might be difficult to realise.  

As described above, in my work I analysed polymerised catalyst complexes, i.e. 
transition metal complexes embedded in a block copolymer matrix. The samples are 
non-conductive enough and may experience sample charging. This is illustrated in 
Figure 4.7 for a measurement that I performed at beamline I311 at the old MAX-lab 
synchrotron radiation source. The figure shows four different, subsequent scans of 
a C 1s XPS measurement on polymer 7b in paper I. During measurement the sample 
was moved in order to avoid beam damage. The differential charging effect is 
obvious: both different shifts, peak broadenings and extra peaks are seen, but also a 
non-perturbed C 1s peak.  

In order to solve this issue samples were prepared with less amount of the material 
on the Si wafer substrate, and more importantly a lab source X-ray anode was used 
instead of synchrotron light. Using a lab source anode with lower flux and bigger 
beam spot reduced the intensity of light on the sample surface. This resulted in a 
lower signal and more scans had to be acquired and summed up later. While this is 
a disadvantage, it was outweighed by that charging was not observed anymore. It is 
important to note that there was no sign of change between separate scans. 

Another issue that I had with the samples was strong beam damage due to the high 
photon flux. Beam damage using X-ray source can be due to direct interaction 
between incident beam and the sample causing photo degradation of the sample. It 
can also be due to the interaction of the secondary radiation produced by the incident 
beam. Auger and secondary electrons produced in the XPS process can also interact 
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with the sample and cause damage to the surface142. At the new SPECIES beamline, 
operated on the MAX II electron storage ring, the photon flux had increased so much 
that beam damage became forbidding: no result could be obtained in several 
attempts. Even though the sample was moved under the beam, beam damage was 
so fast that the catalyst samples were destroyed immediately and no meaningful data 
could be acquired. This means that a small beam spot and very high photon flux are 
not desirable for the polymer sample measurements. However, the use of a lower 
intensity X-ray light source was successful: the spectra that are shown above were 
measured using X-ray tubes at the SPECIES and HIPPIE beamlines. Of course, the 
lower photon flux and bigger beam spot resulted in intensity and less favourable 
statistics and thus slower data acquisition. Nevertheless, use of a lab source turned 
out to be more reliable for analysing the polymer samples.  

Approach 2: Heterogenisation of the catalyst on a reduced graphene oxide support 
using non-covalent interactions 
Papers III and IV deal with the immobilisation of catalytic Pd complexes (cf. Figure 
4.8 for the structures of complexes 1@rGO and 2@rGO) on rGO using π-π 
stacking19, i.e. a non-covalent bond. The catalyst material is similar to that 
synthesised in conjunction with the work reported in papers I and II, but the Pd NHC 
complexes are now modified by the addition of either one (1@rGO) or two 
(2@rGO) anthracene groups to allow for π-π stacking. As with material 7a the 
target catalytic reaction was the acetoxylation of benzene and biphenyl. The rGO 
support is catalytically inert and has a large surface area, which helps to disperse the 
immobilised catalyst and avoid catalyst agglomeration on the surface. It is also 
known that rGO can tune the activity and selectivity of some complex catalysts19.  

The Cl 2p core level lines of 1, fresh 1@rGO and 1@rGO after acetoxylation are 
shown in Figure 4.9. For comparison a Cl 2p reference XP spectrum of 
chloropyridine is also shown. The broadening of the peaks in the spectra of 1, fresh 
1@rGO and 1@rGO after acetoxylation suggests the presence of more than one 
species on the surface. The structure of Pd complex 1 suggests that the Cl 2p XP 
spectrum should contain two doublets. Indeed, two components are found at Cl 2p3/2 
binding energies of 197.7 and 198.7 eV. The former is related to Cl binding to Pd 
and the latter to Cl in chloropyridine, bonded to Pd. These two components have the 
correct 2:1 intensity ratio. 

The appearance of the Cl 2p spectra changes quite drastically after immobilisation 
of the complex 1 on rGO. For fresh 1@rGO the Cl-Pd component is retained, but 
broadened, while the chloropyridine-Pd component has disappeared. A new 
component at higher binding energy has appeared instead. Only this latter 
component survives after use of the catalyst in the acetoxylation reaction (sample 
1@rGO after acetoxylation). 



85 

In order to identify the high-binding energy component, I made a reference 
measurement on rGO onto which chloropyridine was dropped. Chloropyridine has 
a high vapour pressure and thus the measurement had to be done quickly and on 
several identically prepared samples. Summing up all the Cl 2p spectra from these 
samples shows that the binding energy of Cl in rGO-bonded chloropryridine is at 
200.3 eV. To my knowledge this result or any result for a similar graphite/graphene-
like surface has not been reported before. The observation of a peak at the very same 
binding energy peak for the 1@rGO samples is strong evidence for that that 
chloropyridine is separated from the complex after immobilisation on rGO. It sticks 
directly to the surface by π- π stacking.  

 

Figure 4.8.  
Catalytic Pd complexes modified with (a) one or (b) two anthracene groups and sketch of the suggested immobilised 
structures on rGO using non-covalent . Figure modified from reference 1. 
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Figure 4.9.  
Cl 2p XP spectra of 1c, fresh 1@rGO, 1@rGO after acetoxylation and chloropyridine@rGO. Figure is modified from 
reference 5. 
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5. Conclusion and Remarks 

The aim of my thesis was to synthesise a new heterogeneous transition metal 
catalyst for direct C-H activation by using concept similar to molecular imprinting, 
i.e. encapsulating the catalyst complex in a suitable cavity adapted to the desired 
reaction product. I studied catalytic transition metal complexes – NHC Pd 
complexes – that were heterogenised via three different approaches using covalent 
and non-covalent bonds: (1) heterogenisation of the catalyst on a polymer support 
using covalent bonds, (2) heterogenisation of the catalyst on a reduced graphene 
oxide support using non-covalent interactions and (3) immobilisation of the catalyst 
on an inorganic surface using covalent bonds and encapsulation in an inorganic 
matrix.  

The first approach was used to synthesise new catalysts by anchoring the catalyst 
complex to the carbon chain using two linking groups attached to the nitrogen atoms 
in the carbene ring. In the second paper one arm was used for anchoring the catalyst 
complex to the polymer chain. Furthermore, in the second paper the anchoring arm 
was attached to the backbone of the imidazole moiety of the catalyst to provide more 
mobility and to avoid changes in the carbene ring properties, which potentially could 
lead to changes in the electron density of catalytically active Pd ions. These catalysts 
were also used in reactions, recycled and then analysed using UHV XPS. The XPS 
results show that the synthesis of the catalysts and their heterogenisation using a 
polymerisation approach were successful for both “one-arm” and “two-arm” 
catalysts. No change in the oxidation state of Pd was observed: the catalyst was 
stable during synthesis, polymerisation and catalytic reaction. TEM proved that 
there is no sign of Pd nanoparticles in the polymer matrix and, furthermore, the Pd 
atoms are distributed evenly in the matrix. It turned out that the approach did not 
allow proper encapsulation of the catalyst in a cavity due to the shape of the 
polymer: the catalysts are attached from one side to the carbon chain, and the 
polymer matrix cannot extend to cover the area around the catalyst. Nevertheless, 
the catalysts’ activity and selectivity was favourable.  

In the second approach used in papers III and IV catalytic transition metal 
complexes were immobilised on an rGO surface using π-stacking between 
anthracene groups of catalyst complexes and the rGO surface. These catalysts were 
successfully used in halogenation reactions. The XPS analysis showed that there 
was no sign of Pd0, which proves that the Pd in the complex is stable throughout 
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synthesis, immobilisation on the rGO surface, catalysis and recovery. TEM also 
showed a homogenous distribution of the catalyst complexes on rGO and no sign of 
Pd nanoparticles. Again, encapsulation of the catalyst was not possible given the 
shape of the support.  

In paper V I employed APXPS combined with DFT calculations to study the 
electronic structure of two widely used ALD precursors: TDMAHf and TDMAT. 
This study showed that π-donation from the amide ligands to the metal cause slight 
changes in the electronic structure, not only in the valence molecular orbitals, but 
also in the core levels. DFT contributed strongly to an increased understanding. This 
study is a good example of how DFT successfully can be combined with experiment.  

Finally, in paper VI I report an operando study of ALD of HfO2 on in situ-oxidised 
SiO2/Si(111). In this study, surface chemical reactions were followed with 13 s 
temporal resolution. By using the snapshot mode of the analyser instead of the swept 
mode, the required measurement time for one core level could be decreased 
considerably. APXPS helped to bridge the pressure and time gaps between the ALD 
process and XPS measurements. Operando measurements helped to follow the 
surface species during each ALD half cycle and evacuation of the chamber. The 
results show that reactions start as soon as a TDMAHf precursor reaches the surface. 
Changes in Hf 4f, N 1s and C 1s clearly show that the precursor is adsorbed and 
reacts on the surface. MMI as a result of a β-hydride elimination reaction is observed 
at later stages of the reaction.  

Also here, DFT helped to complete the understanding of the reaction mechanism 
and identify the spectral fingerprints of surface chemical species in APXPS. The 
calculations suggest that the reaction between the surface and precursor can be 
triggered by water or hydroxyls. Both ligand exchange and β-hydride elimination 
towards MMI seem feasible.  

Also the ALD water half cycle was monitored. An abrupt shift in the binding energy 
of the Hf 4f core level occurs upon water dosing, which is due to the production of 
HfO2 on the surface. A sudden decrease in the N 1s and C 1s intensities shows the 
removal of undesired precursor material from the surface, which, however, is far 
from complete.  
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6. Outlook 

The fundamental studies reported in this thesis on the synthesis of a heterogeneous 
catalyst for direct C-H activation provides the possibility for further investigation 
on these systems. I would like to suggest the study of the heterogeneous catalysts 
designed within the context of this thesis in ambient pressure experiments. APXPS 
could give more insight about the reaction mechanisms and activity of the catalysts.  

One could also pursue a DFT study of the one-arm and two-arm complexes studied 
in papers I-VI. This could expand the understanding of the difference between the 
electron density on the catalytically active centres of the immobilised one-arm and 
two-arm catalysts. An ambient pressure XPS investigation together with DFT 
calculation could help to understand reaction mechanisms and improve the design 
or synthesis process. 

Another suggestion is to study the immobilisation of catalytic transition metal 
complexes on rGO using near-edge X-ray absorption fine structure (NEXAFS) 
spectroscopy. Such a study to study would help to find out about the orientation of 
the catalyst complexes on the rGO surface. Also here, APXPS and DFT could 
provide further insight into the nature of the catalysts and their reactivity behaviour. 

The HfO2 ALD investigation could be expanded to different surfaces. Experiments 
that I performed but where the results are not presented in this thesis include the 
ALD on a pristine Si(111) surface. In addition, the ALD of HfO2 on a native oxide 
on Si(111) was also studied. As can be seen in Figure 6.1, the substrate structure 
can strongly affect the ALD growth of HfO2: while the interaction of TDMAHf with 
clean Si(111) is slow, it is very rapid on the native oxide-covered surface. As soon 
as the TDMAHf dose is applied, the Si 2p line disappears in the measurement on 
the native oxide surface. However, in the case of the clean Si(111) surface very little 
change is observed. This show a much less strong interaction between TDMAHf 
and the clean Si(111) surface in comparison to that between TDMAHf and the 
native oxide. 
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Figure 6.1.  
Si 2p XPS surface spectra during dosing TDMAHf: (a) native oxide SiO2/Si(111) and (b) clean Si(111). Surface XP 
spectra consists of 200 and 140 scans for native and clean surface, respectively.  

Removing the native oxide layer from the SiO2/Si(111) surface and hydrogen- 
terminating it, could also make for an interesting study. The surface is rather inert 
and can stay clean for longer time in air and even more so in a UHV chamber. This 
will limit the effect of any undesired contamination that can change the chemistry 
of TDMAHf on the surface. Hydrogen atoms on the surface can also trigger the 
interaction between TDMAHf and Si(111) surface in a different way in comparison 
to what has already been studied.  

As mentioned in the introduction, the aim of my research was to apply the molecular 
imprinting concept by immobilising a catalytic transition metal complex on 
inorganic surface, encapsulating the catalyst inside an inorganic matrix and leaving 
a cavity close to the catalytically active centre of the catalyst by removing the 
template molecule attached to the catalyst complex. This design should in the end 
result in a good selectivity of the catalyst. In collaboration with the Chemistry 
Department a new catalyst for immobilisation has already been designed. Further 
studies can include the immobilisation of this new catalyst on an inorganic surface 
such as Si(111), employing NEXAFS to study the orientation of the catalyst, using 
APXPS to provide information about the interaction of the molecule with the surface 
and its surface chemistry of the surface during encapsulation. It is important to make 
sure that the catalyst is capable of orienting itself on the surface such that the 
catalytic active centre is not buried under the inorganic matrix. The catalyst should 
also be stable and not dissociate during immobilisation and ALD growth.  

In order to be closer to real ALD conditions one could think of designing an APXPS 
reaction cell similar to industrial ALD cells. Potentially, this could very much 
improve the dosing and evacuating steps of the ALD half cycles. Gathering 
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information at high time resolution combined with faster process could help to 
answer important questions about the formation of the interfacial layer in ALD. By 
decreasing the amount of precursor dosed on to the surface and faster evacuation, 
changes in the chemistry of the surface could be observed better.  
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