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Abstract

Quantum dots (QDs) are semiconductor nanocrystals with quan-
tum confinement. This thesis uses various time-resolved spec-
troscopic techniques to study ultrafast charge carrier dynamics
in colloidal CdSe quantum dots that are important both from
a theoretical point of view and for their relevance for solar cell
applications. Using 2D electronic spectroscopy, we follow charge
carrier relaxation and trapping, demonstrating the power and rel-
evance of this technique to QDs. The 2D spectroscopy and other
ultrafast techniques allow us to distinguish between trap states
with different characteristics with respect to energy level, lifetime
and localization. We characterize energy transfer in films of QDs
of different sizes, using ultrafast experiments and a detailed the-
oretical description of the film and QD geometry. Electron and
hole transfer is affected by trapping, by the shell in core–shell
structures, and by charging of the QD during injection of several
excited electrons. Finally, we study the formation and decay of
multiple excitons in QDs. Together, the techniques reveal a rich
picture of processes and show how these can be controlled for
more efficient solar cells.
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Populärvetenskaplig

sammanfattning

Vad händer när en halvledarkristall blir väldigt liten? Ett
halvledarmaterials optiska och elektriska egenskaper hänger ihop
med hur partiklarna som bär elektrisk laddning, elektroner och
hål, uppför sig. (En elektron är en negativt laddad partikel. Ett
hål kan beskrivas som en positivt laddad bubbla i ett hav av
elektroner, och precis som med bubblor är det ibland enklare att
titta på hålen än på allt runtomkring dem.) En tillräckligt stor
halvledarkristall är praktiskt taget oändligt stor för laddnings-
bärarna, men när kristallen blir så liten att den hindrar laddnings-
bärarnas rörelse påverkas också deras beteende, som om de har
drabbats av klaustrofobi. Till exempel förändras halvledarens
förmåga att ta upp, absorbera, ljus beroende på kristallens storlek.
Detta fenomen kan beskrivas med hjälp av kvantmekanik, och
kristaller som är små nog att stänga in laddningsbärare kallas
därför kvantprickar.

Ett välundersökt material för kvantprickar är kadmiumse-
lenid. Kvantprickar av kadmiumselenid är några nanometer
(nano- betyder miljarddels) stora, och består av hundratals till
tusentals atomer. De är bland annat lätta att framställa uppslam-
made i lösning, så kallade kolloidala kvantprickar. Det går också
att ha ett annat material, till exempel zinksulfid, som ett skal runt
kadmiumseleniden, vilket ger en så kallad kärn–skalkvantprick.
För att kvantprickarna ska vara lösliga i olika lösningsmedel eller
gå att fästa på ett underlag täcks de med molekyler, så kallade
täckmedel, till exempel fettsyran oljesyra.

Solceller är ofta gjorda av halvledare som absorberar ljus, och
därför är det lätt att fråga sig om kvantprickar kan vara använd-
bara i solceller, eftersom man kan styra hur de absorberar ljus.
Det visar sig också att kvantprickar har flera andra egenskaper
som kan göra solceller effektivare. I den här avhandlingen har vi
studerat några sådana egenskaper och hur de påverkar processer
i kvantprickar.

Många intressanta processer i kvantprickar sker väldigt
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snabbt, på en tidsskala från nanosekunder till femtosekunder
(miljondels nanosekunder). För att kunna studera dem har vi
därför använt korta laserpulser, som gör att vi kan följa vad
som händer efter att kvantprickarna absorberat ljus. Vi kan till
exempel följa deras absorptionsförmåga (transient absorption)
eller hur de sänder ut ljus igen (tidsupplöst fluorescens). En
särskilt avancerad metod som vi har använt är 2D-spektroskopi,
som kallas så för att den ger hög upplösning i två dimensioner,
både vilken ljusenergi som kvantpricken tar upp från början och
vilka olika energier som den sedan absorberar.

När kvantprickar tar upp ljus kan en elektron ta upp energin
i ljuset och lämna ett hål efter sig. Tillsammans kallas elektron–
hålparet en exciton. Likt en nyuppblåst såpbubbla ändrar ex-
citonen på sig, relaxerar, tills den hittat sin lägsta energi, som
den sedan behåller tills såpbubblan spricker eller elektronen och
hålet återförenas. Vi har följt relaxeringen med 2D-spektroskopi
och sett detaljer som inte tidigare har kunnat ses.

Medan de relaxerar kan elektronen och hålet i en exciton
fastna i så kallade fällor, som är tillstånd som de sedan har svårt
att komma loss ifrån. Fällor uppstår vid oregelbundenheter i
kristallen, till exempel vid täckmedelsmolekylerna på ytan. Vi
har tittat på olika sorters fällor med både 2D-spektroskopi och
andra metoder.

För att kvantprickar ska kunna användas i solceller måste
elektronen och hålet skiljas åt, genom att en av dem överförs
till ett annat material, injiceras. Det kan också vara praktiskt att
överföra hela excitonen från kvantprick till kvantprick. Vi har
följt dessa överföringsprocesser och hur de påverkas av kvant-
prickarnas egenskaper och andra processer.

En egenskap hos kvantprickar som kan vara nyttig i solceller
är deras förmåga att under vissa omständigheter omvandla en
absorberad foton (ljuspartikel) till två eller fler excitoner. För att
lära oss mer om denna process har vi imiterat den genom att
belysa kvantprickarna med så starkt ljus att en kvantprick kan
hinna absorbera flera fotoner från en laserpuls. Sedan har vi följt
vad som händer med excitonerna när de relaxerar eller när en
elektron injiceras.

Sammantaget visar det sig att kvantprickar har många egen-
skaper som är intressanta i sig, men också är möjliga att styra för
att förbättra deras användbarhet i solceller. Förhoppningsvis kan
detta leda till billiga och effektiva solceller som bidrar till att lösa
världens energiproblem.
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Chapter 1

Introduction

1.1 Discovery of quantum dots

In the early 1980s, solid state physicists started to take an interest
in what happens when semiconductor crystals become very small,
on the order of a few to tens of nanometres. Such crystals were
created in several different ways, such as epitaxial growth on the
surface of another material, suspended in aqueous solution or as
inclusions in a glass.1–3

The electrons in semiconductors populate electronic states
in a band of allowed energies. The intrinsic semiconductors
feature a fully populated valence band, followed by a band gap
without states and an unpopulated conduction band. The longest-
wavelength (lowest-energy) light that a macroscopic semiconduc-
tor can absorb is determined by the band gap, which is a material
constant.4 In bulk semiconductors, changing the band gap means
changing the material. However, it was found that the absorp-
tion spectra, and thus the colour, of the semiconductors change
with crystal size when the crystals are small enough. This was
called the quantum size effect.1–3 Semiconductor nanocrystals dis-
playing the quantum size effect were first called “quantum dots”
(QDs) in 1986, in that case describing nanocrystals embedded in
nanowires.5

From the perspective of quantum mechanics, the quantum
size effect is in itself not that surprising. It is a feature already
of the most simple quantum mechanical model, the particle in
a box or infinite square well.6 In this model, a particle of mass m
is confined along a stretch of length a, the box (or square well).
Inside the box, the potential is 0; outside, it is infinite. The energy
E of the particle is given by the time-independent Schrödinger
equation, which inside the box takes the form:
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1.2 Development of quantum dots and scope of the thesis

CB

VB

Figure 1.1. Schematic of a core (left)
and gradient core–shell (right) QD,
along with sketches of their conduction
band (CB) and valence band (VB) po-
tentials.

Figure 1.2. Crystal structure of a
quantum dot without capping agent.
Picture courtesy of Thorsten Hansen.

− h̄2

2m
d2ψ(x)

dx2 = Eψ(x) (1.1)

where h̄ is Planck’s reduced constant (1.05 · 10−34 J·s)7 and
ψ(x) is the time-independent wave function. The solutions to
this differential equation are a set of energies En:

En =
n2π2h̄2

2ma2 (1.2)

where n is any positive integer.6 The energy difference ∆E
between two adjacent levels n and n− 1 is

∆E =
(2n− 1)π2h̄2

2ma2 . (1.3)

An electron excited by light in a quantum dot can be modelled
as a particle in a box, where the box is determined by the bound-
aries of the dot (see Figure 1.1). We see that the change in energy
of a given excitation ∆E increases as a decreases. An electron
will need more energy to be excited, meaning that absorption
will shift towards the blue. Furthermore, the particle-in-a-box
model shows that in QDs, only certain discrete energies are al-
lowed. Conversely, if a is large enough, essentially any energy is
possible.

Of course, this is only a very rough sketch of the electronic
structure of QDs. A full description uses more realistic shapes of
the band potentials, considers what happens in the valence band
after an electron is removed, and defines when the nanocrystal is
small enough to be a quantum dot. We return to the quantum
mechanical modelling of QDs in Chapter 3 and Chapter 6.

1.2 Development of quantum dots and scope of
the thesis

As mentioned previously, quantum dots have been produced by
several different methods since the beginning of the field. The
work presented in this thesis is on colloidal QDs, i.e. where
the QDs are synthesised as colloids with a cover of capping
agents, suspended in a solution. The capping agents are organic
molecules that bind to the QD surface. They improve the solu-
bility in polar or nonpolar solvents, passivate dangling orbitals
on the nanocrystal surface, and can enable chemical interactions
with other nanostructures.8 In some of the work described in
this thesis, the QDs are deposited on a surface or included in a
solvent glass, but the capping agents remain.

A prerequisite for the investigation of QD properties and
their use in applications has been the development of reliable
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Introduction

synthetic techniques. Regarding colloidal quantum dots, an
important target has been a narrow size distribution without
further purification steps.9 Another line of pursuit has been the
development of so-called core–shell quantum dots. Early in
the exploration of QDs, it was recognized that covering a QD
(the core) with a different semiconductor material (the shell) in
core–shell structures would be advantageous.10 Originally, core–
shell QDs were synthesized by first synthesizing the cores, then
adding the precursors of the shell material.11 More recently, a
single-step method that creates a gradient from core to shell
was developed,12 which was used here (see Figure 1.1). We will
return to it in Chapter 2.

Although quantum dots have been made from many different
semiconductor materials, this thesis will be exclusively about
CdSe quantum dots. CdSe is a well-characterized model or “toy”
material for QDs, due to some of its advantageous properties. For
example, it is easy to synthesize CdSe QDs with high quality.4

When we discuss core–shell QDs, the shell material is always
ZnS (denoted as (CdSe)ZnS quantum dots), which means that
the band alignment is of type I. In type I core–shell QDs, the
valence band is higher in energy in the core than in the shell, and
vice versa for the conduction band. As a result, both electrons
and holes have the lowest potential in the core, giving high
confinement and chemical stability.13

A disadvantage of CdSe is the toxicity of cadmium.14 One
could think of several ways of dealing with this issue. One
would be to develop systems, on both a chemical and a societal
level, that ensure that the QDs are shielded from contact with
the environment. Examples of chemical systems would be shell
materials and specific capping agents.15 Another would be to use
the understanding gained from CdSe to construct similar systems
from materials that are more friendly to the environment but
less friendly to the brain of the researcher. Two such materials
are CuInS2 (copper indium sulphide) and CZTS (copper zinc tin
sulphide).16–18

1.3 Dye-sensitized solar cells and quantum
dot-sensitized solar cells

As awareness has increased of the consequences of CO2 emission
to the atmosphere and the possibility of decreased fossil fuel
production (peak oil), alternative energy sources have received
more attention. The most fundamental and in theory the most
promising such source is the sun. Indeed, sunlight provides
the Earth with more than 10,000 times the energy consumed
by humanity. If this energy can be collected and turned into
electricity or fuels with an efficiency of 10%, covering 0.1% of

3



1.3 Dye-sensitized solar cells and quantum dot-sensitized solar cells

the surface area of the Earth with solar power plants would be
enough to provide all the energy needed.19

For many years, research into generating electricity from
sunlight, i.e. photovoltaics, was focused on solar cells based
on silicon. This has changed during the last 25 years, starting
with the development of the dye-sensitized solar cell (DSSC).19

The first practical DSSC was described in 1991.20 In this type of
solar cell, light is absorbed by dye molecules that are attached
to a metal oxide (often TiO2) in nanoparticle form to provide
the largest possible surface area. The excited electrons in the
dyes are transferred to the metal oxide, which is connected to an
electrical circuit. The circuit is completed by an electrolyte with
a redox pair such as I−/I−3 . Compared to previous solar cells,
the dye-sensitized solar cell require much less pure materials,
leading to lower cost.21

Considering the high extinction coefficient and tunable band
gap of QDs, it is not surprising that QDs were suggested as
sensitizers at the same time as DSSCs entered the solar cell field,
in the so-called quantum dot-sensitized solar cell (QDSSC).21

However, it is only within the last few years that QDSSCs have
truly started to show their potential, with the highest reported
efficiency of QDSSCs and related QD-based solar cell systems
going from 3% in 2010 to 9.9% in 2015. Despite this rapid in-
crease, the efficiency is still quite low compared to competing
technologies (see Figure 1.3).22

In addition to their extinction coefficient and band gap,23,24

QDs have a number of other properties that are of interest for
solar cell applications, such as multiple exciton generation (MEG,
see Chapter 6),25–29 hot electron transfer,21 and high stability30.
Using multiple exciton generation and hot electron transfer, QDs
could potentially break the Shockley–Queisser thermodynamic
limit, which arises from a consideration of the solar spectrum
and the properties of a single-junction solar cell. Photons with
energies smaller than the band gap will not be absorbed, and
photons with energies larger than the band gap will lose the
excess energy as heat. The theoretical maximum efficiency of a
solar cell made from one semiconductor material is thus no more
than ∼30% for blackbody radiation,31 increasing to 31–33% if
the absorption of the atmosphere is taken into account32. Fur-
thermore, the Shockley–Queisser limit disregards other practical
issues that diminish the real efficiency.33

This thesis deals with application of QDs in light harvesting
in many aspects. The thesis is organized as follows. After this in-
troductory chapter, the fabrication of samples is briefly described
in Chapter 2, followed by descriptions of the experimental meth-
ods along with short motivations for using them. Our results
are described in four chapters organized thematically: charge
carrier relaxation (Paper I), charge carrier trapping (Paper I, II,

4



Introduction

and III), energy and charge transfer (Paper III, IV, and V), and
multiexcitons (Paper V and VI). Some of the papers upon which
the thesis is based deal with two themes, and will therefore be
described in two chapters. Some concluding remarks are given in
the final chapter. The aim of the thesis is, rather than achieving
a record-efficiency solar cell, to understand fundamental charge
carrier dynamics in the system and obtain knowledge showing
the real potential of QD-based photovoltaics.

5



1.3 Dye-sensitized solar cells and quantum dot-sensitized solar cells

Figure 1.3. Best research-cell efficiencies of solar cells. Purple: Multijunction cells and single-junction GaAs. Blue:
Crystalline Si. Green: Thin-film cells. Orange: Emerging technologies, among them perovskite cells (circles filled with
yellow), dye-sensitized cells (circles filled with white) and quantum dot cells (diamonds filled with white). Adapted
from22, courtesy of the National Renewable Energy Laboratory, Golden, Colorado.
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Chapter 2

Materials and methods

Quantum dots were synthesized using a wet chemical method, and
then put into various kinds of samples. The samples were studied
using mainly transient absorption and 2D electronic spectroscopy, as
well as time-resolved photoluminescence.

2.1 Synthesis of quantum dots

2.1.1 Core quantum dots

Most core QDs used in this thesis were synthesized at the depart-
ment, the exception being the 5 nm QDs used in the multiexciton
cross section measurements (Paper VI) which were purchased
dispersed in toluene from Sigma-Aldrich (Lumidot) and diluted.

Figure 2.1. Structural formula of oleic acid.

In the synthesis used at the department,24,34 the cation pre-
cursor is created by heating CdO with oleic acid in 1-octadecene
solution. Oleic acid (OA, see Figure 2.1) will also form the cap-
ping agent of the QDs. The temperature is then increased to the
desired reaction temperature (180–320 ◦C), and the anion precur-
sor, Se in trioctylphosphine, is injected, which starts the growth
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2.1.2 Core–shell quantum dots

Figure 2.2. Structural formula of
2-MPA.

O

OHHS

Figure 2.3. Structural formula of
3-MPA.

of the QDs. The growth is stopped after seconds to minutes by
quickly immersing the reaction vessel in an ice bath. By changing
the reaction temperature or growth time, the final size of the QDs
can be adjusted. After the synthesis, the QDs were purified twice
and transferred to hexane or toluene solution.

2.1.2 Core–shell quantum dots

Gradient core–shell quantum dots were synthesized at the de-
partment.29,35 The synthesis of gradient core–shell QDs12,36 takes
advantage of the different crystal growth rates of core and shell
materials. Both core and shell precursors are present in the re-
action mixture. When the reaction is started, the core material
grows fastest, meaning that crystals will be almost pure core
material, but as the core precursors are depleted, the outer layers
of the QDs will be almost pure shell material, with a gradient
in-between.

As with core QDs, the size, in this case including the shell
thickness, is determined by changing the reaction temperature
and time (300–325 ◦C, 5 s–5 min). The procedure is also similar
to the synthesis of core QDs in other respects, but the cation
precursor contains both CdO and ZnO, and the anion precursor
contains both Se and S.

2.1.3 Functionalization

QDs that are used for sensitization need to have the oleic acid
replaced by a bifunctional capping agent, i.e. a capping agent
with two functional groups—one interacting with the nanocrys-
tal surface and one interacting with the surface of the sensi-
tized material. Two bifunctional capping agents were used in
this work, namely 2-mercaptopropionic acid (2-MPA) and 3-
mercaptopropionic acid (3-MPA, see Figure 2.2 and 2.3). In
Paper I, III and IV, 3-MPA was used; in Paper V, 2-MPA. Both
molecules contain a thiol group, which reacts with the QD sur-
face, and a carboxylic acid group. The carboxylic acid groups,
apart from attaching to other surfaces, also make the QDs sol-
uble in polar solvents rather than nonpolar as in the case of
OA. For this reason, the QDs are resuspended in ethanol after
replacement of the capping agents.

2.2 Sample preparation

In the samples studied in this thesis, QDs have been placed in a
number of different environments, namely colloidal suspension
in a solvent, in a solvent glass, deposited on an acceptor of
electrons or holes, or deposited on a glass surface.
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Materials and methods

Solvents used were hexane or toluene (for oleic acid-capped
QDs) and ethanol (for MPA-capped QDs). The band-edge transi-
tion optical density was kept under 0.3 in 0.5 or 1 mm cuvettes.

In Paper I, the QDs were measured in a solvent glass. The
material for a solvent glass needs to be a good solvent for the
solute at all temperatures between room temperature and the
measurement temperature, but should not crystallize in the solid
state. This is usually accomplished by mixing different solvents
with similar properties that do not crystallize well together. In
this work, the QDs were suspended in a 1:1 mixture of methanol
and ethanol, which forms a decent solvent glass at 77 K.

MPA-capped QDs were attached to mesoporous NiO films
(Paper III) or ZnO nanoparticle films (Paper V) by coating the
films in QD suspension and incubating in the dark.

QDs were spin-coated onto a silica glass surface for two
reasons: to study energy transfer between different sizes of QDs
(Paper IV) and to check the effects of QD attachment to a surface
and charge transfer separately (Paper V). The energy levels of
the glass are such that no charge transfer can take place. This
was used to verify that surface trapping or agglomeration do not
cause fast decays that could be mistaken for charge transfer.

2.3 Measurement techniques

2.3.1 Steady-state techniques

Steady-state absorption spectroscopy is one of the most funda-
mental spectroscopy techniques, describing how the light inten-
sity I with a given frequency ν changes as it goes through a
sample:

lg
I0

I
= A(ν) = ε(ν)lc, (2.1)

where A is defined as the absorbance, ε is the extinction
coefficient of the absorbing species, l is the path length through
the sample and c is the concentration of the absorbing species.
An important parameter in the description of QD absorption
spectra is the position of the first (band-edge) absorption peak,
from which the size of the QDs can be determined.37

Steady-state absorption spectra were measured in a UV–vis
absorption spectrometer (Agilent 845x). Absorption spectra of
samples at 77 K were measured in another UV–vis spectrome-
ter (PerkinElmer Lambda 1050), with the samples kept in the
cryostat.

Photoluminescence (PL) is the emission of light by a species as
it decays from an excited state. Steady-state photoluminescence
spectroscopy is also a comparatively simple way of characterizing
QDs. We used it to check for energy transfer between QDs (in
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2.3.2 Transient absorption

Paper IV) and to check the sample quality, e.g. the presence of
traps.

Steady-state photoluminescence spectra of QD films and col-
loidal solutions were measured in a fluorescence spectrometer
(Spex 1681), usually with excitation at 470 nm. In the ordered
multilayer film study (Paper IV), the samples were excited at
420 nm in an N2 atmosphere.

2.3.2 Transient absorption

Transient absorption spectroscopy (TA) is the extension of ab-
sorption spectroscopy to the time dimension. A process is started
in the sample by an ultrafast laser pulse (the pump), and the
absorbance of another pulse (the probe) after a time delay is
measured. By repeating the measurement with different time
delays and subtracting the absorbance without pump, a transient
absorption trace is obtained.

The typical transient absorption setup used in this work was
described in24 and is shown in Figure 2.4. A femtosecond oscil-
lator (Tsunami) feeds a regenerative amplifier (Spitfire XP, both
Spectra Physics) to generate 80 fs laser pulses at 800 nm wave-
length and 1 kHz repetition rate. These pulses are converted to
pump pulses at 430–470 nm by an optical parametric amplifier
(Topas C, Light Conversion) and to probe pulses (a broad super-
continuum spectrum) by a sapphire plate. Part of the probe beam
is split off as a reference; both beams are dispersed in a spec-
trograph and detected by a diode array (Pascher Instruments).
In Paper VI, narrow-band probe pulses were used instead of
a supercontinuum. These are generated in a nonlinear optical
parametric amplifier (NOPA) and detected by photodetectors.

For Paper II, a femtosecond pump–nanosecond probe setup
with two synchronized lasers was used. Pulses from an amplified
laser (CPA 2001, 1 kHz repetition rate) were sent into a 1 mm
thick BBO crystal to generate the second harmonic at 387 nm,
which was used as the pump beam28. The intensity of the pump
beam was controlled by a compensator–analyzer combination. A
pulsed Nd:YAG diode-pumped laser generated the probe beam
at 532 nm. The time delay of the probe beam relative to the
pump beam was created by a delay generator triggered by the
transistor–transistor logic signal from the amplified laser.

Thin-film samples were kept in N2 atmosphere during the
measurements to avoid QD oxidation.38

2.3.3 2D electronic spectroscopy

The result of two-dimensional electronic spectroscopy (2DES)
measurements is a series of spectra for a number of population
times, with rephasing and non-rephasing spectra at each time as
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Figure 2.4. Transient absorption setup used in this work. The setup can be used in broadband (BB) or narrow-band
(NB) probe mode. In broadband mode, the signal is detected by the diode array; in narrow-band mode, by the
photodetectors PD2 and PD3. Figure courtesy of Pavel Chábera.

a function of two angular frequency axes ω1 and ω3. (As the
axes are the result of Fourier transforms, the instrumental out-
put is often given as angular frequency ω, which is converted
to energy by multiplication with Planck’s reduced constant h̄.)
There is a lot of information available, but it is also demanding
to interpret. However, if we limit ourselves to the sum of the
rephasing and non-rephasing spectra and take the real part of the
complex values, it can be thought of as the extension of transient
absorption to two dimensions: the ω1 axis is analogous to the
pump frequency, and ω3 is analogous to the probe frequency. In
addition, the off-diagonal peaks (cross peaks) of a 2D spectrum
show both coherence and population dynamics between the two
states involved.39

2DES has in recent years shown its utility when it comes to
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2.3.3 2D electronic spectroscopy

showing couplings between different energy levels, as well as
achieving high time and energy resolution in QDs and other
systems.40,41 This advantage originates from the properties of
the Fourier transform, the shorter laser pulses are in time, the
broader their spectra. For conventional transient absorption
spectroscopy, this forces a compromise between temporal and
spectral resolution, but in 2D spectroscopy, this is avoided by
using a series of pulses, enabling simultaneous high time and
energy resolution. The downside is longer data acquisition times.

Compared to nuclear magnetic resonance (NMR) spec-
troscopy, where series of radio-frequency pulses have been used
for a long time and 2D NMR was developed in the 1970s,42

2DES and its closely related counterpart 2D infrared spectroscopy
(2DIR) are rather recent developments. The fundamental theory
was developed by Mukamel and co-workers in the beginning of
the 1990s,43,44 and the first successful 2DES experiments were not
published until 199845. Since then, the use of 2DES has spread
to many different fields.

Spherical mirror

Sample

Grating

ChoppersIris

Mirror

Filter

Wedges

From NOPA

Signal & LO
to detector

3/4     1/2

Figure 2.5. Simplified schematic side view of the core of the 2D setup (after 46).
Pulse 3/4 is delayed relative to pulse 1/2 by a delay line (not shown).

In Paper I, we used a previously described 2D spectroscopy
setup46. By using diffractive optics and well-considered geom-
etry of optical elements, it has high phase stability. 1030 nm
pulses are generated in an Yb:KGW laser, and feed a nonlinear
optical parametric amplifier (Light Conversion), whose output is
then compressed to 9.2 fs long pulses (FWHM) centred at 600 nm.
Pulses are delayed using a delay stage (for population time) and
glass wedges (for coherence time) and sent through the sample,
with the signal beam being detected via heterodyning with a low-
intensity pulse in a phase-matching direction. The interferogram
is recorded by a CCD coupled to a spectrograph.
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2.3.4 Time-resolved photoluminescence

In time-resolved photoluminescence, the sample is again excited
with a short pulse, but the photoluminescence instead of the
absorbance is measured with time resolution. Since the bleach
signal in the transient absorption experiments with QDs is mainly
sensitive to the electrons,47 time-resolved PL was used to follow
the dynamics of holes when they are trapped or injected in a
metal oxide. Two different time-resolved PL setups were used,
one in Paper II and one in Paper III. In Paper II, a time-correlated
single-photon counting setup (PicoQuant) was used, with the
sample excited at 438 nm by a 400 kHz pulsed diode laser. The
wavelengths of interest were selected with long-pass filters and
detected by a fast avalanche photodiode (SPAD, Micro Photon
Device).

In Paper III, the sample was excited by 410 nm pulses from
a second-harmonic generator (Photop technologies, Tripler TP-
2000B) fed by a titanium:sapphire passively mode-locked fem-
tosecond laser (Spectra-Physics, Tsunami), emitting at 820 nm.
The repetition rate was mainly 80 MHz, but lower repetition rates
(down to 1.6 MHz) were used to exclude possible photocharg-
ing of QDs. A picosecond streak camera (C6860, Hamamatsu,
time resolution <1 ps) operating in single-shot mode coupled
to a Chromex spectrograph, triggered by the Ti:sapphire laser,
detected time-resolved photoluminescence spectra.
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Chapter 3

Relaxation

The most fundamental process taking place after a system is excited to a
higher state is relaxation back to the ground state. In quantum dots, the
relaxation of both electrons and holes before their final recombination
is relevant, giving rise to a complex system of pathways.

3.1 The electronic structure of CdSe quantum dots

As we saw in Chapter 1, even the simple particle-in-a-box model
gives a basic understanding of the electronic structures of QDs.

A common model that accounts for the atomic-like behaviour
of quantum dots is the particle-in-a-sphere effective-mass model.
It combines the particle in a sphere model, which is essentially
particle in a box in three dimensions with spherical symmetry,
with the concept of effective mass from bulk solid state theory.3

The use of effective mass originated in the observation that a
charge carrier in a crystal behaves almost like a free particle,
just with a different mass.48 By changing a parameter of the
particle (its mass), one can describe what is in fact a change in
the medium (a crystal filled with atoms instead of a vacuum). In
this sense, it is even possible to regard the absence of electrons as
a quasiparticle called a hole. The combination of an electron and
a hole can also behave as a quasiparticle, called an exciton.3 We
will describe excitons in more details in Chapter 6. In order to fit
the concepts of particle in a sphere and effective mass together,
the model assumes that within the sphere that approximately
corresponds to the QD surface, electrons and holes behave like
free particles with bulk effective mass. This way of “cutting out
a piece” of the bulk is sometimes called the envelope function
approximation.3

The end result is a description not unlike the electronic struc-
ture of atoms, with n and L quantum numbers, familiar from
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3.1 The electronic structure of CdSe quantum dots

atomic physics, giving rise to 1S, 1P, 2S states and so forth. There
are some notable differences, however. For example, QD states,
especially hole states, are more degenerate than atomic states.
The degeneracies in the valence band are partially lifted by the
mixing of the bulk and envelope function momenta as the total
angular momentum F which can be either 3/2 or 1/2 in the
states considered here. For an example of the electronic structure,
see Figure 3.1, which also introduces the shorthand exciton labels
that will be used in this chapter and Chapter 4.
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Figure 3.1. Electron and hole states (blue lines) close to the band edge in a
CdSe quantum dot with radius 7.1 nm. The hole states in the valence band
are closer together than the electron states in the conduction band and labelled
according to total angular momentum. Also shown are the allowed optical
transitions (arrows) that lead to excitons Xn ordered by increasing energy.

Using photoluminescence excitation spectroscopy, Norris and
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Bawendi determined the transition energies in CdSe QDs of many
different sizes and related them to the transitions in the effective-
mass model.49 The agreement is generally qualitatively good,
although the model does not reproduce the size dependence of
the energy levels perfectly. It should also be noted that weak,
unresolved transitions were treated as a cubic background.

Instead of treating a QD as a large atom, it is possible to
treat every atom in the crystal explicitly with quantum chemistry
methods. In an atomistic description of QDs, the general pattern
of S and P bands remains but every band consists of many
transitions where thousands of electrons can be involved.50

3.2 Dynamics of charge carrier relaxation

In solid state physics, the Bohr radius is a measure of the size
of a particle in a material. The characteristic optical properties
of QDs appear when the QD is comparable in size to the Bohr
radius of the exciton inside. The strictest case is the so-called
strong confinement regime, where the Bohr radius of the exciton
is much larger than the radius of the QD. In this case, the electron
and hole will partially cease to behave as an exciton and can act
independently of each other.51 In CdSe QDs, this happens when
the QD radius is less than 6 nm.3 This means that relaxation can
be treated as two processes happening in parallel: relaxation of
electrons and relaxation of holes.

Relaxation in QDs can happen by several different mecha-
nisms, namely Auger relaxation, surface ligand-induced nonadi-
abatic relaxation and longitudinal optical phonon emission. The
two latter can occur to both electrons and holes, but are faster
for holes due to the closer spacing of energy levels in the valence
band. Auger relaxation happens essentially only to electrons.
The process itself, where the electron transfers its energy to a
hole, is in principle reversible, but after it has taken place, the
hole relaxes by the other mechanisms back to the band-edge state
making the overall process unidirectional. Auger relaxation is
the fastest of the three processes for a given energy difference,
but is unlikely if the hole is trapped.52

3.3 Elucidating charge carrier pathways: Paper I

In Paper I, we study the decay pathways of electrons and holes in
3-MPA-capped QDs by 2D electronic spectroscopy. Two examples
of 2D spectra are given in Figure 3.2.

The high resolution of 2DES and separation of homogeneous
and inhomogeneous broadening is not only useful for dynamics,
but also for identifying the excitonic states themselves. After
10 ps population time, all excited QDs will be in the lowest ex-
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3.3 Elucidating charge carrier pathways: Paper I

Figure 3.2. Top panel: Total real 2D spectrum of 7.1 nm CdSe quantum dots
in methanol/ethanol glass at 77 K, at 5 fs. The diagonal line marks where
h̄ω1 = h̄ω3. Middle panel: The same, at 10 ps. The horizontal line marks
where a cut was taken for state analysis. Note the rescaling by a factor 2. Side
and bottom panels: Sample absorbance (red line) and spectrum of the laser
employed in the 2D experiment (blue line) in arbitrary units.

cited state,52 and by cutting through the total amplitude 2D
spectrum at the h̄ω3 of the lowest state (16 200 cm−1), we could
identify the energies of all involved states and match them to the
effective-mass model as shown in Figure 3.1. The state energies
are consistent with the peaks in the absorption spectrum, but
fitting from the absorption spectrum alone would lead to larger
uncertainty due to inhomogeneous broadening. The lowest spec-
tral band, which is very weak, was assigned to a shallow hole
trap combined with the |1Se〉 electron state.

When looking at the dynamics, the most common decay
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process on these timescales is actually trapping, which we will
return to in Chapter 4. However, some relaxation processes are
still relevant, and will be discussed here.

The relaxation of the |1P3/2〉 hole to the |1S3/2〉 state has not
been observed directly, but is expected to be very fast (∼10 fs
lifetime) from energy considerations.52 After exciting into the
|1P3/2− 1Pe〉 (|X4〉) state, the QDs should transfer to the |1S3/2−
1Pe〉 state (which has no strong absorption from the ground state
for symmetry reasons) before the hole can be trapped.

When the hole is in the |1S3/2〉 state, Auger relaxation com-
petes with hole trapping. Hole trapping has a time constant
of ∼50 fs and Auger relaxation on the order of 100–200 fs,52 so
the majority of holes are trapped but a considerable minority
contribute to the Auger pathway.

We also see population transfer from the |1S1/2 − 1Se〉 to
the |1S3/2 − 1Se〉 state, contradicting the earlier assumption that
holes decay sequentially to the next lower-energy state.

To summarize, using 2D electronic spectroscopy, we directly
observed state-resolved energy relaxation in thiol-capped func-
tionalized CdSe quantum dots. We exploit the benefits of using
very short pulses (FWHM 10 fs) and low-temperature measure-
ments decreasing the overlap between states due to homogeneous
broadening. This allows us to track down relaxation pathways,
state-by-state, even for times well below 100 fs. We see signals
showing relaxation of |1S1/2〉 holes to |1S3/2〉 as well as indirect
evidence from lifetime considerations of Auger relaxation of |1Pe〉
electrons to |1Se〉. Furthermore, we see a number of trapping
processes, which we will return to in Chapter 4 where we com-
plete the picture of photophysical processes within thiol-capped
CdSe quantum dots.
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Chapter 4

Trapping

Trapping of holes and electrons in quantum dot surface states competes
with energy transfer and charge transfer. The trapping is localizing the
charges, thus decreasing the probability that the excited electrons and
holes will reach the solar cell electrodes. Understanding trapping is
therefore important for the design of efficient quantum dot solar cells.

4.1 Theory of trapping

Traps are localized electronic excited states with long lifetimes, so
called because they “trap” the charge carrier. They are a feature
of QDs that are not present in atoms, but they do not occur in a
theoretical perfectly crystalline bulk material either, assuming it
is infinite in all directions. They do appear at discontinuities in
the crystal structure,53 which in QDs means the surface (unless
all dangling bonds have been passivated by capping agents) but
can also be internal defects and ligand states. The presence of
traps in QDs is detrimental to QD solar cells, as trapped charge
carriers often cannot be harvested54–57 when trapping competes
with relaxation and charge carrier injection.

In QDs, trapping can happen to both holes58,59 and elec-
trons60. Exchanging the capping agent to a thiol such as 2-MPA
or 3-MPA creates new traps, mainly hole traps,61 which is an
issue for QDs that should be attached to a surface in solar cells.
By studying trapping, we can understand how it limits solar cell
efficiency, and what needs to be done to diminish it.

4.2 Detecting trapping: Paper II

In Paper II, we identified and characterized deep, long-lived trap
states in three sizes of core CdSe QDs with oleic acid as capping
agent. In steady-state photoluminescence emission spectra, a
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4.3 Trapping as a limiting factor of solar cells: Paper III

broad feature which can be resolved into two Voigt-profile peaks
appears below the band gap energy, indicating that several differ-
ent surface states exist. In photoluminescence excitation spectra,
a band below the band gap fluorescence appears when exciting
above the band edge, indicating that trapping takes place mainly
from higher-lying states. In time-resolved photoluminescence,
the emission below the band gap (selected with a cut-off filter)
remains for more than 1 µs (a biexponential decay with lifetimes
63 and 400 ns) where the band-gap emission has disappeared,
showing that carriers in these traps cannot become delocalized
and return to the band-gap excited state. In transient absorption,
a long-lived photobleach (tens of microseconds) attributed to
electrons filling the conduction band61 shows that electrons are
not trapped, verifying that the trapped charge carriers are holes.

4.3 Trapping as a limiting factor of solar cells:
Paper III

In Paper III, we also investigated hole trap states, but this time in
a context closer to application in solar cells, namely QDs attached
to a hole acceptor. The goal of this project was to extract the hole
efficiently, which would form a step in the circuit of a p-type
solar cell62,63. Hole extraction is limited by competition from
trapping, so for this reason, knowledge of the trapping process
is needed.

Four different sizes of QDs were studied. In preparation of
the attachment, the capping agent was 3-MPA, which introduces
traps. The same QDs capped with oleic acid (OA) were used
as a reference. Here, we will summarize the characterization
of the hole trapping itself, which was done on unattached QDs.
In Chapter 5, we will see what happens when hole injection
competes with trapping, and how the injection process can be
improved.

Analogously to Paper II, transient absorption and time-
resolved photoluminescence were compared to identify trapping.
In OA-capped QDs, the TA signal is almost constant over the
short time window (70 ps), but the PL signal decays, showing that
hole trapping takes place. Transient absorption is not affected
by the change of capping agent, but a new fast component (4 ps
lifetime) appears in PL of 3-MPA-capped QDs. This component
is diminished after photoirradiation due to the photoinduced
emission enhancement effect (PEE), which is caused by surface
passivation and photoactivation.64–68 The slower component is
attributed to trapping by intrinsic defects.
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4.4 Trapping versus relaxation: return to Paper I

Now, let us take another look at the 2DES results that we started
to discuss in Chapter 3.

Following the stimulated emission when holes are excited into
the |1S3/2〉 and |2S3/2〉 states showed that holes are efficiently
trapped directly into a shallow trap state from these states. The
electron bleach signal remains, showing that there is no electron
trap state accessible from |1Se〉. Together with the already men-
tioned relaxation of |1S1/2〉 holes to |1S3/2〉, these pathways are
summarized in Figure 4.1.

After excitation into the |1P3/2 − 1Pe〉 state, a strong excited
state absorption is growing in, which was assigned to trapping
of the electron from the |1Pe〉 state, competing with Auger relax-
ation. Auger relaxation is disabled by hole trapping from the
|1S3/2〉 state and possibly also the |1P3/2〉 state, which means
that the majority of electrons will be trapped rather than relaxing
to the |1Se〉 state. The various pathways from the |1P3/2 − 1Pe〉
state are summarized in Figure 4.2.

Using 2D electronic spectroscopy, we observe direct rapid
trapping of 1S3/2 and 2S3/2 holes, and 1Pe electrons, without
proceeding through any lower electronic state of the QD. Thus,
we see that the presence of traps entirely changes the relaxation
dynamics in the QDs by offering a different efficient channel.
Furthermore, we can unambiguously identify the lowest state as
a trap, which would not be possible without 2DES.
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Figure 4.1. Relaxation and trapping pathways (black arrows) from the three
lowest excitonic states in the QDs in Paper I. Step 1 is followed by step 2 when
exciting into |X3〉, step 2 happens directly after excitation into |X1〉. Step 3
is the trapping pathway of |X2〉. The light blue rectangles mark the excitons
before (solid and patterned) and after (solid only) each step.
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Figure 4.2. Relaxation and trapping pathways (black arrows) from the |X4〉
state in the QDs in Paper I, assuming the |1P3/2〉 hole relaxes to |1S3/2〉 as
step 1. Step 2a is Auger relaxation, with the hole going into an unspecified
state, and step 3a is the hole relaxation and trapping from this state, which was
not studied in detail in our work. Step 2a is prevented by step 2b (electron
trapping) or 3a (hole trapping from |1S3/2〉) which happen in parallel rather
than simultaneously. If step 1 does not happen, the rest of the picture will be
the same but with the hole in |1P3/2〉 where it is here in |1S3/2〉. The light
blue rectangles mark the excitons before (solid and densely patterned) and after
(solid and sparsely patterned) each step.
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Chapter 5

Energy and charge transfer

In order to create an electric current, the charges generated in a quan-
tum dot must be extracted. Energy transfer can be used to bring the
exciton to a place where the charge separation and extraction can take
place. The extraction process itself is an example of charge transfer.
Quantum dot solar cells can use both electron and hole transfer to
achieve the charge separation.

5.1 Energy transfer

Within the context of photochemistry and photophysics, energy
transfer is the transfer of excitation energy from one system
(molecule, cluster, quantum dot, nanoparticle etc.), the donor to
another, the acceptor. It can take place by a number of mecha-
nisms,69 of which FRET (fluorescence resonance energy transfer
or Förster resonance energy transfer) is the important one in
QDs.70 Depending on the circumstances, it can be described in
a number of different ways, but for our purposes, the rate of
energy transfer between two point dipoles due to FRET kET and
its corresponding time constant τET can be given as70*

kET = 1/τET =

(
2π

h̄
µ2

Dµ2
Aκ2Θ

)/
R6

DAn4, (5.1)

where µD and µA are the donor and acceptor transition
dipoles, κ2 is the orientation factor of dipole–dipole interaction,
Θ is the overlap integral of the normalized donor emission and
acceptor absorption spectra, RDA is the distance between donor
and acceptor, and n is the refractive index of the medium. There
are a number of points to be made here:70,71

*Compare Equation 2 in Paper IV, but note that the right-hand side of the
equation was accidentally inverted there.
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5.2 Energy transfer as a harvesting mechanism: Paper IV

• The FRET rate is strongly distance-dependent.

• The overlap integral involves the spectra, but no photons
are emitted or absorbed during FRET.

• As the spectra of QDs change with size, a set of QDs with
different sizes can form a chain with good spectral overlap
and thus efficient FRET in each step.

• On the length scale of FRET, QDs are large, and the edge-
to-edge QD–QD distances in QD films are small.

We investigated the role of FRET in QD films in Paper IV as
we will describe in detail later.

5.2 Energy transfer as a harvesting mechanism:
Paper IV

As alluded to before, FRET can be a useful tool for solar energy
harvesting in QDSSCs. The efficiency-limiting factor of a solar
cell based on metal oxide nanoparticles covered by a single layer
of QDs is likely absorption rather than injection.72 By coating
a material that accepts either electrons or holes with layers of
successively smaller QDs (with increasing band gap), the system
can absorb a wide range of wavelengths efficiently and deliver
the energy to the QDs closest to the acceptor material by energy
transfer, thus increasing efficiency. In Paper IV, we measured
the FRET dynamics of such films, and analyzed the results in
terms of a FRET model that takes the size and packing of QDs
into account.

We used three sizes of QDs, labelled A, B, and C in order of
increasing size. Solutions and films with one and two QD sizes
were prepared, and TA spectra measured for a number of time
points up to 10 ns. The TA spectrum of a mixture ∆αx+y(t) was
fitted as the weighted sum of corresponding TA spectra of the
components:

∆αx+y(t) = kx(t)∆αx(t) + ky(t)∆αy(t), (5.2)

where x is the label of the QDs with larger band gaps, which
will be donors if FRET happens, and vice versa. The weights will
remain constant, i.e. equal to kx,y(0), if there is no FRET. If FRET
happens, ky will increase with time as energy is transferred to
the acceptor QDs. The ratio of transferred excitons at time t will
be (ky(t)− ky(0))/ky(0) and will increase with time, which is
indeed what we see in the films, see Figure 5.1.

The experimental results were compared to a detailed the-
oretical model. As was mentioned before, the centre-to-centre
distance between QDs in the film is significantly larger than
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the edge-to-edge distance of the dots, meaning that the point
dipole approximation might be too severe. Furthermore, FRET
calculations usually assume ideal QD stacking, which is not the
case here. To compensate for the size effect, we modelled the
QDs as 8000 point dipoles with strengths distributed according
to a Bessel function representing the transition densities73 and
calculated the interaction term between the transition densities
in different QDs. Then, we simulated random stacking of QDs,
and calculated the FRET rate according to the transition density
model, yielding a distribution of FRET lifetimes. As we can see
in Figure 5.1, the model agrees very well with the data.

Figure 5.1. Ratio of transferred excitons and distribution of FRET lifetimes.
Left panels: experimental ratio of the excitons transferred (0 means no FRET, 1
means all excitons transferred) to donor (blue lines) compared to the theoretical
prediction (red line). Right panels: distribution of FRET lifetimes for each
modelled case. Figure courtesy of Karel Žídek.

For efficient use of energy transfer, directionality in terms of
energy levels should be combined with directionality in terms of
geometry. The results above were achieved for random QD films,
which is suitable for studying the D–A FRET transfer, however,
such films cannot provide the desired directed energy transfer.
Therefore, measurements and simulations were also made on
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films with layers of QDs ordered by size. The ordered layers
were achieved via sequential spin-coating, in the order C, B, A
or C, B, B, A, see 5.2. Steady-state fluorescence was measured
before and after addition of the A layer. The drop in the share
RAC of excitons transferred from A to C as the extra B layer ratio
is added can be calculated as:

RA2BC
AC

RABC
AC

=
IA2BC
C − I2BC

C

IABC
C − IBC

C
, (5.3)

where IC is the integrated fluorescence intensity in the spec-
tral range where C fluoresces. The experimental value was 0.8,
and the theoretical 0.75.

Figure 5.2. Theoretical simulation of FRET in ordered QD films. Upper
panel, left: A QD film consisting of three monolayers of A, B, and C QDs,
respectively (blue, green, and red). Right: Calculated population of excited QDs
of each size after a random A-type QD is excited. Lower panel: Analogous
graphs for a film with two layers of B-type QDs. Figure courtesy of Karel Žídek.

Furthermore, the effect of increasing numbers of B layers were
studied. Here, different numbers of B monolayers were covered
by a monolayer of C QDs. By measuring the fluorescence before
and after addition of the C layer, the exciton diffusion length can
be calculated from the one-dimensional diffusion equation.74–76

The exciton diffusion length was 9 nm, which shows that efficient
energy transfer through more than two layers of QDs of the same
size is not possible.

In summary, we have quantified FRET kinetics and yields in
random and ordered films by transient absorption and steady-
state photoluminescence spectroscopy. Our investigations show
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that FRET can be a useful tool in QDSSCs, and that an accurate
description of FRET in closely packed QDs requires going beyond
the point dipole approximation.

5.3 Charge transfer

In QD solar cells, a crucial step is the extraction of the generated
charge from the QD. As we mentioned briefly in Chapter 4, it
is most commonly the case that the electron is extracted to the
metal oxide as the first step,77–79 but it is also possible to extract
the hole62,63. In the first case, the metal oxide is of n-type, in the
second case of p-type (see Figure 5.3).

Figure 5.3. Schematics of electron (left) and hole (right) injection from a QD
to a metal oxide. Time scales from 24 and 80. Figure courtesy of Kaibo Zheng.

Charge transfer is often analyzed with Marcus theory, where
the donor and acceptor potentials are described as overlapping
quadratic curves.69 In the specific case of injection from a QD
with discrete states to a metal oxide with a continuum of states,
the expression for the injection rate kinj of the charge carrier
becomes24,81:

kinj =
2π |H̄|2

h̄
√

4πλkBT

∫ ∞

−∞
ρ(E) exp

(
− (λ + ∆G + E)2

4λkBT

)
dE, (5.4)

where |H̄| is the electronic coupling matrix element (assum-
ing it does not depend strongly on the energy E), λ is the system
reorganization energy, kB is the Boltzmann constant, T is the
temperature, ρ(E) the density of unoccupied states in the accep-
tor, and ∆G is the free energy change of injection. ∆G in turn
is the sum of the difference in charge carrier state energy ∆Eel
or ∆Ehl and the difference in Coulomb interaction between the
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excited electron and hole ∆EC. While Marcus theory is usually
formulated for electrons, it works equally well for holes.

5.4 Hole transfer versus trapping: Paper III

Let us return to Paper III and look at what happens when QDs
are attached to a NiO mesoporous film. This is a p-type metal
oxide, therefore we expected to see hole injection. This was
studied with transient absorption spectroscopy and time-resolved
photoluminescence in order to disentangle hole and electron
dynamics.

In the TA signal, a new component appeared that is increas-
ing in amplitude with a time constant of roughly 200 ps in 3.0 nm
QDs. It is shaped like the first derivative of the absorption spec-
trum, indicating a shift of the absorption spectrum. A spectral
redshift of a few meV is a typical consequence of negative QD
charging.61,82,83

In the PL, the ∼50 ps intrinsic defect trapping component
is unaffected, but the component corresponding to the natural
lifetime of the excited state is replaced by a faster component
(380 ps in 3.0 nm QDs), which within the fitting error is the same
time constant as the one in TA assigned to injection. The fast
component that disappears with PEE in unattached QDs is unaf-
fected here, suggesting that attachment inhibits or circumvents
the PEE process.

The injection time constants are dependent on QD size, con-
sistent with a reorganization energy λ = 190 meV in the Marcus
theory. Furthermore, the relative amplitudes of trapping and
injection can be used to calculate an injection efficiency of ∼10%,
consistent with incident-photon-to-current measurements in real
solar cells with CdSe QD-sensitized NiO as photocathodes.† 62

Thus, we have seen that if hole injection is to be used in
efficient solar cells, surface trapping must be reduced. One way
of accomplishing this is through employing core–shell structures.
In well-designed core–shell QDs, the fast trapping PL component
disappears. The hole injection lifetime is increased due to the
decreased overlap, yet due to decreased trapping, the injection
efficiency increases to 50%.

5.5 Electron transfer versus recombination:
Paper V

One of the promising aspects of QDs for solar cells is the pos-
sibility of forming multiple electron–hole pairs (excitons) from
one absorbed photon, the so-called multiple exciton generation

†Paper III erroneously uses “incident-current-to-photon” and “photoanode”.
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or MEG. If MEG is going to be a useful process in solar cells, the
multiple excitons must not only be generated, they must also
be extracted from the QD before they decay. We will describe
the behaviour of multiple excitons in one QD in more detail in
Chapter 6, so as for now, let us just consider multiple exciton
decay as a process competing with injection. This competition
was studied in Paper V. QDs attached to ZnO nanoparticles,
where electrons can be extracted, were compared to QDs in a
film without ZnO. Multiple excitons were created not by MEG
as such, but by using high-intensity laser pulses.

Figure 5.4. Scheme summarizing the various processes that can lead to electron
injection into ZnO from a QD with a biexciton. Figure courtesy of Karel Žídek.

The various processes that can lead to electron injection into
ZnO from a QD with two excitons (a biexciton) are shown in
Figure 5.4. We studied these processes in QDs with three shell
thicknesses. Electron injection appears as faster TA decay after
QDs are attached to ZnO, but the rate decreases with increased
shell thickness. Electron injection through a shell is a complex
process with a distribution of lifetimes, but it is possible to
determine the mean rate by comparing the mean lifetimes of
attached and unattached QDs:

〈kinj〉 = 1/〈τQD−ZnO〉 − 1/〈τQD〉. (5.5)

This was determined under low-intensity (single-exciton) con-
ditions for the injection itself. When two electron–hole pairs are
generated, this is the mean rate for the injection of the first elec-
tron. The injection rate for the second electron is expected to be
slower as the electron is affected by the charge on the QD and the
electron already present in the metal oxide. The lifetime of the
trion (the electron–hole–hole combination after one electron has
been injected) when Auger recombination and electron injection
compete in the core QDs is ∼50 ps, which puts an upper limit on
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the rate of the injection (compared to a mean lifetime of 6 ps for
injection of the first electron). The actual value is not possible to
determine without deeper knowledge of the trion recombination.
As we shall see in Chapter 6 when we return to Paper V, this
information can only be estimated from literature values, where
it is not readily available.
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Chapter 6

Multiexcitons

One distinct difference between quantum dots and bulk semiconduc-
tors is the interaction of excitons. In bulk semiconductors, the exciton
density is continuous and on average low compared to a quantum dot
with even a single exciton. In quantum dots, on the other hand, exciton
density is discrete, giving rise to a number of interesting phenomena.

6.1 Excitons

As we mentioned in Chapter 3, the combination of an electron
and a hole can behave as a quasiparticle, called an exciton. More
specifically, this happens due to Coulomb interaction. The bound
electron–hole pair has lower energy than the individual charge
carriers and can transport energy by moving around in the crys-
tal.48

Depending on the type of crystal, there are different kinds
of excitons. In semiconductors, the excitons are of the Wannier–
Mott type, where the electron and hole are weakly bound and
quite far from each other (several lattice constants on average) in
the bulk.48 As the effective mass of the hole is much higher than
that of the electron, the Wannier–Mott exciton behaves similarly
to a hydrogen atom and can even form excitonic molecules, or
biexcitons.84

6.2 Excitons and multiexcitons in quantum dots

When the crystal size approaches the Bohr radius of the exciton,
as is the case in QDs, the behaviour of the exciton is naturally
affected. As we remarked in Chapter 3, an electron and a hole act
independently of each other under strong confinement conditions
(where the Bohr radius of the exciton is smaller than the radius
of the QD). The distance between the electron and hole is no
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longer determined by the Coulomb interaction, but rather by the
size of the crystal. Nevertheless, an electron and hole together
are still often described as an exciton.

An important difference between bulk materials and QDs
is that while the number of excitons in a given volume of bulk
material is continuous, it is discrete in QDs—there cannot be
only a third of an exciton in one QD. Instead, there are biexctions,
triexcitons, tetraexcitons etc.85 On the other hand, it is possible
to have unequal numbers of electrons and holes if the QD is
charged, for example as a trion (one electron, two holes).84,86

The discreteness of excitons in QDs means that the kinetics of
exciton decay is different from bulk materials. In bulk materials,
the density of excitons decreases continuously and nonexponen-
tially after an excitation event. In QDs, it happens stepwise, i.e.
one of the electron–hole pairs in a tetraexciton recombines giving
a triexciton and so forth. Each such step is exponential with a
characteristic lifetime.85,87

6.3 Auger recombination

Auger recombination is a process where an excited electron
is recombined with a hole and the energy which is released
excites another charge carrier. In QDs, this process is more
efficient than in bulk semiconductors, due to relaxed demands for
momentum conservation. Thus, for example, the recombination
of one exciton excites the electron, hole or both in another exciton
within a QD.25,85,86

The reverse process, where a high-energy exciton forms two
lower-energy excitons, is also possible. This is known as impact
ionization and is the mechanism behind multiple exciton genera-
tion (MEG, also known as carrier multiplication) in QDs.25,61 In
the context of solar cells, MEG is a very attractive phenomenon,
as it means that the Shockley–Queisser limit can be avoided by
creating several excitons out of a single photon with energy much
higher than the band gap.25–28 After the first report of MEG in
2004,25 it has been heavily investigated, but contradictory yields
have been reported88–92. Explanations that have been put for-
ward include surface trapping and charging, which leads to trion
formation.93–95

6.4 Formation and disappearance of
multiexcitons: Paper VI

As mentioned above, there are many confounding effects that
must be considered when investigating multiple exciton genera-
tion. One such effect is that the amount of multiexcitons formed
by impact ionization must be distinguished from the amount
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formed by the more pedestrian sequential absorption of photons.
Another important parameter is the amount of expected signal
(bleach, excited-state absorption and stimulated emission) from
the singly and doubly excited QDs. This was studied in Paper
VI by following the transient absorption kinetics of QDs under
different excitation intensities. The series of absorption events
leading to a multiexciton is too fast to be resolved in TA, but
by analyzing the decay of multiexcitons, the absorption cross
sections of each step can be determined.

We tested the method on samples with different sizes, differ-
ent shell thicknesses and different probe positions relative to the
first absorption peak. For each sample, we used four excitation
intensities. The lowest intensity I0 was generally chosen to give
almost only singly excited QDs.

Figure 6.1. Left: Maximum, average and minimum TA signal (crosses) ∆A0
rescaled from t > 6 ns as a function of excitation intensity (lower axis) and
average number of excitons per QDs (upper axis) for sample L0 (core QDs
with radius 5 nm) probed at 592 nm, fits according to Eq. 6.1, and K1, the
initial signal if all QDs would contain exactly one exciton (from the three
higher-intensity measurements). Right: Kinetic model containing 6 levels
describing the multiexciton dynamics and corresponding TA signal. PN is the
population of the N-exciton level, A and E represent absorptive and emittive
transition strengths between neighbouring levels, τN are the multiexciton
Auger recombination times, and τ1 is the one-exciton decay time.

The TA kinetics were described by a kinetic model, where the
initial population distribution is Poissonian as we pump away
from the band edge85,96,97. By rescaling the single-exciton signal
at long times to t = 0, call it ∆A0, the Poisson distribution gives:

∆A0(I) = ∆A0,max · (1− e−
I

I0
·〈N〉0), (6.1)
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where I is intensity and 〈N〉0 the average number of excitons
per QD at intensity I0. Thus, we fitted 〈N〉0 (see Figure 6.1) and
calculated the initial population distribution. The population
dynamics were calculated using simple Pauli master equations
(see Figure 6.1) and time constants τN from fits to the transient
absorption traces.

Finally, the TA signal due to the N-exciton population PN(t)
was extracted from

SN(t) = (AN,N+1 − EN,N−1 − A01) · PN(t) = KN · PN(t), (6.2)

where AN,N+1 is absorption from the level N to the level
N + 1, EN,N−1 is the stimulated emission from level N to N − 1
and A01 is the ground-state bleach.55 Coefficients KN defined by
the second equation can be seen as the (sample-specific) signal
from the level N if all population is on that level, PN = 1. This
enables a consistency check: the rescaled long-time signal should
approach K1 at high intensities, and it does (see Figure 6.1).

Figure 6.2. Relative absorption cross sections for the N → N + 1-exciton
transitions. The error bars were calculated by repeating the fitting procedure
with the time constants fixed at their maximum (minimum) values as estimated
from a semilogarithmic plot. The dotted lines show the behaviour predicted by
the state-filling model and the constant model. All data calculated from the
highest pump intensity. Left: The small samples (radius 3 nm). Right: The
large sample probed at the band edge (592 nm) and away from the band edge
(550 nm) compared with the S5 sample at the band edge.

Based on Equation 6.2, we get a system of equations that
results in the multiexciton absorption cross sections. Results are
shown in Figure 6.2. Two limiting cases have been compared with
these cross sections: either the cross section is constant, or the
cross section drops as the |1Se〉 state is filled. The constant cross
section model corresponds to the case of an unlimited number of
final excited states. The |1Se〉 state has a degeneracy of two, so in

38



Multiexcitons

the state-filling effective mass model, the cross section should be
zero from the second exciton onward. While the cross sections go
in the general direction predicted by the state-filling model, the
quantitative behaviour is a bit different. The deviation is larger
when probing further away from the band edge, which indicates
that more states are available here. For large QDs (sample L0,
radius 5 nm), the pattern approaches the constant model when
probing away from the band edge. There is no shell thickness
effect for the small QDs, which indicates that charging is not
significant.

To summarize, we have developed a method to obtain multi-
exciton absorption cross sections in QDs. We apply it to different
QDs and obtain different patterns of cross sections—qualitatively
in agreement with the state-filling effective mass model, but to
get quantitative data, a method such as this one is needed.

6.5 Harvesting of multiexcitons: Paper V revisited

Armed with more detailed knowledge about multiexcitons, let
us now return to Paper V and look at the multiexciton decay
processes in detail (vertical arrows in Figure 5.4). In this chapter,
we look at the recombination processes that are possible in this
system: biexciton Auger recombination (competing with the first
injection) and trion Auger recombination (after one injection,
competing with the second).

Again, high-intensity light was used to create biexcitons.
The biexciton signal was separated from the single exciton in
unattached QDs by the same normalization at long times that
was used in Paper VI. Its lifetime varies from sample to sample
but is in the range of tens of picoseconds. In the core QDs, this
is much slower than injection. In the core–shell QDs, injection is
slowed down and in the QDs with the thickest shell, biexciton
Auger recombination is the faster process of the two. Attaching
the QDs to ZnO did not affect the biexciton Auger recombination
lifetime.

After one electron is injected, a positive trion is formed, most
clearly in the core QDs where the first injection step outcompetes
Auger relaxation. As we mentioned already in Chapter 5, it is
harder to distinguish injection of the electron in a trion from
Auger recombination. Trions have been studied extensively in
CdSe QDs,86,98–100 but their lifetime depends heavily on QD
properties. As a rough estimate, negative trions have eight times
longer lifetimes than biexcitons,86 so if this holds for the positive
trion in our QDs, its lifetime would be ∼140 ps, long enough that
the second electron can be injected.

We observed that there is an optimal QD size for multiexciton
injection, as Auger recombination and electron injection rates
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depend on QD size in different ways. When QDs are small
enough, Auger recombination becomes very fast, and when QDs
are large, injection is hindered by misalignment of electronic
states.

To summarize, fast electron injection from QD to ZnO can in-
hibit the unwanted Auger recombination in doubly excited QDs.
Efficient energy harvesting from multiple excitons created by
MEG is therefore a feasible scenario. Moreover, MEG harvesting
efficiency varies significantly with QD size. Therefore, for full
utilization of the MEG effect, a combination of band gap tuning
and QD size tuning should be used to maximize the benefits of
MEG.
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Chapter 7

Conclusion

We conclude the thesis by summarizing the results, and pointing out
some directions for future research.

7.1 Summary of results

In this thesis, we have explored several fundamental ultrafast
processes in colloidal quantum dots that are important both from
a theoretical point of view and for their relevance for solar cell
applications.

Using 2D electronic spectroscopy, we have followed how elec-
trons and holes relax through the electronic states that could
not be distinguished by previously published measurements,
demonstrating the power and relevance of this technique to QDs.
Furthermore, we have seen how the relaxation can be intercepted
by trapping. With different techniques, we have been able to
distinguish between trap states with different characteristics with
respect to energy level, lifetime and localization.

We have characterized energy transfer in films of QDs of
different sizes, and have shown that a proper quantification of
this process requires a detailed description of the film and QD
geometry.

We have seen how electron and hole transfer is affected by
trapping, by the shell in core–shell structures, and by charging
of the QD during injection of several excited electrons. Finally,
we have studied the formation and decay of multiple excitons in
QDs.

Together, these studies form pieces in a puzzle which hope-
fully will, when completed, show how QDs can be used in
efficient and cheap solar cells. They also show the richness of
features arising from quantum confinement.
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7.2 Future outlook

Which pieces, then, are missing from the puzzle? We will offer
some suggestions without expecting to give a full picture.

When it comes to relaxation, a natural next step is relaxation
from higher states. For this, two-colour 2DES,101 where different
spectra are used for the first and second beam pairs, would
be useful to see the couplings between high and low-energy
exciton states. Understanding the higher exciton states could be
especially relevant for hot injection.

Like transient absorption is complemented by time-resolved
photoluminescence, 2D electronic spectroscopy can be comple-
mented by coherent two-dimensional fluorescence spectroscopy,
where four pulses interact with the sample and the fluorescence
is measured.102 In a QD context, it would be especially interest-
ing to use for traps and other dark states. Other output signals,
such as the current generated by a solar cell, can also be used
for coherent 2D spectroscopy, as coherent 2D photocurrent spec-
troscopy.103

The study of relaxation with 2DES could also be extended
in a systematic way to different capping agents and QD sizes,
and more broadly to different QD materials. It might even be
possible to engineer traps that improve the transfer of electrons
and holes.

A way to make use of hole injection would be tandem cells,
where both the electron and the hole are injected. This would
require more advanced nanoarchitectures, where also energy
transfer could play a role.

An issue of more fundamental than applied interest is os-
cillations in the 2D signal. These can be studied by Fourier
transforming even the population time axis,104 and would lead
to more knowledge about quantum dots as such. Another way
of introducing a third spectral dimension is the use of fifth-order
signals, which has the potential to yield even more detailed
information about couplings between different states.105,106

Overall, it seems that the future of quantum dot research is
bright, with many interesting problems waiting to be explored.
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Abbreviations and symbols

BB Broadband
BBO Beta barium borate
CB Conduction band
CCD Charge-coupled device
CdO Cadmium oxide
CdSe Cadmium selenide

cm−1 Reciprocal centimetre

CO2 Carbon dioxide
CuInS2 Copper indium sulphide
CZTS Copper zinc tin sulphide
2DES Two-dimensional electronic spectroscopy
2DIR Two-dimensional infrared spectroscopy
DSSC Dye-sensitized solar cell
E Energy
e− Electron

FRET Fluorescence (or Förster) resonance energy trans-
fer

fs Femtosecond
FWHM Full width at half maximum
GaAs Gallium arsenide
h̄ Planck’s reduced constant
h+ Hole
I− Iodide

I−3 Triiodide

kHz Kilohertz

kinj Rate constant of injection

λ Reorganization energy
LO Local oscillator
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MEG Multiple exciton generation
MHz Megahertz
mm Millimetre
2-MPA 2-Mercaptopropionic acid
3-MPA 3-Mercaptopropionic acid
µs Microsecond
N2 Nitrogen
NB Narrow-band
Nd:YAG Neodymium-doped yttrium aluminium garnet
NiO Nickel oxide
nm Nanometre
NMR Nuclear magnetic resonance
NOPA Nonlinear optical parametric amplifier
ns Nanosecond
ω Angular frequency
OA Oleic acid
PEE Photoinduced emission enhancement
PL Photoluminescence
ps Picosecond
QD Quantum dot
QDSSC Quantum dot-sensitized solar cell
Rn nth trap state
S Sulphur
Se Selenium
Si Silicon
τ Lifetime
TA Transient absorption
TiO2 Titanium dioxide
UV–vis Ultraviolet–visible
VB Valence band

Yb:KGW Ytterbium-doped potassium gadolinium tung-
state

Xn nth exciton state
ZnO Zinc oxide
ZnS Zinc sulphide
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