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Abstract
In this thesis we study a class of non-invertible piecewise affine hyperbolic systems with discontinuities in two dimensions. This is a special class of systems but it reflects many properties of more general non-invertible hyperbolic systems.

For a special subset of parameters the system is especially simple. In this case the system reduces to a one-dimensional system and methods from one-dimensional dynamics can be applied. We classify the ergodic properties in terms of the associated subshift and the number-theoretical properties of the parameter.

We show that for an open set of parameters the Sinai-Bowen-Ruelle measure is absolutely continuous with respect to Lebesgue measure and the correlations of Hölder continuous functions decay exponentially.
Acknowledgements

I want to thank the sharp-minded Jörg Schmeling, my supervisor, for great support and encouragement. He has made my days interesting and joyful. I also thank my co-supervisor Sergei Silvestrov.

Finally, I want to thank my father, Hans Persson. He taught me the most important thing about mathematics—it is fun.
Contents

1 Introduction .................................................. 9

2 Restriction to one dimension ................................. 15
   2.1 Definition of the system ................................. 15
   2.2 The one-dimensional case ................................. 15
      2.2.1 A subshift with two kneading sequences .......... 15
      2.2.2 Classification of the subshifts .................... 17
      2.2.3 Invariant measures ................................. 21
      2.2.4 Ergodic properties ................................. 27
      2.2.5 Connection to algebraic numbers ................... 29
      2.2.6 Distance to the singularity and return times ...... 35
      2.2.7 Decay of correlations .............................. 39

3 Absolutely continuous invariant measure for a class of piece-
   wise affine hyperbolic endomorphisms ..................... 43
   3.1 Introduction ............................................. 43
   3.2 The class of endomorphisms .............................. 44
   3.3 Absolutely continuous invariant measure ................. 47
   3.4 Proof of the theorem .................................... 47
   3.5 Decay of correlations ................................... 55
Chapter 1

Introduction

This thesis is a study of a class of non-invertible hyperbolic maps on the square, called the Belykh systems. These systems are piecewise affine and hyperbolic. The simple form of the Belykh maps make them easier to work with and they are hoped to share many properties with more general classes of non-invertible hyperbolic systems. We hope that the study of the Belykh maps will contribute to a better understanding of non-invertible hyperbolic systems and that the methods can be generalised to a broader class of systems.

In [27], Pesin studied a general class of piecewise diffeomorphisms with a hyperbolic attractor. He showed the existence of the Sinai-Bowen-Ruelle measure, or SBR-measure for short, and studied the ergodic properties of this measure. If $f : M \to M$ is the system in question then the SBR-measure is a weak limit point of the sequence of measures

$$
\mu_n = \sum_{k=0}^{n-1} \nu \circ f^{-k},
$$

where $\nu$ denotes the Lebesgue measure. This measure is the physically relevant measure as it captures the behaviour of the orbits of points from a set of positive Lebesgue measure. Pesin showed that the SBR-measure has at most countably many ergodic components. For a more restricted class, Sataev [29] showed that there are only finitely many ergodic components. In [30] he used this result to prove that under a condition on the parameters, the Belykh map is ergodic.

Schmeling and Troubetzkoy studied in [33] a more general class than Pesin’s and proved the existence of the SBR-measure. Their method to deal with the non-invertibility of the system was to lift the system to a higher dimension and get an invertible system on which the calculations was made. In this way methods from invertible systems could be used. The result could then be projected back to the original system.

Among the above mentioned classes are the Belykh systems. These systems were first studied in [5] as a model of the Poincaré map of a system of differential equations coming from the study of phase synchronisation. In [33] and [32], Schmeling and Troubetzkoy studied the Belykh systems for a wider class of parameters. These systems are especially simple but it is hoped that they reflect many interesting properties of Pesin’s class and that the method used for Belykh systems can be generalised to investigate a broader class of systems.

The Belykh map is defined as follows. Let $Q = [-1,1]^2$ and define the
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Belykh map \( f : Q \to Q \) by
\[
  f(x, y) = \begin{cases} 
    (\lambda x + (1 - \lambda), \quad \gamma y - (\gamma - 1)), & \text{if } y > kx, \\
    (\lambda x - (1 - \lambda), \quad \gamma y + (\gamma - 1)), & \text{if } y < kx, 
  \end{cases}
\]
where the parameters are \( 0 < \lambda \leq 1, \quad -1 < k < 1 \) and \( 1 < \gamma \leq \frac{2}{1 + |\lambda|} \). See Figure 1.1. In this work we will study a similar map with the only difference that the singularity set is the set \( \{ [-1, 0] \times \{ -k \} \cup \{ 0 \} \times [-|k|, |k|] \cup ([0, 1] \times \{ k \}) \} \) instead of \( \{ y = kx \} \), that is we approximate the line \( \{ y = kx \} \) with a piecewise constant curve.

![Figure 1.1: The Belykh map for \( \gamma = \frac{3}{2}, \lambda = \frac{2}{3} \) and \( k = \frac{1}{4} \).](image)

We show that when the map expands area \( (\gamma \lambda > 1) \) then there is an open set \( P \) of parameters such that the SBR-measure is absolutely continuous with respect to Lebesgue measure almost surely if the parameters are in \( P \).

There are similar results in the literature. In the case when \( k = 0 \) and \( \gamma = 2 \) the system is the fat baker's transformation, studied by Alexander and Yorke in [1]. In this case the map is the product of its projections to the first and the second coordinate. The projection on the second coordinate is the two-shift. This simplifies the calculations and the SBR-measure is the product of the one-dimensional Lebesgue measure and a Bernoulli convolution. The result of Solomyak in [35] implies that for Lebesgue almost every parameter the fat baker's transformation has an SBR-measure which is absolutely continuous with respect to the Lebesgue measure. Alexander and Yorke showed that if \( \lambda^{-1} \) is a Pisot number then the SBR-measure is singular to the Lebesgue measure, since then the Fourier transformation of the Bernoulli convolution does not tend
to zero at infinity and hence can not be absolutely continuous with respect to 

In the case of expanding maps, that is maps that eventually are expanding 
in every direction, much is known. Buzzi, [3], and Tsuji, [36] showed independ-
tently that any expanding piecewise analytic map of the plane has an absolutely 
continuous invariant measure. In higher dimensions Tsuji [37] showed that any 
expanding map which is piecewise affine on finitely many polyhedral pieces has 
an absolutely continuous invariant measure. Buzzi showed in [2] that almost 
any expanding map which is piecewise affine on a more general type of pieces 
has an absolutely continuous invariant measure.

Let \( A \) be a finite set and call it an alphabet. A word is an element of the set
\[
A^* = \{a_0a_1 \cdots a_{n-1} \mid a_i \in A, n \geq 0\}
\]
and \( A^* \) is called the language of \( A \). A language \( L \) on \( A \) is a subset of \( A^* \).

Let \( A^N \) be the set of all infinite sequences of elements in \( A \). We define the 
map \( \sigma : A^N \to A^N \) by \( \sigma : \{a_k\}_{k \in \mathbb{N}} \mapsto \{a_{k+1}\}_{k \in \mathbb{N}} \). A cylinder is a set of the form
\[
k[a_k \cdots a_{k+l}]_{k+l} = \{b_0b_1 \cdots \in A^N \mid b_i = a_i, \forall i = k, \ldots, k+l\}.
\]

A subset \( S \subseteq A^N \) is said to be a subshift if it is invariant under \( \sigma \) and closed 
in the topology generated by the collection of all cylinders. We say that a word 
\( a_0a_1 \cdots a_{n-1} \in A^* \) is allowed if there is a sequence \( \{i_k\} \in S \) and an integer 
\( m \geq 0 \) such that \( a_k = a_{m+k} \) for \( k = 0, 1, \ldots, n-1 \). The set of allowed words is 
called the language of \( S \).

In Chapter 2 we consider the special case of the Belykh maps when \( k = 0 \) 
and \( \gamma \) and \( \lambda \) are arbitrary. In this case the dynamics depends only on the 
second coordinate and we therefore study the dynamics of the projection to 
the second coordinate. The map \( T : [-\gamma - 1, \gamma - 1] \to [-\gamma - 1, \gamma - 1] \) is 
then the following.
\[
T(x) = \begin{cases} 
\gamma x - (\gamma - 1) & \text{if } x > 0, \\
\gamma x + (\gamma - 1) & \text{if } x < 0.
\end{cases}
\]
The graph of \( T \) is in Figure 1.2. By a change of variables \( T \) can be written 
in the form \( x \mapsto x + \beta \mod 1 \) were \( \alpha = 1 - \gamma / 2 \). This is similar to the 
\( \beta \)-expansion, \( f_\beta : [0, 1] \to [0, 1], f_\beta : x \mapsto \beta x \mod 1 \), introduced by Rényi 
[28] in the context of expanding numbers in non-integer bases, see figure 1.3.
The theory was further developed by Parry in [22], where he describes the 
associated subshift — the \( \beta \)-shift, defined below in terms of the orbit of 1. 
He also proved the existence of an absolutely continuous invariant measure and 
calculated the topological entropy.

Let \( \lfloor x \rfloor \) denote the integer part of the number \( x \) and let \( \{x\} \) denote the 
fractional part of \( x \). Let \( \beta > 1 \). For any \( x \in [0, 1] \) we associate the sequence
\[ (\gamma - 1) \]

\[ (\gamma - 1) - (\gamma - 1) \]

\[ (\gamma - 1) \]

\[ (\gamma - 1) \]

\[ (\gamma - 1) \]

\[ \{ 0, 1, \cdots, \lfloor \beta \rfloor \} \]

\[ d(x, \beta) \in \{ 0, 1, \cdots, \lfloor \beta \rfloor \} \]

\[ d(x, \beta) = \{ i_k \}_{k=0}^{\infty} \]

\[ i_k = \lfloor \beta f_{\beta}^{k} (x) \rfloor = \lfloor \beta \{ \beta \{ \cdots \{ \beta x \} \} \rfloor \rfloor. \]

The closure of the set of all such sequences is denoted by \( S_\beta \) and it is called the \( \beta \)-shift. It is invariant under the left-shift \( \sigma : \{ i_k \}_{k=0}^{\infty} \mapsto \{ i_{k+1} \}_{k=0}^{\infty} \) and the map \( d(\cdot, \beta) \) satisfies \( \sigma^n (d(x, \beta)) = d(f_\beta(x), \beta) \). If we order \( S_\beta \) with the lexicographic order.
graphical ordering then the map \(d(\cdot, \beta)\) is one-to-one and monotone increasing.

Parry [22] proved that the map \(\beta \mapsto d(1, \beta)\) is monotone increasing and injective. For a sequence \(\{i_k\}_{k=0}^\infty\) there is a \(\beta > 0\) such that \(\{i_k\}_{k=0}^\infty = d(1, \beta)\) if and only if \(\sigma^n(\{i_k\}) \leq \{i_k\}\) for every \(n \geq 0\). The number \(\beta\) is then the unique positive solution of the equation

\[
1 = \sum_{k=0}^{\infty} i_k x^{-k}.
\]

The subshift \(S_\beta\) is the set of sequences \(\{i_k\}\) such that \(\sigma^n(\{i_k\}) \leq d(1, \beta)\) for every \(n \geq 0\). If \(x \in [0, 1]\) then

\[
x = \sum_{k=0}^{\infty} d(x, \beta) i_k x^{-k}.
\]

Any subshift \(S\) can be classified in the following way.

**Definition 1.0.0.1.** A subshift \(S\) is said to be a subshift of finite type, SFT, if the set of forbidden words is finite. Equivalently, a subshift is of finite type if it is associated with a finite directed graph with labelled vertices, that is there is a finite directed graph \(G\) with labelled vertices such that there is a sequence in \(S\) if and only if there is a path in \(G\) which yields the same sequence by reading of the labels of the vertices along the path.

A subshift \(S\) is said to be sofic if it is associated with a finite directed graph with labelled edges.

A subshift \(S\) is said to be specified, or have the specification property, if there exists a number \(k\) such that if \(a\) and \(b\) are words in the language of \(S\) then there is a word \(c\) of length \(k\) such that the word \(acb\) is allowed.

Note that if \(S\) is of finite type then it is sofic. There are subshifts that are not sofic and subshifts that are not specified.

It is possible to characterise the different types of subshifts \(S_\beta\) in terms of the properties of the sequence \(d(1, \beta)\) and make connections to the number-theoretical properties of \(\beta\), see for example [7] and [31] for a collection of results on the subject. Among other results are

- \(S_\beta\) is of finite type if and only if \(d(1, \beta)\) either terminates with zeros or is periodic. [22]

- \(S_\beta\) is sofic if and only if \(d(1, \beta)\) is eventually periodic, that is the orbit of 1 under \(f_\beta\) is finite. [6]

- \(S_\beta\) is specified if and only if there is an \(n\) such that there are no \(n\) consecutive zeros in \(d(1, \beta)\). [6]
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If $\beta$ is a Pisot number then $S_\beta$ is sofic. [22]

If $S_\beta$ is sofic then $\beta$ is a Perron number. [20], [9]

The methods from the $\beta$-expansion can be applied to the map $T$ with small changes. We will describe the associated subshift and give analogous results to those mentioned above for the $\beta$-expansion. This is done in Chapter 2.

In Chapter 3 we study a class of maps similar to the Belykh systems. We prove the existence of an absolutely continuous invariant measure and prove exponential decay of correlation for Hölder continuous function.
Chapter 2

Restriction to one dimension

2.1 Definition of the system

Put $Q = [-1, 1]^2$ and $S = \{[-1, 0] \times \{-k\}\} \cup \{(0) \times [-k, |k|]\} \cup \{(0, 1) \times \{k\}\}$. Let $Q_1$ and $Q_{-1}$ be the upper respectively the lower connected component of the set $Q \setminus S$.

Consider the class of maps $f : Q \setminus S \to Q$ defined by

$$f(x, y) = \begin{cases} (\lambda x + (1 - \lambda), \gamma y - (\gamma - 1)), & \text{if } (x, y) \in Q_1, \\ (\lambda x - (1 - \lambda), \gamma y + (\gamma - 1)), & \text{if } (x, y) \in Q_{-1}, \end{cases}$$

where the parameters are $0 < \lambda \leq 1$, $-1 < k < 1$ and $1 < \gamma \leq \frac{2}{1+|k|}$. These are the Belykh maps.

2.2 The one-dimensional case

Here we consider the case $k = 0$. In this case the dynamics in the second coordinate do not depend on the first coordinate and the dynamics in the first coordinate are completely determined by that of the second. Hence the interesting dynamics take place in the second coordinate and we therefore study the projection of $f$ to this coordinate. Let the map $T : I_\gamma \to I_\gamma$, where $I_\gamma = [-\gamma; (\gamma - 1)]$ be defined by

$$T(x) = \begin{cases} \gamma x - (\gamma - 1) & \text{if } x > 0, \\ \gamma x + (\gamma - 1) & \text{if } x \leq 0. \end{cases}$$

We have defined $T$ to be $\gamma$ at 0 for convenience, but we could just as well have defined it to be $-(\gamma - 1)$.

2.2.1 A subshift with two kneading sequences

Let $I_{-1} = [-\gamma; 0)$ and $I_1 = [0; (\gamma - 1)]$. For any $x \in I_\gamma$ we associate a sequence $\mathbf{i} = \{i_k\}_{k=0}^\infty \in \{-1, 1\}^\mathbb{N}$ defined by $T^k(x) \in I_{i_k}$ for any $k \in \mathbb{N}$. Then $x$ and $\mathbf{i}$ satisfy

$$x = \frac{\gamma - 1}{\gamma} \sum_{k=0}^{\infty} \frac{i_k}{\gamma^k}.$$
We let $\Sigma_\gamma$ denote the closure of the set of all such sequences and define the map $\pi_\gamma : \Sigma_\gamma \to I_\gamma$ by

$$\pi_\gamma(\underline{i}) = \frac{\gamma - 1}{\gamma} \sum_{k=0}^{\infty} \frac{i_k}{\gamma^k}.$$  

The left-shift $\sigma$ is defined by $\sigma(\{i_k\}_{k=0}^\infty) = \{i_{k+1}\}_{k=0}^\infty$. It is easy to see that $\pi_\gamma(\sigma^n(\underline{i})) = T^n(\pi_\gamma(\underline{i}))$. The set $\Sigma_\gamma$ is invariant under $\sigma$ and is hence a subshift.

We endow the subshift $\Sigma_\gamma$ with the lexicographical ordering, denoted by $\leq$. Because $T$ is piecewise monotone increasing this makes the map $\pi_\gamma$ monotone increasing.

We denote by $\gamma = \{\gamma_k\}_{k=0}^\infty \in \Sigma_\gamma$ the sequence that satisfies $\gamma - 1 = \pi_\gamma(\gamma)$. If we let $-\gamma = \{i_k\}$ denote the sequence such that $i_k = -\gamma_k$ for each $k$ then $-(\gamma - 1) = \pi_\gamma(-\gamma)$ and $\Sigma_\gamma$ is the set

$$\Sigma_\gamma = \{\underline{i} : -\gamma \leq \sigma^k(\underline{i}) \leq \gamma, \forall k \in \mathbb{N}\}. \quad (2.1)$$

We will call $\gamma$ the upper kneading sequence and $-\gamma$ the lower kneading sequence.

Since we have defined $T(0) = (\gamma - 1)$ there is no $n$ such that $\sigma^n(\gamma) = -\gamma$. It is however possible that $\sigma^n(\gamma) = \gamma$. If we had defined $T(0)$ to be $-(\gamma - 1)$ then we would have the opposite case.

We let $\Xi : (1, 2) \to (-1, 1)^\mathbb{N}$ denote the map that maps $\gamma \in (1, 2)$ to the upper kneading sequence of $\Sigma_\gamma$. The map $\Xi$ satisfies $\pi_\gamma(\Xi(\gamma)) = \gamma - 1$.

Let $\mathcal{K}$ denote the set of kneading sequences. Define

$$\mathcal{P}_n = \{\underline{\gamma} \in \mathcal{K} \mid \underline{\gamma} = (\gamma_1 \gamma_2 \cdots \gamma_n)\infty \text{ for some } \gamma_1 \gamma_2 \cdots \gamma_n\}$$

and let $\mathcal{P} = \bigcup_{n=1}^\infty \mathcal{P}_n$. For any $\underline{\gamma} \in \mathcal{K}$ define

$$L(\underline{\gamma}) = \sup\{n \in \mathbb{Z} \mid \exists k : \gamma_k \gamma_{k+1} \cdots \gamma_{k+n-1} = (-\gamma_0)(-\gamma_1) \cdots (-\gamma_{n-1})\}.$$

Let

$$\mathcal{K}_n = \{\underline{\gamma} \in \mathcal{K} \mid L(\underline{\gamma}) = n\}.$$

For any word $A = a_0 a_1 \cdots a_l$ and $k, l \in \mathbb{N}$ we denote by $k[A]_{k+l}$ the cylinder set defined by

$$k[A]_{k+l} = \{\underline{i} \in \Sigma_\gamma \mid i_{m+k} = a_m, m = 0, 1, \ldots l\} = \bigcap_{m=k}^{k+l} \sigma^{-m}(\{\underline{i} \in \Sigma_\gamma \mid i_0 = a_k\}).$$

We will use the notation $[A] = a[A]_l$. 
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2.2.2 Classification of the subshifts

We begin by defining some different types of subshifts.

**Definition 2.2.2.1.** A subshift is said to be of finite type, SFT, if it is associated with a finite directed graph with labelled vertices.

A subshift is said to be sofic if the language is associated with a finite automaton, that is a finite directed graph with labelled edges.

A subshift $S$ is said to be specified, or have the specification property if there exists a number $k$ such that if $a$ and $b$ are words in the language of $S$ then there is a word $c$ of length $k$ such that the word $abc$ is allowed.

In this section we will prove the following theorem, that characterises the three types of subshifts in Definition 2.2.2.1 in terms of the kneading sequence.

**Theorem 2.2.2.1.** The subshift $\Sigma_\gamma$ is of finite type if and only if $\gamma$ is periodic. The subshift $\Sigma_\gamma$ is sofic if and only if $\gamma$ is eventually periodic.

If $\gamma > \sqrt{2}$ then the subshift $\Sigma_\gamma$ is specified if and only if $\gamma \in K_n$ for some integer $n$.

This can be formulated equivalently in terms of the orbit of $(\gamma - 1)$.

**Theorem 2.2.2.2.** The subshift $\Sigma_\gamma$ is of finite type if and only if the orbit of $(\gamma - 1)$ is periodic.

The subshift $\Sigma_\gamma$ is sofic if and only if the orbit of $(\gamma - 1)$ is finite.

If $\gamma > \sqrt{2}$ then the subshift $\Sigma_\gamma$ is specified if and only if the orbit of $(\gamma - 1)$ is bounded away from $-(\gamma - 1)$.

Consider the case $\gamma = \sqrt{2}$. Let

$$A = \left[-\frac{\gamma - 1}{\gamma + 1}, \frac{\gamma - 1}{\gamma + 1}\right], \quad B = \left[-(\gamma - 1), -\frac{\gamma - 1}{\gamma + 1}\right] \cup \left[\frac{\gamma - 1}{\gamma + 1}, (\gamma - 1)\right].$$

Then $T^{-1}(A) = B$ and $T^{-1}(B) = A$. Hence $\Sigma_\gamma$ is not specified even though $\gamma = 11(-11)^\infty \in K_1$.

If $\gamma < \sqrt{2}$ then $f(A) \subset B$ and $f(B) \subset A$ and $\Sigma_\gamma$ can not be specified. However there is no $\gamma \in (1, \sqrt{2})$ such that $\gamma$ is periodic or eventually periodic.

Let $A$ be an alphabet and $L \subseteq A^* \equiv \{a_1a_2\cdots a_n \mid a_k \in A, n \in \mathbb{N}\}$ a language. For $x, y \in L$ we define the relation $\sim$ by

$$x \sim y \iff (xyb \in L \text{ if and only if } ayb \in L, \forall a, b \in A^*).$$

**Definition 2.2.2.2.** The language $L$ is said to be rational if the quotient group with respect to the relation $\sim$ is finite.
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The following theorem can be found in [10]. It will be used in the proof of Theorem 2.2.2.1.

**Theorem 2.2.2.3 (Kleene).** A subshift is associated with a finite automaton if and only if its language is rational.

We can now prove Theorem 2.2.2.1.

**Proof.** We first prove that if $\Sigma_\gamma$ is sofic then $\sigma^n(\gamma)$ is periodic for some $n$.

Assume that $\Sigma_\gamma$ is sofic and $\sigma^n(\gamma)$ is not periodic for any $n \in \mathbb{N}$. Then there exists an infinite sequence $i_1 < i_2 < \cdots$ such that the sequences

$$\gamma_{i_k} \gamma_{i_k+1} \gamma_{i_k+2} \cdots, \quad k = 1, 2, 3, \ldots$$

are unique. Consider two sequences

$$\gamma_{i_k} \gamma_{i_k+1} \gamma_{i_k+2} \cdots, \quad \gamma_{i_1} \gamma_{i_1+1} \gamma_{i_1+2} \cdots.$$  

Without loss of generality we may assume that there is a $j$ such that

$$\gamma_{i_k} = \gamma_{i_1}, \ldots, \gamma_{i_k+j} = \gamma_{i_1+j} \text{ and } \gamma_{i_k+j+1} > \gamma_{i_1+j+1}.$$

The sequence $\gamma_{i_k} \gamma_{i_k+1} \gamma_{i_k+2} \cdots$ prolong the word $\gamma_{i_1} \gamma_{i_1+1} \cdots \gamma_{i_1-1}$ but it does not prolong the word $\gamma_{i_1} \gamma_{i_1+1} \cdots \gamma_{i_1-1}$. Hence the quotient group is not finite and $\Sigma_\gamma$ is not sofic. This proves that $\sigma^n(\gamma)$ is periodic for some $n$ if $\Sigma_\gamma$ is sofic.

We now prove that if $\gamma$ is periodic then $\Sigma_\gamma$ is of finite type.

The subshift $\Sigma_\gamma$ is of finite type if and only if it is associated with a finite graph with labelled vertices. Assume that $\gamma$ is periodic. We construct a graph in order to prove that the subshift is of finite type.

Assume that $\gamma$ is $n$-periodic. Let

$$V = \{a_0a_1 \cdots a_{n-1} \mid a_0a_1 \cdots a_{n-1} \text{ is an allowed word.}\}$$

be the set of vertices and let

$$E = \{(A, B) \mid A, B \in V, AB \text{ is an allowed word.}\}$$

be the set of edges. Then a sequence is in $\Sigma_\gamma$ if and only if there is a corresponding path in the graph $G = (V, E)$. Indeed, a sequence $\underline{a} = a_0a_1a_2 \cdots$ is in $\Sigma_\gamma$ if and only if the words $a_0a_{k+1} \cdots a_{k+n-1}$, $k = 0, 1, \ldots$ are allowed. This condition is obviously satisfied for any path in $G$. Furthermore, for any such sequence the words $a_{k+n} a_{k+n} \cdots a_{k+n(m+1)-1}$ and $a_{k+n+1} a_{k+n+1} \cdots a_{k+n(m+2)-1}$, $k = 0, 1, \ldots$, $m = 0, 1, 2, \ldots$ are allowed and therefore there is a corresponding path in $G$. An example of the construction is in Example 2.2.2.1 below.
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It is now time to prove that if $\sigma^n(2)$ is periodic for some $n$ then $\Sigma_2$ is sofic. Assume that $\sigma^n(\gamma)$ is periodic for some $n$.

If $\gamma$ is periodic then $\Sigma_2$ is of finite type and hence sofic. Assume that $\gamma$ is not periodic. Write $\gamma = a_0a_1 \cdots a_{m-1}(\beta_0\beta_1 \cdots \beta_{n-1})^\infty = \gamma_0\gamma_1 \cdots$. We may assume that $a_0 \cdots a_{m-1} > \beta_0 \cdots \beta_{n-1}$.

For any finite word $a_0 \cdots a_{N-1}$ we define the state $(k,l)$: Put

$$k' = \max\{j \mid a_{N-j} \cdots a_{N-1} = \gamma_0 \cdots \gamma_{j-1}\},$$
$$l' = \max\{j \mid a_{N-j} \cdots a_{N-1} = (-\gamma_0) \cdots (-\gamma_{j-1})\}$$

and let

$$k = \begin{cases} k' & \text{if } k' \leq m+n, \\ l' & \text{if } l' \leq m+n, \end{cases}$$
$$l = \begin{cases} m+n+r & \text{if } k' = m+pn+r, p \geq 1 \text{ and} \\ m+n+r & \text{if } l' = m+pn+r, p \geq 1. \end{cases}$$

Then $0 \leq k, l \leq m+2n-1$. Let $S$ be the map $(a_0 \cdots a_{N-1}) \mapsto (k,l)$.

Let $V = \{(k,l) = S(A) \mid A \text{ is an allowed word.}\}$ be the set of vertices. Define the set of edges $E$ by

$$E = \{(k_1,l_1) \overset{L}{\rightarrow} (k_2,l_2) \mid L \in \{-1,1\}, a_0 \cdots a_{s-1}L \text{ is an allowed word with}$$
$$S(a_0 \cdots a_{s-1}) = (k_1,l_1) \text{ and } S(a_0 \cdots a_{s-1}L) = (k_2,l_2),$$
where $a_0 \cdots a_{s-1} = \gamma_0 \cdots \gamma_{k_1-1}$ if $k_1 > l_1$ and
$$a_0 \cdots a_{s-1} = (-\gamma_0) \cdots (-\gamma_{l_1-1})$$
if $l_1 > k_1$.}

We prove that the graph $G = (V,E)$ determines the subshift $\Sigma_2$. Observe that the word $A(\beta_0 \cdots \beta_{n-1})B$ is allowed if and only if the words $A(\beta_0 \cdots \beta_{n-1})1B$, $i = 1, 2, 3, \ldots$ are allowed. This implies that for any $a \in \Sigma_2$ and any $j$ the state $S(a_0 \cdots a_{j-1})$ is defined and from the vertex $S(a_0 \cdots a_{j-1})$ there is a unique edge labelled with $a_j$ going to the vertex $S(a_0 \cdots a_j)$. Hence the subshift determined by $G$ contains $\Sigma_2$.

Conversely, let $\gamma$ be a sequence determined by a path in $G$. Then for any $i = 1, 2, 3, \ldots$ the word $a_i \cdots a_{i+s} = \pm(\gamma_0 \cdots \gamma_{s-1})$ where $s = \max\{k,l\}$, $(k,l) = S(a_0 \cdots a_i)$. Clearly $a_0$ is an allowed word. Assume that $a_0 \cdots a_{i-1}$ is an allowed word. The word $a_{i-s} \cdots a_i$ is allowed and by the construction of $G$ it is clear that the word $a_{i-s+1} \cdots a_{i+1}$ is allowed. Hence $a_0 \cdots a_{i+1}$ is allowed and by induction $a \in \Sigma_2$.

The graph $G$ is obviously finite so $\Sigma_2$ is indeed sofic. See Example 2.2.2.2 below for an example of the construction.

We can now prove that if $\Sigma_2$ is of finite type then $\gamma$ is periodic.
CHAPTER 2. RESTRICTION TO ONE DIMENSION

If \( \Sigma_{\gamma} \) is of finite type then it is sofic and \( \sigma^n(\gamma) \) is periodic for some \( n \). Assume \( \gamma \) is not periodic. Then we can write \( \gamma \) as

\[
\gamma = \alpha_0 \cdots \alpha_{m-1}(\beta_0 \cdots \beta_{n-1})^\infty,
\]

where \( \beta_0 \cdots \beta_{n-1} < \alpha_0 \cdots \alpha_{m-1} \). Then there is a \( k < n \) such that \( \beta_0 \cdots \beta_{k-1} > \beta_0 \cdots \beta_{n-1} \) and \( (\beta_0 \cdots \beta_{n-1})^N \beta_1 \cdots \beta_{k-1} \) is allowed for any \( N \). For any \( N \) the word

\[
a_0 \cdots a_{m-1}(\beta_0 \cdots \beta_{n-1})^N \beta_0 \cdots \beta_{k-1}
\]

is forbidden but it contains no smaller forbidden word. Hence the subshift is not of finite type. We conclude that if \( \Sigma_{\gamma} \) is of finite type then \( \gamma \) is periodic.

If there is no \( n \) such that \( \gamma \in \mathcal{K}_n \) then for any \( n \) there is an \( m \) such that

\[
[\gamma_0 \cdots \gamma_m] = [\gamma_0 \cdots \gamma_m(-\gamma_1)(-\gamma_2) \cdots (-\gamma_n)].
\]

This implies that \( \Sigma_{\gamma} \) cannot be specified.

If \( \gamma \in \mathcal{K}_n \) then for any allowed word \( C \) of length \( m \) there are \( k, l \) with \( k + l < n \) such that either

\[
\begin{align*}
C\gamma\gamma_{t+1} \cdots \gamma_{k+l}(-11)^\infty, \\
C\gamma\gamma_{t+1} \cdots \gamma_{k+l}(-\gamma)
\end{align*}
\]

or

\[
\begin{align*}
C\gamma\gamma_{t+1} \cdots \gamma_{k+l}(1-1)^\infty, \\
C\gamma\gamma_{t+1} \cdots \gamma_{k+l} - 1_\infty
\end{align*}
\]

are sequences in \( \Sigma_{\gamma} \). Hence we have either

\[
f^{m+k+1}(\pi_\gamma([C])) \supset [0, \frac{\gamma - 1}{\gamma + 1}], \text{ or } f^{m+k+1}(\pi_\gamma([C])) \supset \left[-\frac{\gamma - 1}{\gamma + 1}, 0\right].
\]

For \( \gamma > \sqrt{2} \) there is an \( N \), depending on \( \gamma \), such that

\[
f^N \left([0, \frac{\gamma - 1}{\gamma + 1}]\right) = f^N \left(-\frac{\gamma - 1}{\gamma + 1}, 0\right) = -(\gamma - 1), (\gamma - 1)\).
\]

This implies that \( \Sigma_{\gamma} \) is specified. \( \square \)

**Example 2.2.2.1.** Let \( \gamma = (11-1)^\infty \). The corresponding graph is in figure 2.1. If we let \( 1 = 11-1, 2 = 11-1, 3 = 1-1-1, 4 = -1-11, 5 = -11-1 \) and
6 = −111 then we get the following adjacency matrix.

\[
\begin{bmatrix}
1 & 1 & 1 & 0 & 1 & 1 \\
0 & 1 & 1 & 1 & 1 & 1 \\
1 & 1 & 1 & 0 & 0 & 0 \\
0 & 1 & 0 & 1 & 1 & 1 \\
1 & 1 & 0 & 0 & 1 & 1 \\
0 & 0 & 1 & 1 & 1 & 1 \\
\end{bmatrix}
\]

Figure 2.1: The graph associated with the subshift determined by the kneading sequence \( \gamma = (11−1)^\infty \).

**Example 2.2.2.** Let \( \gamma = 1(1−1)^\infty \). The corresponding graph, constructed as in the proof of theorem 2.2.1, is in figure 2.2. The graph for the subshift determined by \( \gamma = 11(−11−111−11)^\infty \) is in figure 2.3.

### 2.2.3 Invariant measures

In this section we construct an absolutely continuous invariant measure. The method follows that applied for the \( \beta \)-expansion by Parry in [22]. We estimate the number of allowed words of length \( n \) in the subshift \( \Sigma_n \) and use this estimate to estimate the Lebesgue measure of pre-images of any cylinder. In this way
we can construct the absolutely continuous invariant measure as a weak limit.
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point of the sequence

\[
\frac{1}{n} \sum_{k=0}^{n-1} \nu \circ T^{-n},
\]

where \( \nu \) denotes the Lebesgue measure. The limit measure is the measure of maximal entropy.

By constructing a Markov partition Hofbauer showed in [13] that a class of piecewise monotone increasing maps of an interval has at most finitely many measures of maximal entropy and if the map is transitive then there is a unique measure of maximal entropy. Hofbauer used this method for more general maps in [14, 15, 16, 17].

Define the following metrics.

\[
d_{\Sigma_n}(a, b) = \max \left\{ \frac{1}{\gamma_n} \mid a_n \neq b_n \right\}, \quad a, b \in \Sigma_\gamma,
\]

\[
d_{\gamma}(a, b) = \left\| \frac{\gamma - 1}{\gamma} \sum_{k=0}^{\infty} \frac{a_k - b_k}{\gamma^k} \right\|, \quad a, b \in \Sigma_\gamma.
\]

The metric \( d_{\gamma} \) is the Lebesgue metric in the sense that it satisfies \( d_{\gamma}(a, b) = |\pi_\gamma(a) - \pi_\gamma(b)| \).

**Theorem 2.2.3.1.** Let \( a, b \in \Sigma_\gamma \). Then \( 2d_{\Sigma_n}(a, b) \geq d_{\gamma}(a, b) \).

**Proof.** Assume that \( d_{\Sigma_n}(a, b) = \gamma^{-n} \). Then

\[
d_{\gamma}(a, b) = \left\| \frac{\gamma - 1}{\gamma} \sum_{k=0}^{\infty} \frac{a_k - b_k}{\gamma^k} \right\| \leq \frac{\gamma - 1}{\gamma} \sum_{k=0}^{\infty} \frac{2}{\gamma^k} = \frac{2}{\gamma^n} = 2d_{\Sigma_n}(a, b). \]

The following lemma is obvious.

**Lemma 2.2.3.1.** For any cylinder \([C]\) of length \( m \) we have

\[
d_{\Sigma_n}([C]) \leq \gamma^{-m-1},
\]

\[
d_{\gamma}([C]) \leq (\gamma - 1)\gamma^{-m+1}.
\]

**Lemma 2.2.3.2.** Let \( \gamma \in \mathcal{K}_n \). Then for any cylinder \([C]\) of length \( m \) we have

\[
d_{\Sigma_n}([C]) \geq \gamma^{-n-m-1}.
\]

**Proof.** Let \( j > 0 \) be such that there is no \( a, b \in [C] \) with \( d_{\Sigma_n}(a, b) \geq \gamma^{-m-j} \). There are numbers \( k \) and \( l \) such that the last \( k \) letters of \( C \) are \( \gamma_0 \cdots \gamma_{k-1} \) and the last \( l \) letters of \( C \) are \( (-\gamma_0) \cdots (-\gamma_{l-1}) \). Since \( \gamma \in \mathcal{K}_n \) any \( a \in [C] \) has the property that one of these chains of \( \gamma_0 \cdots \gamma_{k-1} \) and \( (-\gamma_0) \cdots (-\gamma_{l-1}) \) in \( a \) ends after at least \( n \) letters. This implies that we can find \( a, b \in [C] \) with \( d(a, b) \geq \gamma^{-m-n-1} \).
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Theorem 2.2.3.2. Assume that $\gamma \in \mathbb{K}_n$. Then for any cylinder $[C]$ such that $d_{\Sigma_n'}([C]) > 0$ we have

$$\gamma^{-n+1} \frac{\gamma - 1}{\gamma + 1} \leq \frac{d_\gamma([C])}{d_{\Sigma_n'}([C])} \leq 2.$$

Proof. By theorem 2.2.3.1 we have that $\frac{d_\gamma([C])}{d_{\Sigma_n'}([C])} \leq 2$.

Arguing as in the proof of Lemma 2.2.3.2 we see that there are integers $k$ and $l$ with $k \leq n - 1$ such that either

$$\omega_0 = C\gamma \gamma_{t+1} \cdots \gamma_{t+k-1},$$
$$\omega_1 = C\gamma \gamma_{t+1} \cdots \gamma_{t+k}(-1)^\infty,$$

or

$$\omega_0 = C\gamma \gamma_{t+1} \cdots \gamma_{t+k}-1,$$
$$\omega_1 = C\gamma \gamma_{t+1} \cdots \gamma_{t+k}(1-1)^\infty.$$

are in $[C]$. If $m$ is the length of $C$ then a direct calculation gives $d_\gamma([C]) \geq \gamma^{-m-n} \frac{\gamma - 1}{\gamma + 1}$ and hence

$$\frac{d_\gamma([C])}{d_{\Sigma_n'}([C])} \geq \gamma^{-n+1} \frac{\gamma - 1}{\gamma + 1}.$$

Theorem 2.2.3.3. Let $N(k)$ denote the number of allowed words of length $k$. Then

$$\frac{2}{2^k} \leq N(k) \leq \frac{4}{\gamma - 1} \gamma^k.$$

Proof. There are $N(k+1) - N(k)$ allowed words $W$ of length $k$ such that both $W_1$ and $W-1$ are allowed. For each such word $W1\gamma, W1-\gamma \in \Sigma_\gamma$. Since $\pi_\gamma(W1\gamma) = \pi_\gamma(W1-\gamma)$ we may think of the word $W$ as if it was a sequence, such that $\pi_\gamma(W) = \pi_\gamma(W1\gamma)$.

Order these $N(k+1) - N(k)$ words lexicographically and consider three consecutive words $W_1, W_2, W_3$. It can happen that $W_1$ and $W_2$ or $W_2$ and $W_3$ are very close. However $d_\gamma(W_1, W_3) \geq \frac{d_\gamma(W_1, W_2)}{2}$. Hence

$$\frac{N(k+1) - N(k)}{2} \frac{\gamma - 1}{\gamma^k} \leq 2(\gamma - 1)$$

and

$$N(k) \leq \frac{4}{\gamma - 1} \gamma^k.$$
Consider the allowed word $i_0 i_1 \cdots i_{k-1}$ of length $k$. The cylinder $\{i_0 \cdots i_{k-1}\}$ has the property that $d_\gamma([i_0 \cdots i_{k-1}]) \leq \frac{2(\gamma-1)}{\gamma^k}$. Hence
\[
N(k)\frac{\gamma(\gamma - 1)}{\gamma^k} \geq 2(\gamma - 1).
\]
This implies that
\[
N(k) \geq \frac{2}{\gamma} \gamma^k.
\]

**Corollary 2.2.3.1.** The topological entropy of $\Sigma_\gamma$ is $\log \gamma$.

**Corollary 2.2.3.2.** The map $\Xi : (1, 2) \to \{-1, 1\}^N$ is monotone increasing and injective.

**Proof.** If $\gamma < \delta$ then $\Sigma_\gamma \subset \Sigma_\delta$ by (2.1). This implies that $h_{\text{top}}(\Sigma_\gamma) \leq h_{\text{top}}(\Sigma_\delta)$ and so we must have $\gamma \leq \delta$. \hfill $\square$

**Theorem 2.2.3.4.** Let $I \subseteq I_\gamma$ be any interval. Then for any $m$
\[
\frac{1}{m} \sum_{k=0}^{m-1} \nu(T^{-k}(I)) \leq \frac{4}{\gamma - 1} \nu(I),
\]
where $\nu$ denotes the Lebesgue measure. If $\gamma \in \mathcal{K}_n$ and $\gamma > \sqrt{2}$ then there exists a constant $c > 0$, depending on $\gamma$, such that
\[
\frac{1}{m} \sum_{k=0}^{m-1} \nu(T^{-k}(I)) \geq c \nu(I).
\]

**Proof.** The set $T^{-k}(I)$ consists of at most $N(k)$ disjoint interval each of measure less or equal to $\frac{\nu(I)}{N(k)}$. This implies that
\[
\nu(T^{-k}(I)) \leq N(k) \frac{\nu(I)}{\gamma^k} \leq \frac{4}{\gamma - 1} \nu(I)
\]
and hence
\[
\frac{1}{m} \sum_{k=0}^{m-1} \nu(T^{-k}(I)) \leq \frac{4}{\gamma - 1} \nu(I).
\]

Assume that $\gamma \in \mathcal{K}_n$ and $\gamma > \sqrt{2}$. Then $\Sigma_\gamma$ is specific and there exists an $N$ such that for any allowed word $i_0 i_1 \cdots i_{n-1}$ there exists a word $W$ of length $N$ such that $i_0 i_1 \cdots i_{n-1} W C$ is an allowed word. So $T^{-k}(\pi_\gamma([C]))$ consists of at least $N(k-N)$ intervals and by Lemma 2.2.3.2 and Theorem 2.2.3.2 there
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exists a constant $c_0 > 0$ such that each of these intervals has length not less than $c_0 \nu(\pi_\gamma([C])) \gamma^{-k}$. Hence

$$\nu(T^{-k}(\pi_\gamma([C]))) \geq N(k-N)c_0 \nu(\pi_\gamma([C])) \gamma^{-k} \geq c \nu(\pi_\gamma([C])),$$

where $c$ depends on $\gamma$ but not on $[C]$. This implies the statement of the Theorem. \hfill \square

Corollary 2.2.3.3. There exists an invariant measure $\mu$, absolutely continuous with respect to the Lebesgue measure $\nu$ such that

$$\mu(A) = \lim_{n \to \infty} \frac{1}{n} \sum_{k=0}^{n-1} \nu(T^{-k}(A)) \leq \frac{4}{\gamma - 1} \nu(A).$$

If $\gamma \in \mathcal{K}_n$ and $\gamma > \sqrt{2}$ then $\mu$ is equivalent to $\nu$.

Parry [25] has shown that the measure $\mu$ has the density

$$h(x) = D \sum_{n=0}^{\infty} \left( \chi(-n,\gamma - 1,\gamma n - 1)(x) - \chi(-n,\gamma - 1,\gamma n - 1)(x) \right),$$

where $D$ is a normalising constant, and if $\gamma > \sqrt{2}$ then $h(x) > D \gamma^2/2(\gamma - 1)^2$.

Theorem 2.2.3.5. The measure $\mu$ is the measure of maximal entropy. That is $h_\mu(T) = h_{\text{top}}(T)$.

Proof. It suffices to show that $h_\mu(T) \geq \log \gamma$ since $h_\mu(T) \leq h_{\text{top}}(T)$ for any measure and $h_{\text{top}}(T) = \log \gamma$. Theorem 2.2.3.4 and Lemma 2.2.3.1 implies that for any cylinder $[C]$ of length $n$ we have $\mu([C]) \leq 4\gamma^{1-n}$. If $\mathcal{C}_n$ is the partition of $I_\gamma$ into cylinders of length $n$ we have

$$\frac{1}{n} \sum_{[C] \in \mathcal{C}_n} -\mu([C]) \log \mu([C]) \geq \frac{1}{n} \sum_{[C] \in \mathcal{C}_n} \mu([C])(n \log \gamma - \log(4\gamma))$$

$$= \log \gamma - \frac{1}{n} \log(4\gamma) \to \log \gamma,$$

as $n \to \infty$. This shows that $h_\mu(T) \geq \log \gamma$. \hfill \square

Example 2.2.3.1. If $\Sigma_\gamma$ is specified then there exists a sequence $a \in \Sigma_\gamma$ such that $\{\sigma^n(a)\}_{n \in \mathbb{N}}$ is dense in $\Sigma_\gamma$ with respect to the metric $d_\gamma$.

Let $\{a_n\}_{n \in \mathbb{N}} = \{a_{n,1}a_{n,2} \cdots \} \_{n \in \mathbb{N}}$ be dense in $\Sigma_\gamma$. Define

$$A_n = a_{n,1}a_{n,2} \cdots a_{n,n}.$$
The cylinder sets \([A_n]\) are all non-empty since \(A_n \in [A_n]\). Since \(\Sigma_\gamma\) has finite memory there exists words \(A_{T,n}\) of length \(T_n \leq T\) such that
\[
h = A_1 A_{T,1} A_2 A_{T,2} A_3 \cdots \in \Sigma_\gamma.
\]
Let
\[
k_n = \sum_{i=1}^{n} (i + T_i).
\]
Then by Lemma 2.2.3.1 and Theorem 2.2.3.2 the set \(\{\sigma_{k_n}(h)\}_{n \in \mathbb{N}}\) is dense in \(\Sigma_\gamma\) with respect to \(d_\gamma\).

### 2.2.4 Ergodic properties

The theory of piecewise monotone maps of an interval is well developed. We use this theory to conclude that the measure \(\mu\) constructed in the previous section is the unique measure of maximal entropy and that it is Bernoulli.

**Theorem 2.2.4.1.** Let \(\gamma > \sqrt{2}\). If \(\gamma \in K_N\) then \(T\) is mixing.

**Proof.** Bowen [8] has shown that any piecewise \(C^2\) function on an interval with one discontinuity and derivative larger than \(\sqrt{2}\) is weakly mixing. If \(T\) is weakly mixing then \(T\) is mixing if and only if there exists a constant \(K\) such that
\[
\limsup_{n \to \infty} \nu(A \cap T^{-n} B) \leq K \nu(A) \nu(B),
\]
for any measurable sets \(A, B\).

Take any two cylinders \([A]\) and \([B]\). We prove that
\[
d_\gamma([A] \cap T^{-n}[B]) \leq K \rho([A]) \rho([B]),
\]
for \(n\) large enough. Let \(n_A\) be the length of the word \(A\). Assume that \(d_{\Sigma_\gamma}([A]) = \gamma^{-n_A}\) and \(d_{\Sigma_\gamma}([B]) = \gamma^{-N_B}\).

Let \(n > n_A\). Then
\[
[A] \cap T^{-n}[B] = \{a \in \Sigma_\gamma \mid a = A_{i_1} \cdots A_{i_{n-1}} B \cdots \} = \bigcup_k [C_k],
\]
where \([C_k]\) are disjoint cylinders of the form \([A_{i_{n_A}} \cdots i_{n-1} B]\). There are at most \(N(n - n_A)\) such non-empty cylinders.

By Lemma 2.2.3.2 we have \(d_{\Sigma_\gamma}([A]) \geq \gamma^{-n_A - N - 1}\). We get
\[
d_{\Sigma_\gamma}([A] \cap T^{-n}[B]) = \sum_k d_{\Sigma_\gamma}([C_k]) \leq N(n - n_A) \gamma^{-n - N_B}
\]
\[
\leq \frac{4}{\gamma - 1} \gamma^{-n_A} \gamma^{-N_B} \leq c_1 d_{\Sigma_\gamma}([A]) d_{\Sigma_\gamma}([B]).
\]
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By Theorem 2.2.3.2

\[ d_r([A] \cap T^{-n}[B]) \leq 2d_{\Sigma_r}([A] \cap T^{-n}[B]) \leq 2c_1 d_{\Sigma_r}([A]) d_{\Sigma_r}([B]) \leq c_2 d_r([A]) d_r([B]). \]

Hence \( T \) is mixing. \( \square \)

**Theorem 2.2.4.2.** If \( \gamma > \sqrt{2} \) then \( T \) is topologically mixing.

**Proof.** We show that for any non-empty cylinders \([A]\) there exists a number \( n \) such that \( \sigma^n([A]) = \Sigma_\gamma \). It then follows that \( T \) is topologically mixing.

Let \( n_A \) be the length of the word \( A \). Let \( n_\gamma \) be the largest number such that \((-\gamma_0) \cdots (-\gamma_{n_\gamma-1})\) is a word in \( \gamma_0 \cdots \gamma_{n_A-1} \). Clearly, \( n_\gamma < n_A \). There exists \( k, l < n_\gamma \) such that either

\[ A\gamma_l \cdots \gamma_{l+k-1}(1-1)\infty \in \Sigma_\gamma, \]
\[ A\gamma_l \cdots \gamma_{l+k-1}(-\gamma) \in \Sigma_\gamma, \]

or

\[ A\gamma_l \cdots \gamma_{l+k-1}(-11)\infty \in \Sigma_\gamma, \]
\[ A\gamma_l \cdots \gamma_{l+k-1}-1\gamma \in \Sigma_\gamma. \]

Hence \( f^{nA+k}(\pi_\gamma([A])) \supset [0, \frac{\gamma-1}{\gamma+1}] \) or \( f^{nA+k}(\pi_\gamma([A])) \supset [-\frac{2-\gamma}{\gamma+1}, 0] \). For any \( \gamma > \sqrt{2} \) there is a number \( N \) such that

\[ f^N \left( \left[ -\frac{\gamma-1}{\gamma+1}, 0 \right] \right) = f^N \left( \left[ 0, \frac{\gamma-1}{\gamma+1} \right] \right) = \left( -\gamma - 1, (\gamma - 1) \right). \]

This implies that \( T \) is topologically mixing. \( \square \)

**Corollary 2.2.4.1.** If \( \gamma > \sqrt{2} \) then the measure \( \mu \) is the unique measure of maximal entropy.

**Proof.** In [13], Hofbauer showed that provided \( T \) is transitive then there is a unique measure of maximal entropy. \( \square \)

**Theorem 2.2.4.3.** \( T \) is ergodic with respect to the measure \( \mu \).

**Proof.** In [19] it is shown that that any transformation of a certain class of transformations with \( n \) discontinuities has at most \( n \) ergodic measures each absolutely continuous. Thus \( \mu \) is ergodic. \( \square \)

**Theorem 2.2.4.4.** If \( \gamma > \sqrt{2} \) then \( \mu \) is Bernoulli.

**Proof.** Bowen [8] has shown that provided \( T \) is weakly mixing, the measure \( \mu \) is Bernoulli. As mentioned in the proof of Theorem 2.2.4.1, \( T \) is weakly mixing. \( \square \)
2.2.5 Connection to algebraic numbers

Let \( x \) be a number. We denote by \( \mathbb{Q}[x] \) the smallest field extension of \( \mathbb{Q} \) containing the number \( x \). A number \( x \) is called an algebraic number if it is a root of a polynomial with integer coefficients, that is there are integers \( a_0, \ldots, a_n \) such that \( x \) satisfies

\[
a_n x^n + a_{n-1} x^{n-1} + \cdots + a_0 = 0. \tag{2.3}
\]

A minimal polynomial of an algebraic number is a polynomial with integer coefficients with the least degree \( n \) such that (2.3) holds. The roots of a minimal polynomial are called the conjugates of \( x \). If \( x \) has a minimal polynomial with \( a_n = 1 \) then \( x \) is called an algebraic integer.

**Definition 2.2.5.1.** A Salem number is an algebraic integer \( x \) of which all conjugates have modulus less than or equal to 1 and there is at least one conjugate with modulus 1.

A Pisot number is an algebraic integer \( x \) of which all conjugates have modulus less than 1.

In this section we will prove the following theorem. We denote by \( \text{Per}(\gamma) \) the set of points in \( I_\gamma \) with finite orbit.

**Theorem 2.2.5.1.** If \( \Sigma_\gamma \) is sofic then \( \gamma \) is an algebraic number of which all conjugates have modulus less than 2.

If \( \gamma \) is an algebraic integer then \( \text{Per}(\gamma) \subseteq \mathbb{Q}[\gamma] \).

If \( \mathbb{Q} \cap I_\gamma \subseteq \text{Per}(\gamma) \) and \( \gamma \geq \sqrt{2} \) then \( \gamma \) is either a Pisot or a Salem number.

If \( \gamma \) is a Pisot number then \( \text{Per}(\gamma) = \mathbb{Q} \cap I_\gamma \).

For the \( \beta \)-expansion, similar results with similar proofs can be found in [22] and [34].

Let \( U \) be the set of \( \gamma \) of the form \( \gamma = a_0 a_1 \cdots a_{m-1} (\beta_0 \beta_1 \cdots \beta_{n-1})^\infty \). If \( \gamma \in (1, 2) \) and \( \gamma \) is the corresponding kneading sequence then \( \gamma \) solves the equation \( (z - 1) = \pi_z(\gamma) \). For \( \gamma \in U \) this yields the equation

\[
(z^{m+n} - (a_0 z^{m+n-1} + \cdots + a_{m-1} z^n + \beta_0 z^{n-1} + \cdots + \beta_{n-1})) = z^m - (a_0 z^{m-1} + \cdots + a_{m-1}). \tag{2.4}
\]

We call this the characteristic equation of \( \gamma \).

**Lemma 2.2.5.1.** The conjugates of \( \gamma \) with respect to the characteristic equation satisfies

\[
T^0(\gamma - 1) z^{m+n-1} + T^1(\gamma - 1) z^{m+n-2} + \cdots + T^{m+n-1}(\gamma - 1)
\]

\[
= T^0(\gamma - 1) z^{m-1} + T^1(\gamma - 1) z^{m-2} + \cdots + T^{m-1}(\gamma - 1).
\]
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Proof. Insert \( \gamma_k = -\frac{T^{k+1}(\gamma - 1) - \gamma T^k(\gamma - 1)}{T^k(\gamma - 1)} \) into (2.4). One gets

\[
T^0(\gamma - 1)(z - \gamma)z^{m+n-1} + T^1(\gamma - 1)(z - \gamma)z^{m+n-2} + \ldots \\
+ T^{m+n-1}(\gamma - 1)(z - \gamma) + T^{m+n}(\gamma - 1)
\]

\[
= T^0(\gamma - 1)(z - \gamma)z^{m-1} + T^1(\gamma - 1)(z - \gamma)z^{m-2} + \ldots \\
+ T^{m-1}(\gamma - 1)(z - \gamma) + T^m(\gamma - 1).
\]

Since \( T^{m+n}(\gamma - 1) = T^m(\gamma - 1) \) and \( z \neq \gamma \) for the conjugates this gives the statement in the lemma.

We are ready to prove the first statement of Theorem 2.2.5.1.

Theorem 2.2.5.2. If \( \gamma \in U \) then for any conjugate \( z \) of \( \gamma \) with respect to the characteristic equation we have \( |z| < 2 \).

Proof. By Lemma 2.2.5.1 the conjugates satisfy

\[
T^0(\gamma - 1)z^{m+n-1} + \ldots + T^{m+n-1}(\gamma - 1) = T^0(\gamma - 1)z^{m-1} + \ldots + T^{m-1}(\gamma - 1).
\]

Assume \( |z| > 1 \). Then

\[
(|z|^n - 1)|z|^{n-1}T^0(\gamma - 1) + T(\gamma - 1)z^{m-2} + \ldots + T^{m-1}(\gamma - 1)|
\]

\[
< (|z|^n - 1)(|z|^{n-1}T^0(\gamma - 1) + T(\gamma - 1)z^{m-2} + \ldots + T^{m-1}(\gamma - 1))|n-1|
\]

\[
= |T^m(\gamma - 1)|z^{n-1} + \ldots + T^{m+n-1}(\gamma - 1)|
\]

\[
< (\gamma - 1)(|z|^{n-1} + |z|^{n-2} + \ldots + 1) = (\gamma - 1)\frac{|z|^n - 1}{|z| - 1}
\]

Hence \( |z|^{m-1}T^0(\gamma - 1) + T(\gamma - 1)z^{m-2} + \ldots + T^{m-1}(\gamma - 1) < \frac{\gamma - 1}{|z| - 1} \). Finally

\[
(\gamma - 1)|z|^{m-1} < \frac{\gamma - 1}{|z| - 1} + |T(\gamma - 1)z^{m-2} + \ldots + T^{m-1}(\gamma - 1)|
\]

\[
\leq \frac{\gamma - 1}{|z| - 1} + (\gamma - 1)\frac{|z|^{m-1} - 1}{|z| - 1} = (\gamma - 1)\frac{|z|^{m-1} - 1}{|z| - 1}
\]

implies that \( |z| < 2 \).

Let \( \gamma \) be an algebraic integer. There exists a minimal polynomial

\[
P(z) = \sum_{k=0}^{d-1} a_k z^k + z^d
\]
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such that \( P(\gamma) = 0 \). Since \( P(\gamma) = 0 \) any \( \alpha \in \mathbb{Q}[\gamma] \) can be written in the form
\[
\alpha = \frac{1}{q} \sum_{k=0}^{d-1} p_k \gamma^k, \quad q, p_k \in \mathbb{Z}.
\]

Because of the minimality of \( P(z) \), this representation is unique if we choose the smallest possible \( q > 0 \).

**Lemma 2.2.5.2.** If \( \gamma \) is an algebraic integer then \( \text{Per}(\gamma) \subseteq \mathbb{Q}[\gamma] \cap I_\gamma \).

**Proof.** Let \( \alpha \in \text{Per}(\gamma) \). That is \( \alpha = \alpha_0 \cdots \alpha_{m-1} (\alpha_m \cdots \alpha_{m+n-1})^\infty \) for some positive integers \( m \) and \( n \). Then
\[
\alpha = \pi_\gamma(\alpha) = \frac{\gamma-1}{\gamma} \sum_{k=0}^{\infty} \alpha_k \gamma^k
= \frac{\gamma-1}{\gamma} \sum_{k=0}^{m-1} \alpha_k \gamma^{m-k} + \frac{\gamma-1}{\gamma} \sum_{i=0}^{n-1} \frac{\alpha_{m+i}}{\gamma^{m+i+n}}
= \frac{\gamma-1}{\gamma} \left( \sum_{k=0}^{m-1} \alpha_k \gamma^{m-k} + \frac{1}{\gamma^{n-1}} \sum_{k=0}^{n-1} \alpha_{k+n} \gamma^{n-1-k} \right) \in \mathbb{Q}[\gamma].
\]

**Lemma 2.2.5.3.** Let \( \alpha \in \mathbb{Q} \subseteq \mathbb{Q}[\gamma] \) and let \( \alpha = \frac{1}{q} \sum_{k=0}^{d-1} p_k \gamma^k \) be the unique representation of \( \alpha \) in the form (2.5). Then for any \( \delta \),
\[
\alpha = 1 \frac{d-1}{q} \sum_{k=0}^{d-1} p_k \delta^k.
\]

**Proof.** Since \( \alpha \in \mathbb{Q} \) we have \( p_k = 0 \) for \( k > 0 \). \( \square \)

**Lemma 2.2.5.4.** Let \( \alpha = \frac{1}{q} \sum_{k=0}^{d-1} p_k \gamma^k \in \mathbb{Q}[\gamma] \). Then, for any \( n \), there exists a unique vector \( (r_{n,1}, \ldots, r_{n,d}) \in \mathbb{Z}^d \) such that
\[
T^n_\gamma(\alpha) = \frac{1}{q} \sum_{k=1}^{d} r_{n,k} \gamma^{-k}.
\]

**Proof.** From \( P(\gamma) = \sum_{k=0}^{d-1} a_k \gamma^k + \gamma^d \) we get the relations
\[
\gamma^{d-1} = - \sum_{k=0}^{d-1} a_k \gamma^{k-1},
\vdots
1 = - \sum_{k=0}^{d-1} a_k \gamma^{k-d}.\]
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With these relations $\alpha$ can be written in the form $\alpha = \frac{1}{q} \sum_{k=1}^{d} r_{0,k} \gamma^{-k}$.

For any $n$

$$T_n^n(\alpha) = \gamma^n \left( \alpha - \frac{\gamma - 1}{\gamma} \sum_{k=0}^{n-1} \alpha_k \gamma^{-k} \right),$$

$$T_{n+1}^{n+1}(\alpha) = \gamma T_n^n(\alpha) - (\gamma - 1)\alpha_n.$$

Assume that $T_n^n(\alpha)$ has the representation

$$T_n^n(\alpha) = \frac{1}{q} \sum_{k=1}^{d} r_{n,k} \gamma^{-k}.$$

Then

$$T_{n+1}(\alpha) = \frac{1}{q} \sum_{k=1}^{d} r_{n+1,k} \gamma^{-k+1} - (\gamma - 1)\alpha_n$$

$$= \frac{1}{q} \sum_{k=1}^{d} r_{n,k+1} \gamma^{-k} + \frac{1}{q} r_{n,1} - (\gamma - 1)\alpha_n.$$

With $P(\gamma) = 0$ this can be written in the form $T_{n+1}(\alpha) = \frac{1}{q} \sum_{k=1}^{d} r_{n+1,k} \gamma^{-k}$.

To prove the uniqueness, assume that there exists $(b_{n,1}, \ldots, b_{n,d}) \in \mathbb{Z}^d$ such that $T_n^n(\alpha) = \frac{1}{q} \sum_{k=0}^{d-1} b_{n,k} \gamma^{-k}$. Then

$$\gamma^{d-1} \sum_{k=0}^{d-1} b_{n,k} \gamma^{-k} = \gamma^{d-1} \sum_{k=0}^{d-1} r_{n,k} \gamma^{-k}.$$

Because of the minimality of $P(z)$ we must have $b_{n,k} = r_{n,k}$. \hfill $\square$

**Lemma 2.2.5.** Let $\alpha \in \text{Per}(\gamma)$. If $\delta$ is a conjugate of $\gamma$ then

$$\delta^n \left( \frac{1}{q} \sum_{k=0}^{d-1} p_k \delta^k - \frac{\delta - 1}{\delta} \sum_{k=0}^{n-1} \alpha_k \delta^k \right) = \frac{1}{q} \sum_{k=1}^{d} r_{n,k} \delta^{-k} \quad (2.7)$$

holds for any $n \in \mathbb{N}$. Furthermore, if $|\delta| > 1$, then

$$\frac{1}{q} \sum_{k=0}^{d-1} p_k \delta^k = \frac{\delta - 1}{\delta} \sum_{k=0}^{\infty} \alpha_k \delta^{-k}.$$
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Proof. Since
\[ \gamma^n \left( \alpha - \frac{\gamma - 1}{\gamma} \sum_{k=0}^{n-1} \alpha_k \gamma^{-k} \right) = T^n(\alpha) = \frac{1}{q} \sum_{k=1}^{d} r_{n,k} \gamma^{-k}, \]
\[ \gamma \] solves the equation
\[ z^n \left( \frac{1}{q} \sum_{k=0}^{d-1} p_k z^k - \frac{1}{z} \sum_{k=0}^{n-1} \frac{a_k}{\gamma^k} \right) = \frac{1}{q} \sum_{k=1}^{d} r_{n,k} z^{-k} \tag{2.8} \]
and so does any conjugate \( \delta \) of \( \gamma \).

Suppose that \( |\delta| > 1 \). The set
\[ \{(r_n, \ldots, r_n, n) \mid n \in \mathbb{N}\} \]
is finite since \( \alpha \in \text{Per}(\gamma) \). Let \( c = \sup \{|r_{n,k}| \delta^{-k} \mid n \in \mathbb{N}, 1 \leq k \leq d\} \). By (2.8)
\[ |\delta|^n \left| \frac{1}{q} \sum_{k=0}^{d-1} p_k \delta^k - \frac{1}{\delta} \sum_{k=0}^{n-1} \frac{a_k}{\delta^k} \right| < \frac{cd}{q}. \]
Let \( n \to \infty \). If \( |\delta| > 1 \) this yields
\[ \frac{1}{q} \sum_{k=0}^{d-1} p_k \delta^k = \frac{1}{\delta} \sum_{k=0}^{\infty} \frac{a_k}{\delta^k}. \]

Theorem 2.2.5.3. If \( Q \cap I_\gamma \subseteq \text{Per}(\gamma) \) and \( \gamma \geq \sqrt{2} \) then \( \gamma \) is either a Pisot or a Salem number.

Proof. Let \( \delta \) be a root of \( P(z) = 0 \) with \( |\delta| > 1 \). We prove that \( \delta = \gamma \). This implies that \( \gamma \) is either a Pisot or a Salem number.

Let
\[ h = 2 \left| \frac{\gamma - 1}{\gamma} - \frac{\delta - 1}{\delta} \right|, \quad \eta = \max \left\{ \frac{1}{\gamma}, \frac{1}{|\delta|} \right\}, \quad C = \left| \frac{\gamma - 1}{|\gamma|} \right| + \left| \delta - 1 \right| \]
Choose \( m \) such that \( \eta^m \geq \frac{1}{e} \frac{1-h}{\eta} \).
Take \( \alpha, \beta \in \mathbb{Q} \) such that
\[ \alpha = 1(11)^m \alpha_{m+1} \alpha_{m+2} \cdots \]
\[ \beta = 1(-11)^m \beta_{m+1} \beta_{m+2} \cdots \]
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This is possible if \( \gamma \geq \sqrt{2} \). By Lemma 2.2.5.3 and 2.2.5.5

\[
\alpha = \frac{\gamma - 1}{\gamma} \sum_{k=0}^{\infty} \frac{\alpha_k}{\gamma^k} = \frac{1}{q} \sum_{k=0}^{d-1} p_k \delta^k = \frac{\delta - 1}{\delta} \sum_{k=0}^{\infty} \frac{\alpha_k}{\delta^k}.
\] (2.9)

Similarly

\[
\frac{\gamma - 1}{\gamma} \sum_{k=0}^{\infty} \frac{\beta_k}{\gamma^k} = \frac{\delta - 1}{\delta} \sum_{k=0}^{\infty} \frac{\beta_k}{\delta^k}.
\] (2.10)

(2.9) and (2.10) together imply

\[
\frac{\gamma - 1}{\gamma} \left( 2 + \sum_{k=m+1}^{\infty} \frac{\alpha_k + \beta_k}{\gamma^k} \right) = \frac{\delta - 1}{\delta} \left( 2 + \sum_{k=m+1}^{\infty} \frac{\alpha_k + \beta_k}{\delta^k} \right).
\]

This implies that

\[
h = 2 \left| \frac{\gamma - 1}{\gamma} - \frac{\delta - 1}{\delta} \right| \leq \sum_{k=m+1}^{\infty} 2 \left( \left| \frac{\gamma - 1}{\gamma} \right| + \left| \frac{\delta - 1}{\delta} \right| \right) \left( \frac{1}{\gamma^k} + \frac{1}{\delta^k} \right)
\]

\[
\leq 4C \sum_{k=m+1}^{\infty} \eta^k = 4C \eta^{m+1} \frac{1}{1-\eta} \leq \frac{2}{3} h.
\]

Hence \( h = 0 \) and \( \gamma = \delta \).

\[\square\]

**Lemma 2.2.5.6.** Let \( \gamma = \delta_1, \delta_2, \ldots, \delta_d \) be the roots of \( P(z) \). For \( \alpha \in \mathbb{Q}[\gamma] \) let \( r_{n,k} \) be defined by (2.6). For every \( n \) let

\[
t_{n,i} = \frac{1}{q} \sum_{k=1}^{d} r_{n,k} \delta_i^{-k}.
\]

Then \( \alpha \in \text{Per}(\gamma) \) if and only if \( \sup \{ |t_{n,i}| \mid n \in \mathbb{N}, 1 \leq i \leq d \} < \infty \).

**Proof.** Assume \( \alpha \in \text{Per}(\gamma) \). It is clear that \( \sup \{ |r_{n,k}| \mid n \in \mathbb{N}, 1 \leq k \leq d \} \) is finite since \( \{r_{n,k}\} \) is a finite set. Hence \( \sup \{ |t_{n,i}| \mid n \in \mathbb{N}, 1 \leq i \leq d \} \) is also finite.

Assume that \( \sup \{ |t_{n,i}| \mid n \in \mathbb{N}, 1 \leq i \leq d \} < \infty \). Since

\[
\begin{bmatrix}
  t_{n,1} \\
  \vdots \\
  t_{n,d}
\end{bmatrix} = \frac{1}{q} \begin{bmatrix}
  \delta_1^{-1} & \cdots & \delta_1^{-d} \\
  \vdots & \ddots & \vdots \\
  \delta_d^{-1} & \cdots & \delta_d^{-d}
\end{bmatrix} \begin{bmatrix}
  r_{n,1} \\
  \vdots \\
  r_{n,d}
\end{bmatrix}
\]

and the non-singularity of the square matrix we have that \( \{r_{n,k}\} \) is bounded. Since \( r_{n,k} \in \mathbb{Z} \) the set \( \{(r_{n,1}, \ldots, r_{n,d})\} \) is finite. Hence there are numbers \( N, M \) such that \( r_{N+M,k} = r_{N,k} \) for any \( 1 \leq k \leq d \). It then follows that \( \alpha \in \text{Per}(\gamma) \).

\[\square\]
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Theorem 2.2.5.4. If $\gamma$ is a Pisot number then $\text{Per}(\gamma) = \mathbb{Q}[\gamma] \cap I_\gamma$.

Proof. By Lemma 2.2.5.2 $\text{Per}(\gamma) \subseteq \mathbb{Q}[\gamma] \cap I_\gamma$.

Take $\alpha \in \mathbb{Q}[\gamma] \cap I_\gamma$ and let $t_{n,i}$ be defined as in Lemma 2.2.5.6. By (2.7)

$$|t_{n,i}| \leq \frac{1}{q} \sum_{k=0}^{d-1} p_k |\delta_i|^{n+k} + |\delta_i| - 1 \sum_{k=1}^{n} |\delta_i|^k$$

Since $|\delta_i| < 1$ for $i \geq 2$ it follows that $t_{n,i}$ is bounded for $i \geq 2$. By the definition $t_{n,1} = T^n(\alpha)$ is also bounded. Lemma 2.2.5.6 implies that $\alpha \in \text{Per}(\gamma)$. \qed

2.2.6 Distance to the singularity and return times

Pesin developed in [27] the theory of a class of piecewise hyperbolic maps with singularities. The difficulties with this sort of systems lie in the presence of the singularities. A curve in the unstable direction is uniformly stretched by the map but can also be cut into pieces by the singularities. This can give the result that the curve is mapped into small pieces that do not increase in length. This phenomenon destroys the local unstable manifolds.

To handle these difficulties Pesin worked with the sets

$$\{ x | d(f^n(x), S) > c\lambda^{-n}, \forall n \geq 0 \},$$

$$\{ x | d(f^{-n}(x), S) > c\lambda^{-n}, \forall n \geq 0 \},$$

where $f$ is the map, $S$ is the singularities and $\lambda$ is the stretch rate. If a point $x$ lies in these sets then this guarantees the existence of a local stable and unstable manifold of at least length $c$. It is thus of interest to estimate the measure of these sets. In this section we show that for the map $T$, the measures of the complement of these sets decrease exponentially with $c$.

In [38] Young considered a class of systems with some partial hyperbolicity. She showed that if there is a positive measure set $\Lambda$ with sufficiently good hyperbolic properties and with exponential decay of the return time, i.e. the measure of the set

$$\{ x \in \Lambda | n = \min \{ k > 0 | f^k(x) \in \Lambda \} \}$$

decays exponentially with $n$, then this implies the existence of an SBR-measure and exponential decay of correlations for Hölder continuous functions. We show in this section that for the map $T$, the above mentioned sets have this property. This could be used to show exponential decay of correlations, but for this map it is easier to show this with help of Fourier series. This is done is section 2.2.7.
For each $m \in \mathbb{N}$ and $\alpha > 0$ define the sets
\[
\Lambda_{m, \alpha}^+ = \{ x \mid \inf_{n \geq 0} \gamma^{\alpha n} d_{\Sigma_y}(\sigma^n x, \gamma) > \gamma^{-m} \},
\]
\[
M_{m, \alpha}^+ = \{ x \mid \inf_{n \geq 0} \gamma^{\alpha n} d_{\Sigma_y}(\sigma^n x, \gamma) \leq \gamma^{-m} \}.
\]

Note that
\[
\Lambda_{m, \alpha}^+ \subseteq \Lambda_{m+1, \alpha}^+, \quad (2.11a)
\]
\[
M_{m, \alpha}^+ \supseteq M_{m+1, \alpha}^+, \quad (2.11b)
\]

Define the hit-time $\tau_{\Lambda_{m, \alpha}^+}$ by
\[
\tau_{\Lambda_{m, \alpha}^+} (x) = \begin{cases} 
\inf \{ n \geq 1 \mid \sigma^n x \in \Lambda_{m, \alpha}^+ \} & \text{if } \{ n \geq 1 \mid \sigma^n x \in \Lambda_{m, \alpha}^+ \} \neq \emptyset, \\
\infty & \text{otherwise}.
\end{cases}
\]

**Lemma 2.2.6.1.** For any $m \geq 1$, $n \geq 0$ and $\alpha > 0$,
\[
\mu(\sigma^n (M_{m, \alpha}^+)) \leq \frac{4 \gamma^{2 + \alpha}}{\gamma^\alpha - 1} \gamma^{-m},
\]
\[
\nu(\sigma^n (M_{m, \alpha}^+)) \leq \frac{4 \gamma^{2 + \alpha}}{\gamma^\alpha - 1} \gamma^{-m}.
\]

**Proof.** Let
\[
B = \{ x \in \Sigma_y \mid \inf_{n} \gamma^{\lfloor \alpha n \rfloor} d_{\Sigma_y}(\sigma^n x, \gamma) \leq \gamma^{-m} \},
\]
\[
B_i = \bigcup_{k=0}^{\infty} [\gamma_0 \cdots \gamma_{m+[ak]-1}],
\]

where $[x]$ denotes the smallest integer not less than $x$. Note that $B = B_0$. We use that $d_{\gamma}([S]) \leq \gamma(\gamma-1)\gamma^{-m}$ for any cylinder $[S]$ of length $m \geq 1$ to estimate the Lebesgue measure of $B_i$ as follows.
\[
\nu(B_i) \leq \sum_{k=0}^{\infty} \nu(\gamma_0 \cdots \gamma_{m+[ak]-1}) \leq \sum_{k=0}^{\infty} N(k+i)\gamma(\gamma-1)\gamma^{-(k+i+[ak]+m)} \leq \sum_{k=0}^{\infty} 4\gamma^{2-ak-m} = \frac{4 \gamma^{2 + \alpha}}{\gamma^\alpha - 1} \gamma^{-m}.
\]
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It now follows that
\[
\mu(B) = \lim_{n \to \infty} \frac{1}{n} \sum_{i=0}^{n} \nu(B_i) \leq \frac{4\gamma^{2+\alpha}}{\gamma^{\alpha - 1}} \gamma^{-m}.
\]

The inclusion \( M_{m,\alpha}^+ \subset B \) yields the inequality for \( \mu \) in the theorem. The inequality for \( \nu \) follows by \( B = B_0 \).

For each \( m \in \mathbb{N} \) and \( \alpha \geq 1 \) define the sets
\[
\Lambda_{m,\alpha}^- = \{ x \mid \inf_{n \geq 1} \gamma^{\alpha n} d_{\Sigma_\gamma}(\sigma^{-n}x, \gamma) > \gamma^{-m} \},
\]
\[
M_{m,\alpha}^- = \{ x \mid \inf_{n \geq 1} \gamma^{\alpha n} d_{\Sigma_\gamma}(\sigma^{-n}x, \gamma) \leq \gamma^{-m} \}.
\]

and the hit-time
\[
\tau_{\Lambda_{m,\alpha}^-}(x) = \begin{cases} 
\min \{ n \geq 1 \mid \sigma^n x \in \Lambda_{m,\alpha}^- \} & \text{if } \{ n \geq 1 \mid \sigma^n x \in \Lambda_{m,\alpha}^- \} \neq \emptyset, \\
\infty & \text{otherwise}.
\end{cases}
\]

We can write \( M_{m,\alpha}^- \) in the form
\[
M_{m,\alpha}^- = \bigcup_{n=1}^{\infty} \left[ \gamma_n \cdots \gamma_{\lfloor \alpha n \rfloor} + m - 1 \right].
\]

(2.12)

**Lemma 2.2.6.2.** For any \( n \geq 0 \) and \( \alpha > 1 \)
\[
\nu(M_{m,\alpha}^-) \leq \frac{\gamma - 1}{\gamma^{\alpha-1} - 1} \gamma^{1-m}.
\]

**Proof.** This estimate follows by (2.12).
\[
\nu(M_{m,\alpha}^-) \leq \sum_{n=1}^{\infty} \nu([\gamma_n \cdots \gamma_{\lfloor \alpha n \rfloor} + m - 1]) \leq \sum_{n=1}^{\infty} (\gamma - 1) \gamma^{1-(\lfloor \alpha n \rfloor + m - n)} \\
\leq \sum_{n=1}^{\infty} (\gamma - 1) \gamma^{1-(\alpha-1)n} = \frac{\gamma - 1}{\gamma^{\alpha-1} - 1} \gamma^{1-m}.
\]

\( \square \)
Lemma 2.2.6.3. The following inclusions hold

$$\sigma^{-1}(\Lambda_{m,\alpha}^-) \subseteq \Lambda_{m+\lceil\alpha\rceil,\alpha}^-$$
$$\sigma(\Lambda_{m,\alpha}^-) \subseteq \Lambda_{m-\lceil\alpha\rceil,\alpha}^+$$
$$\sigma(\Lambda_{m,\alpha}^+) \subseteq \Lambda_{m+\lceil\alpha\rceil,\alpha}^+$$
$$\sigma^{-1}(\Lambda_{m,\alpha}^+) \subseteq \Lambda_{m-\lceil\alpha\rceil,\alpha}^-$$

$$\Lambda_{m,\alpha}^+ \subseteq \Lambda_{n,\alpha}^+, \quad m \leq n,$$
$$M_{m,\alpha}^+ \supseteq M_{n,\alpha}^+, \quad m \leq n.$$

Proof. Take \( x \in \sigma^{-1}(\Lambda_{m,\alpha}^-) \). Then for \( y = \sigma x \in \Lambda_{m,\alpha}^- \) it holds that

$$d_{\Sigma_1}(\sigma^{-n}y, \gamma) > \gamma^{-m-\alpha n},$$

for some \( n \geq 1 \). This implies that

$$d_{\Sigma_1}(\sigma^{-n}x, \gamma) > \gamma^{-(m+\lceil\alpha\rceil)-\alpha n},$$

for any \( n \geq 0 \). Hence \( x \in \Lambda_{m+\lceil\alpha\rceil,\alpha}^- \) and so \( \sigma^{-1}(\Lambda_{m,\alpha}^-) \subseteq \Lambda_{m+\lceil\alpha\rceil,\alpha}^- \).

The other inclusions can be proved in a similar way.

Theorem 2.2.6.1. Given \( m \in \mathbb{N} \) and \( \alpha > 0 \), the following estimates are valid.

$$\nu\{ x \in M_{m,\alpha}^+ \mid \tau_{\Lambda_{m,\alpha}^+}(x) = n \} \leq 4\gamma^{1-m-\alpha(n-1)},$$
$$\nu\{ x \in \Lambda_{m,\alpha}^+ \mid \tau_{\Lambda_{m,\alpha}^+}(x) = n \} \leq 4\gamma^{1-m-\alpha(n-2)}, \quad n \geq 2,$$
$$\nu\{ x \in \Sigma_\gamma \mid \tau_{\Lambda_{m,\alpha}^+}(x) = n \} \leq \frac{\gamma-1}{\gamma^{\alpha-1}-1}\gamma^{2-m-n}, \quad \alpha > 1.$$

Proof. Let \( x \in M_{m,\alpha}^+ \). Then there exists an \( n \geq 0 \), such that

$$x = x_0 x_1 \cdots x_{n-1} \gamma_1 \cdots \gamma_{m+\lceil\alpha n\rceil-1} x_{m+\lceil\alpha n\rceil} + n \cdots.$$

If \( n > 0 \), then

$$\sigma x = x_1 x_2 \cdots x_{n-1} \gamma_1 \cdots \gamma_{m+\lceil\alpha n\rceil-1} x_{m+\lceil\alpha n\rceil} + n \cdots \in M_{m+\alpha,\alpha}^+ \subseteq M_{m,\alpha}^+.$$

This shows that \( \sigma^k x \in M_{m,\alpha}^+ \) for \( 0 \leq k \leq n \). Hence for \( n \geq 0 \)

$$\{ x \in M_{m,\alpha}^+ \mid \tau_{\Lambda_{m,\alpha}^+}(x) = n + 1 \} \subseteq \{ \gamma_0 \gamma_1 \cdots \gamma_{m+\lceil\alpha n\rceil-1} \}$$
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and so
\[ \nu \{ x \in M_{m, \alpha}^+ \mid \tau_{\Lambda_{m, \alpha}}(x) = n + 1 \} \leq N(n)(\gamma - 1) \gamma^{1 - m - \lceil \alpha n \rceil - n} \leq 4 \gamma^{1 - m - \alpha n}. \]

Let \( x \in \Lambda_{m, \alpha}^+ \). In order that \( \sigma x \in M_{m, \alpha}^+ \), there must be an \( n \geq 1 \) such that
\[ x = x_0 x_1 \cdots x_{\gamma - 1} \gamma_1 \cdots \gamma_{\alpha(n - 1)} \gamma_{m + \lceil \alpha(n - 1) \rceil - 1} x_{\alpha(n - 1) + n} \cdots. \]

Then \( \sigma^k x \in M_{m, \alpha}^+ \) for \( 1 \leq k \leq n \). This implies that
\[ \{ x \in \Lambda_{m, \alpha}^+ \mid \tau_{\Lambda_{m, \alpha}}(x) = n + 1 \} \subseteq \gamma_0 \gamma_1 \cdots \gamma_{\alpha(n - 1)} \gamma_{m + \lceil \alpha(n - 1) \rceil - 1} \]
and
\[ \nu \{ x \in \Lambda_{m, \alpha}^+ \mid \tau_{\Lambda_{m, \alpha}}(x) = n + 1 \} \leq N(n)(\gamma - 1) \gamma^{1 - m - n - \lceil \alpha(n - 1) \rceil} \leq 4 \gamma^{1 - m - \alpha(n - 1)}. \]

Finally, for any \( n \geq 1 \)
\[ \{ x \mid \sigma^k x \in M_{m, \alpha}^-, 1 \leq k \leq n \} \subseteq \bigcup_{j=1}^{\infty} \gamma_j \cdots \gamma_{[\alpha j] + n + m - 1} = M_{m + n, \alpha}. \]

Hence
\[ \nu \{ x \in \Sigma_j \mid \tau_{\Lambda_{m, \alpha}}(x) = n \} \leq \nu(M_{m + n - 1, \alpha}) \leq \frac{\gamma - 1}{\gamma^\alpha - 1 - 1} \gamma^{2 - m - n}. \]

2.2.7 Decay of correlations

Since \( T \) can be written in the forms \( x \mapsto \gamma x + 1 - \frac{x}{\gamma} \pmod{1} \). It is easy to calculate the decay of correlations with help of Fourier series.

**Theorem 2.2.7.1.** Let \( A \) be the set of functions on \( I_1 \), representable with Fourier series
\[ \phi(x) = \sum_{k \in \mathbb{Z}} a_k e^{2\pi i kx}, \]
with the property that \( |a_k| \leq \frac{A}{k^M} \) for some \( A \) depending on \( \phi \). Then, for any \( \phi, \psi \in A \) there exists a \( C \) such that
\[ \left| \int (\phi \circ T^n) \psi \, d\nu - \int \phi \, d\nu \int \psi \, d\nu \right| \leq C \gamma^{-n} \]
holds for any \( n \in \mathbb{N} \).
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Proof. Let
\[ \phi(x) = \sum_{k \in \mathbb{Z}} a_k e^{i\gamma n k x} \in A, \quad \psi(x) = \sum_{k \in \mathbb{Z}} b_k e^{i\gamma n k x} \in A. \]

With a change of variables we can write $T$ as
\[ T : [0,1) \ni x \mapsto \gamma x + \alpha \pmod{1}, \]
were $\alpha = 1 - \frac{2}{\gamma}$. Equivalently, we may define $T$ on the unit circle $\mathbb{T}$.

\[ T : \mathbb{T} \ni z \mapsto e^{i2\pi \alpha z}, \]

where $\alpha = 1 - \frac{2}{\gamma}$. We can then write $\phi$ and $\psi$ as
\[ \phi(x) = \sum_{k \in \mathbb{Z}} a_k z^k, \quad \psi(x) = \sum_{k \in \mathbb{Z}} b_k z^k, \]

with different $a_k$ and $b_k$ but with the property that $|a_k| \leq A/k^2$ and $|b_k| \leq B/k^2$. We can now rewrite $\int (\phi \circ T^n) \psi \, d\nu$ as follows.

\[ \int (\phi \circ T^n) \psi \, d\nu = \int \sum_{k,l \in \mathbb{Z}} a_k b_l e^{i2\pi \alpha \gamma k l} z^{k l} \, d\nu \]

\[ = \sum_{k,l \in \mathbb{Z}} \int_0^1 a_k b_l e^{i2\pi \alpha \gamma k l} e^{i2\pi (\gamma n k + l)} \, dt. \]

Assume that $\gamma$ is irrational. Then
\[ \int (\phi \circ T^n) \psi \, d\nu = \sum_{k,l \in \mathbb{Z}} a_k b_l e^{i2\pi \alpha \gamma k l} \frac{e^{i2\pi (\gamma n k + l)}}{2\pi (\gamma n k + l)} - 1 + a_0 b_0. \]

This gives the following estimate of the correlations.

\[ \left| \int (\phi \circ T^n) \psi \, d\nu - \int \phi \, d\nu \int \psi \, d\nu \right| \leq \sum_{k,l \in \mathbb{Z}} \frac{|a_k||b_l|}{\pi (\gamma n k + l)} \left| \sin(\pi (\gamma n k + l)) \right| \]

\[ \leq \sum_{k,l \in \mathbb{Z}} \frac{|a_k||b_l|}{\pi (\gamma n k + l)} + \sum_{k,l \in \mathbb{Z}} \frac{|a_k||b_l|}{\pi (\gamma n k + l)}. \]

The first sum is estimated by
\[ \sum_{k,l \in \mathbb{Z}, k \neq 0, |l| \leq \frac{1}{2} \gamma n} \left| a_k ||b_l| \frac{\sin(\pi (\gamma n k + l))}{\pi (\gamma n k + l)} \right| \leq \frac{2}{\pi \gamma n} \sum_{k,l \in \mathbb{Z}} |a_k||b_l|. \]
The second sum is estimated by
\[
\sum_{k,l \in \mathbb{Z}} |a_k| |b_l| \leq \sum_{|k| > \gamma^n, j \neq 0} \frac{AB}{j^2 k^2} \leq \sum_{|k| > \frac{1}{2} \gamma^n} \frac{AB}{k^2} 2 \left(1 + \int_1^\infty t^{-2} dt\right)
\leq 4AB 2 \int_{\gamma^n - 1}^\infty t^{-2} dt = \frac{16AB}{\gamma^n - 2}.
\]

Hence there exists a $C$ such that
\[
\left| \int (\phi \circ T^n) \psi \, d\nu - \int \phi \, d\nu \int \psi \, d\nu \right| \leq C \gamma^{-n}.
\]

If $\gamma$ is rational then
\[
\int (\phi \circ T^n) \psi \, d\nu = \sum_{k,l \in \mathbb{Z}} a_k b_l e^{i2\pi \alpha \gamma^n} \frac{e^{i2\pi (\gamma^n k + l)} - 1}{i2\pi (\gamma^n k + l)} + \sum_{k,l \in \mathbb{Z} \setminus k \neq 0, l \neq 0} a_k b_l.
\]

The first sum is estimated by
\[
\left| \sum_{k,l \in \mathbb{Z}} a_k b_l e^{i2\pi \alpha \gamma^n} \frac{e^{i2\pi (\gamma^n k + l)} - 1}{i2\pi (\gamma^n k + l)} \right| \leq \sum_{k,l \in \mathbb{Z}} \frac{|a_k| |b_l|}{|\pi (\gamma^n k + l)|}
\]
and the estimates of the correlations are done similarly as in the irrational case. \qed
Chapter 3
Absolutely continuous invariant measure for a class of piecewise affine hyperbolic endomorphisms

This chapter is based on the following article.


Abstract
We consider a class of non invertible piecewise affine hyperbolic endomorphisms with singularities and show that for an open set of parameters there exists almost surely an absolutely continuous invariant measure. Also, exponential decay of correlations is proved for Hölder continuous functions.

3.1 Introduction

In [1], Alexander and Yorke considered a one parameter class of maps called the fat baker’s transformations. These maps are piecewise affine maps of the square with one expanding and one contracting direction. Their results together with the result of Solomyak in [35], imply that for an open set of parameters, almost surely there is an absolutely continuous invariant measure. The fat baker’s transformations are a special case of the Belykh map, introduced in [5] by Belykh, Schmeling and Troubetzkoy considered in [33] the Belykh map for a wider range of parameters. It was further investigated in [32].

In this article we consider a three parameter class of endomorphisms similar to the Belykh map. In fact, this class has a non empty intersection with the class of Belykh maps considered in [33] and [32] and it contains the fat baker’s transformations. We show that there is an open set of parameters for which there is almost surely an absolutely continuous invariant measure.

Similar results in two dimensions, but in the case of expanding maps, were independently obtained by Buzzi in [3] and Tsujii in [36]. The corresponding results for arbitrary dimension are in [2] and [37].
CHAPTER 3. ABSOLUTELY CONTINUOUS INVARIANT MEASURE

In [38] Young introduced a method using a tower construction for proving exponential decay of correlations for a wide range of hyperbolic maps. Among other examples in the article she uses the method to prove exponential decay of correlations for a class of piecewise \( C^2 \) maps in two dimensions. Buzzi and Keller proved in [4] that a class of piecewise affine and expanding maps have exponential decay of correlations. In Section 3.5 the method of Young is adopted to show exponential decay of correlations for our class of maps.

3.2 The class of endomorphisms

Put \( Q = [-1, 1]^2 \) and \( S = ([-1, 0] \times \{-\kappa\}) \cup \{(0, \gamma) \mid (0, \gamma) \in [-|\kappa|, |\kappa|) \} \cup ([0, 1] \times \{\kappa\}) \). Let \( Q_1 \) and \( Q_{-1} \) be the upper respectively the lower connected component of the set \( Q \setminus S \).

Consider the class of maps \( f: Q \setminus S \to Q \) defined by

\[
 f(x, y) = \begin{cases} 
 (\lambda x + (1 - \lambda), \gamma y - (\gamma - 1)), & \text{if } (x, y) \in Q_1, \\
 (\lambda x - (1 - \lambda), \gamma y + (\gamma - 1)), & \text{if } (x, y) \in Q_{-1},
\end{cases}
\]

where the parameters are \( \frac{1}{2} < \lambda \leq 1, -1 < \kappa < 1 \) and \( 1 < \gamma \leq \frac{2}{1 + |\kappa|} \). See Figure 3.1.

![Figure 3.1: The map \( f \) for \( \gamma = \frac{3}{2} \), \( \lambda = \frac{9}{16} \) and \( \kappa = \frac{1}{4} \).](image)

The set \( S \) is the discontinuity set. Let \( S_v = \{0\} \times [-|\kappa|, |\kappa|] \) be its vertical component and \( S_h = ([-1, 0] \times \{-\kappa\}) \cup ([0, 1] \times \{\kappa\}) \) be its horizontal component.
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With a little more work the method of this paper can be used for maps with singularity sets with more than one jump. The only difficulty is to show that the complete backward orbit of the vertical components of the singularity consists of finitely many pieces.

The main difficulty in working with the map $f$ is that it is not invertible. To handle this problem we lift the map $f$ to an invertible map $\hat{f}$ on the three dimensional cube. The idea is to prove the desired result for $\hat{f}$ and then project the result on $f$. This idea has previously been used in [33] and [32].

The map $\hat{f}$ is defined as follows. Put $\hat{Q} = [-1, 1]^3$ and $\hat{Q}_i = Q_i \times [-1, 1]$, $i = -1, 1$. Define $\hat{f} : \hat{Q}_1 \cup \hat{Q} \to \hat{Q}$ by

$$\hat{f}(x_1, x_2, x_3) = \begin{cases} (f(x_1, x_2), \tau x_3 + (1 - \tau)), & \text{if } (x_1, x_2, x_3) \in \hat{Q}_1, \\ (f(x_1, x_2), \tau x_3 - (1 - \tau)), & \text{if } (x_1, x_2, x_3) \in \hat{Q}_{-1}, \end{cases}$$

where $\tau$ is chosen so small that $\hat{f}$ is invertible on its image, that is $\tau < \frac{1}{3}$. See Figure 3.2. Denote by $\pi$ the projection from $\hat{Q}$ to $Q$, defined by $\pi(x_1, x_2, x_3) = (x_1, x_2)$.

![Figure 3.2: The map $\hat{f}$ for $\gamma = \frac{3}{2}, \lambda = \frac{1}{7}, \kappa = \frac{1}{4}$ and $\tau = \frac{1}{4}$](image)

Given a sequence $i \in \Sigma_2 = \{-1, 1\}^\mathbb{N}$, define the cylinder set

$$\hat{R}_i^{l,m}(\lambda, \gamma, \kappa) = \{ \hat{x} \in \hat{Q} | \hat{f}_{\lambda,\gamma,\kappa}^n(\hat{x}) \in \hat{Q}_{i_n}, n = -m, -m + 1, \ldots, -l \},$$

where $0 \leq l < m \in \mathbb{N}$. We will write $\hat{R}_i^{m}(\lambda, \gamma, \kappa)$ for $\hat{R}_i^{0,m}(\lambda, \gamma, \kappa)$. Let

$$\Sigma_{\lambda,\gamma,\kappa} = \{ i \in \Sigma_2 | \hat{R}_i^{l,m}(\lambda, \gamma, \kappa) \neq \emptyset \ \forall l, m \in \mathbb{Z} \}$$

45
be the coding of the system \( \hat{f}_{\lambda, \gamma, \kappa} \). Denote by \( \sigma \) the left shift.

The set
\[
\hat{\Lambda}_{\lambda, \gamma, \kappa} = \bigcap_{n \in \mathbb{Z}} \hat{f}_{\lambda, \gamma, \kappa}^n(\hat{Q})
\]
is the attractor of \( \hat{f}_{\lambda, \gamma, \kappa} \). It is easy to see that the map \( \rho_{\lambda, \gamma, \kappa} : \Sigma_{\lambda, \gamma, \kappa} \to \hat{Q} \)
defined by \( \rho_{\lambda, \gamma, \kappa} : \mathbb{Z} \to (x_1, x_2, x_3) \) where
\[
x_1 = \frac{1 - \lambda}{\lambda} \sum_{n=1}^{\infty} i_n \lambda^n,
\]
x_2 = \frac{\gamma - 1}{\gamma} \sum_{n=0}^{\infty} i_n \gamma^n,
\]
x_3 = \frac{1 - \tau}{\tau} \sum_{n=1}^{\infty} i_n \tau^n,
\]
satisfies \( \rho_{\lambda, \gamma, \kappa} (\sigma(\hat{z})) = \hat{f}_{\lambda, \gamma, \kappa} (\rho_{\lambda, \gamma, \kappa} (\hat{z})) \) for all \( \hat{z} \in \Sigma_{\lambda, \gamma, \kappa} \) and \( \rho_{\lambda, \gamma, \kappa} (\Sigma_{\lambda, \gamma, \kappa}) = \hat{\Lambda}_{\lambda, \gamma, \kappa} \). Hence \( \hat{\Lambda}_{\lambda, \gamma, \kappa} \) is the set
\[
\hat{\Lambda}_{\lambda, \gamma, \kappa} = \left\{ (x_1, x_2, x_3) \in \Sigma_{\lambda, \gamma, \kappa} : x_1 = \frac{1 - \lambda}{\lambda} \sum_{n=1}^{\infty} i_n \lambda^n, \right.
\]
\[
\left. x_2 = \frac{\gamma - 1}{\gamma} \sum_{n=0}^{\infty} i_n \gamma^n, x_3 = \frac{1 - \tau}{\tau} \sum_{n=1}^{\infty} i_n \tau^n \right\}.
\]

Let \( \hat{\nu} \) denote the normalised Lebesgue measure on \( \hat{Q} \) and for \( n \in \mathbb{N} \) define
\( \hat{\nu}_n = \hat{\nu} \circ \hat{f}^{-n} \). The sequence of measures
\[
\hat{\mu}_m = \frac{1}{m} \sum_{n=0}^{m-1} \hat{\nu}_n
\]
converges weakly to the SBR-measure, \( \hat{\mu}_{\text{SBR}} \). In [33] it is shown that the measure \( \mu_{\text{SBR}} = \hat{\mu}_{\text{SBR}} \circ \pi^{-1} \) is the SBR-measure of \( \hat{f} \). It has the property that the conditional measures on the unstable manifolds are absolutely continuous with respect to Lebesgue measure.

The map \( \hat{f} \) satisfies the conditions (H1), (H5)-(H9) in [27] and this implies that there exists \( C, q > 0 \) such that \( \nu(f^{-n}U(S, \varepsilon)) \leq C\varepsilon^q \) for all \( n > 0 \), where \( U(S, \varepsilon) \) denotes the \( \varepsilon \)-neighborhood of \( S \). This implies that \( \mu_{\text{SBR}}(\hat{A}) = \hat{\mu}_{\text{SBR}}(\hat{A}) = 1 \). In [27] it is also shown that \( h_{\mu_{\text{SBR}}} = h_{\mu_{\text{SBR}}} = \log \gamma \).

Let \( x \in Q \). We define the local stable manifold \( W^s(x) \) of \( x \) to be the largest connected subset of \( \{ y \in Q \mid d(f^n(x), f^n(y)) \to 0, n \to \infty \} \) containing \( x \). If
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the set \( \{ y \in W^s(x) \mid d(x, y) < \delta \} \) is a connected curve of length \( 2\delta \) then define \( W^s_\delta(x) = \{ y \in W^s(x) \mid d(x, y) < \delta \} \) to be the stable manifold of \( x \) with length \( 2\delta \). Otherwise we say that \( W^s_\delta(x) \) does not exist.

Since \( f \) is not invertible we can not define the local unstable manifold of \( x \) in the usual way. Let

\[
  D^-_\delta = \{ x \mid d(f^{-n}(x), S) > \delta \gamma^{-n} \forall n \geq 0 \}.
\]

This set has positive Lebesgue measure if \( \delta \) is taken sufficiently small, see [27]. It is even true that

\[
  \mu_{\text{SBR}} \left( \bigcup_{i=1}^{\infty} D^-_{i-1} \right) = 1.
\]

If \( x = (x_1, x_2) \in D^-_{\delta} \) then for any \( y = (y_1, y_2) \) with \( y_1 = x_1 \) and \( |x_2 - y_2| < \delta \) we have \( d(f^{-n}(x), f^{-n}(y)) < \delta \gamma^{-n} \) for all \( n \geq 0 \). We can thus define the unstable manifold of \( x = (x_1, x_2) \in D^-_{\delta} \) of length \( \delta \) to be the set

\[
  W^u_\delta(x) = \{ y = (y_1, y_2) \mid y_1 = x_1, |x_2 - y_2| < \delta \}.
\]

If \( x \not\in D^-_{\delta} \) then we say that \( W^u_\delta(x) \) does not exist.

3.3 Absolutely continuous invariant measure

We will prove the following theorem.

**Theorem 3.3.0.2.** There is an open ball \( P \subset \{ \lambda, \gamma, \kappa \} \) such that \( \mu_{\text{SBR}} \ll \nu \) for a.e. \( (\lambda, \gamma, \kappa) \in P \).

There are parameters in the set \( \{ \gamma \lambda > 1, \kappa = 0 \} \) for which the SBR-measure is not absolutely continuous. In [1], Alexander and Yorke point out that if \( \kappa = 0, \gamma = 2 \) and \( \lambda^{-1} \) is a Pisot number, then the SBR-measure is singular with respect to Lebesgue measure. If \( \gamma \lambda < 1 \) then there can not be an absolutely continuous invariant measure \( \mu \), since then the Lebesgue measure of \( f^n(Q) \) converges to zero but \( \mu(f^n(Q)) = 1 \) by invariance.

3.4 Proof of the theorem

To prove Theorem 3.3.0.2 the method of Peres and Solomyak in [26] will be used. This is a simplified version of the method used by Solomyak in [35]. Peres and Solomyak showed the almost surely absolutely continuity of a Bernoulli convolution when the associated shift space is the full two-shift \( \Sigma_2 \). In this proof we have to work with the more restricted shift space \( \Sigma_{\lambda, \gamma, \kappa} \).

The following Lemma from [35] will be used in the proof of Theorem 3.3.0.2.
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Lemma 3.4.0.1. Let \( \varepsilon > 0 \) be fixed and \( I \subset (\gamma^{-1} + \varepsilon, 0.64) \). There is a constant \( c \) such that for any \( k \in \mathbb{N} \) and any \( \{a_i\}_{i=0}^{\infty} \in \{-1, 0, 1\}^{\mathbb{N}} \) the following estimate is valid.

\[
\int_{I} ^{x} \lambda |(\lambda^t + \sum_{i=1}^{\infty} a_i \lambda^i < r) \leq c(\gamma^{-1} + \varepsilon)^{-k} r.
\]

Let \( \gamma, \kappa \) be fixed and \( I \subseteq (0.5, 0.64) \) any interval such that \( \{\gamma\} \times I \times \{\kappa\} \subset P \), where the set \( P \) will be chosen later.

Let \( B_r(t) = [t - r, t + r] \) and let

\[
D(\mu_{\text{SBR}}^x, t) = \lim_{r \to 0} \frac{\mu_{\text{SBR}}^x(B_r(t))}{2r}
\]

denote the lower derivative of the measure \( \mu_{\text{SBR}}^x \) the conditional measure of \( \mu_{\text{SBR}}^x \) with respect to the local stable manifold \( W^s(x) \). The partition of \( Q \) into local stable manifolds is clearly measurable so the conditional measures exist and we can use them as follows. We want to prove that for a.e. \( \lambda \) there is a set \( \Omega_\lambda \) such that \( \mu_{\text{SBR}}^x(\Omega_\lambda) > 0 \) and

\[
\int_{\Omega_\lambda} D(\mu_{\text{SBR}}^x | \Omega_\lambda, y) d\mu_{\text{SBR}}^x(y) < \infty \tag{3.1}
\]

holds for a.e. \( x \). This implies that the measure \( \mu_{\text{SBR}}^x \) restricted to the set \( \Omega_\lambda \) is absolutely continuous for a.e. \( x \). Since the conditional measures on the unstable manifolds are absolutely continuous with respect to Lebesgue measure, this implies that \( \mu_{\text{SBR}}^x(\Omega_\lambda) \) is absolutely continuous with respect to Lebesgue measure. Since \( \mu_{\text{SBR}}^x(\Omega_\lambda) > 0 \), ergodicity then implies that this also holds for the measure \( \mu_{\text{SBR}}^x \).

Fatou’s lemma implies that in order to prove (3.1) it suffices to prove that

\[
\lim_{r \to 0} \frac{1}{r} \int_{\Omega_\lambda} \mu_{\text{SBR}}(\Omega_\lambda \cap B_r(y)) d\mu_{\text{SBR}}^x(y) < \infty.
\]

We may rewrite this as

\[
\lim_{r \to 0} \frac{1}{r} \int_{\Omega_\lambda} \int_{\Omega_\lambda} \chi(|y_1 - z_1| < r) d\mu_{\text{SBR}}^x(z) d\mu_{\text{SBR}}^x(y) < \infty. \tag{3.2}
\]

We will choose a class of functions \( x : I \to Q \) such that \( x(\lambda) \in \Omega_\lambda \) and prove that the following estimate is valid

\[
\lim_{r \to 0} \frac{1}{r} \int_{I} \int_{\Omega_\lambda} \int_{\Omega_\lambda} \chi(|y_1 - z_1| < r) d\mu_{\text{SBR}}^x(z) d\mu_{\text{SBR}}^x(y) d\lambda < \infty. \tag{3.3}
\]
This then implies that $\mu_{\text{SBR}} \ll \nu$ for a.e. $\lambda \in I$. Instead of proving (3.3) we use that $\mu_{\text{SBR}} = \hat{\mu}_{\text{SBR}} \circ \pi^{-1}$ and prove the equivalent condition

$$\liminf_{r \to 0} \frac{1}{r} \int_{I} \int_{\Omega} \int_{\Omega} \chi(|y_1 - z_1| < r) \, d\hat{\mu}_{\text{SBR}}^{\lambda, s, \hat{x}(\lambda)}(\hat{z}) \, d\hat{\mu}_{\text{SBR}}^{\lambda, s, \hat{x}(\lambda)}(\hat{y}) \, d\lambda < \infty. \quad (3.4)$$

To prove (3.4) the symbolic coding $\Sigma_{\gamma, \gamma, \kappa}$ will be used. Since we have $\gamma$ and $\kappa$ fixed and vary $\lambda$ it is the dynamics taking place in the horizontal direction that is crucial. It is hence the dynamical behaviour of the vertical component of the singularity $S_v$ that is important. Below, we will choose a set $P$ in which $S_v$ behaves as if it does not exist.

One checks with a numerical calculation that for $\gamma = 1.858$, $\lambda = 0.54$ and $\kappa = 0$ there are only finitely many points in the complete backward orbit of the vertical piece of the singularity, $S_v$. Numerics are only used to see this in an easy way. It does not influence on the rigourousness of the proof. In this case, when $\kappa = 0$, we have $S_v = \{0\}$. Figure 3.3 and 3.4 illustrate this by showing the two possible paths of $\{0\}$ starting in $Q_1$. The points in the backward orbit of $S_v$ are marked with $\times$ in the figures. The dashed lines are the border of the sets $f(Q_1)$ and $f(Q_{-1})$. The arrows shows how the points are mapped by $f^{-1}$. Each path drawn in the figures terminates after finitely many steps, after which there are no more inverse images.
The numerical evaluations of the points are in Table 3.1 and Table 3.2. Comparing these values with

\[ f(Q_1) = [1 - 2\lambda, 1] \times [1 - \gamma, 1] = [-0.08, 1] \times [-0.858, 1], \]

\[ f(Q_{-1}) = [-1, 2\lambda - 1] \times [-1, \gamma - 1] = [-1, 0.08] \times [-1, 0.858], \]

shows that there are no more points in the backward orbit of \( S_v \) and that these points are bounded away from the set \( f(S) \). This allows us to draw the following conclusion. There is an open neighborhood \( U \) of \( S_v \) such that \( f^{-N}(U) = \emptyset \) for \( N \) sufficiently large.

By the continuous dependence on the parameters of the finitely many points in the backward orbit of \( S_v \), there exists an open ball \( P \subset \{\gamma, \lambda, \kappa\} \) around \( (\gamma, \lambda, \kappa) = (1.858, 0.54, 0) \) such that the backward orbit of \( S_v \) behaves in the same way for any \( (\gamma, \lambda, \kappa) \in P \) in the following sense. For any \( (\gamma, \lambda, \kappa) \in P \) the backward orbit of \( S_v \) contains finitely many pieces, each bounded away from \( f(S) \), and there are uniform numbers \( \alpha > 0 \) and \( N > 0 \) such that \( U = ([-\alpha, \alpha] \times [-|\kappa|, |\kappa|]) \) satisfies \( f^{-N}(U) = \emptyset \). This implies that \( U \cap \Lambda_{\gamma, \lambda, \kappa} = \emptyset \) for any \( (\gamma, \lambda, \kappa) \in P \).

Recall that we have the parameters \( \gamma \) and \( \kappa \) fixed and \( I \) is an interval such that \( \{\gamma\} \times I \times \{\kappa\} \subset P \). Partition \( I \) into sub intervals \( \{I_t\}_{t=1}^p \), such that \( |I_t| < \frac{\|F\|}{\alpha} \). This can be done so that \( p < \frac{15\|F\|}{\alpha} + 1 \). For each \( t = 1, \ldots, p \) fix a

\[ $\gamma = 1.858, \lambda = 0.54, k = 0$ \]
### 3.4. Proof of the Theorem

<table>
<thead>
<tr>
<th>iterate</th>
<th>coordinates</th>
<th>numerical values</th>
<th>contained in</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>$f(Q_1) \cap f(Q_{-1})$</td>
</tr>
<tr>
<td>-1</td>
<td>$\frac{-1 + 2\mu - \lambda^2}{\lambda^2 - 1 + 2\gamma - \gamma^2}$</td>
<td>-0.8519 0.4618</td>
<td>$f(Q_{-1}) \setminus f(Q_1)$</td>
</tr>
<tr>
<td>-2</td>
<td>$\frac{-1 + 2\lambda - \lambda^2}{\lambda^2 - 1 + 2\gamma - \gamma^2}$</td>
<td>-0.7257 -0.2132</td>
<td>$f(Q_{-1}) \setminus f(Q_1)$</td>
</tr>
<tr>
<td>-3</td>
<td>$\frac{-1 + 2\mu - \lambda^2}{\lambda^2 - 1 + 2\gamma - \gamma^2}$</td>
<td>-0.4919 -0.5766</td>
<td>$f(Q_{-1}) \setminus f(Q_1)$</td>
</tr>
<tr>
<td>-4</td>
<td>$\frac{-1 + 2\lambda - \lambda^2}{\lambda^2 - 1 + 2\gamma - \gamma^2}$</td>
<td>-0.05916 -0.7721</td>
<td>$f(Q_1) \cap f(Q_{-1})$</td>
</tr>
<tr>
<td>-5</td>
<td>$\frac{-1 + 2\lambda - 2\lambda^2 + \lambda^3}{\lambda^2 - 1 + 2\gamma - \gamma^2}$</td>
<td>-0.9614 0.04623</td>
<td>$f(Q_{-1}) \setminus f(Q_1)$</td>
</tr>
<tr>
<td>-6</td>
<td>$\frac{-1 + 2\lambda - 2\lambda^2 + \lambda^3}{\lambda^2 - 1 + 2\gamma - \gamma^2}$</td>
<td>-0.9285 -0.4369</td>
<td>$f(Q_{-1}) \setminus f(Q_1)$</td>
</tr>
<tr>
<td>-7</td>
<td>$\frac{-1 + 2\lambda - 2\lambda^2 + \lambda^3}{\lambda^2 - 1 + 2\gamma - \gamma^2}$</td>
<td>-0.8677 -0.6969</td>
<td>$f(Q_{-1}) \setminus f(Q_1)$</td>
</tr>
<tr>
<td>-8</td>
<td>$\frac{-1 + 2\lambda - 2\lambda^2 + \lambda^3}{\lambda^2 - 1 + 2\gamma - \gamma^2}$</td>
<td>-0.7549 -0.8369</td>
<td>$f(Q_{-1}) \setminus f(Q_1)$</td>
</tr>
<tr>
<td>-9</td>
<td>$\frac{-1 + 2\lambda - 2\lambda^2 + \lambda^3}{\lambda^2 - 1 + 2\gamma - \gamma^2}$</td>
<td>-0.5462 -0.9122</td>
<td>$f(Q_{-1}) \setminus f(Q_1)$</td>
</tr>
<tr>
<td>-10</td>
<td>$\frac{-1 + 2\lambda - 2\lambda^2 + \lambda^3}{\lambda^2 - 1 + 2\gamma - \gamma^2}$</td>
<td>-0.1596 -0.9528</td>
<td>$f(Q_{-1}) \setminus f(Q_1)$</td>
</tr>
<tr>
<td>-11</td>
<td>$\frac{-1 + 2\lambda - 2\lambda^2 + \lambda^3}{\lambda^2 - 1 + 2\gamma - \gamma^2}$</td>
<td>0.5563 0.9746</td>
<td>$Q \setminus (f(Q_1) \cup f(Q_{-1}))$</td>
</tr>
</tbody>
</table>

Table 3.1: The points in Figure 3.3.
### Table 3.2: The points in Figure 3.4.

<table>
<thead>
<tr>
<th>iterate</th>
<th>coordinates</th>
<th>numerical values</th>
<th>contained in</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>(f(Q_1) \cap f(Q_{-1}))</td>
</tr>
<tr>
<td>-1</td>
<td>(-\frac{1+\lambda}{1+\gamma})</td>
<td>-0.8519</td>
<td>(f(Q_{-1}) \setminus f(Q_1))</td>
</tr>
<tr>
<td>-2</td>
<td>(-\frac{1+2\lambda-\lambda^2}{1+2\gamma-\gamma^2})</td>
<td>-0.7257</td>
<td>(f(Q_{-1}) \setminus f(Q_1))</td>
</tr>
<tr>
<td>-3</td>
<td>(-\frac{1+2\lambda-\lambda^2}{1+2\gamma-\gamma^2})</td>
<td>-0.4919</td>
<td>(f(Q_{-1}) \setminus f(Q_1))</td>
</tr>
<tr>
<td>-4</td>
<td>(-\frac{1+2\lambda-\lambda^2}{1+2\gamma-\gamma^2})</td>
<td>-0.05916</td>
<td>(f(Q_1) \cap f(Q_{-1}))</td>
</tr>
<tr>
<td>-5</td>
<td>(-\frac{1+2\lambda-\lambda^2}{1+2\gamma-\gamma^2})</td>
<td>0.7423</td>
<td>(Q \setminus (f(Q_1) \cup f(Q_{-1})))</td>
</tr>
</tbody>
</table>

\(\lambda_t \in I_t\). The following lemma will provide sufficient control when changing the parameter \(\lambda\).

**Lemma 3.4.0.2.** For any \(t\) and any \(\lambda, \lambda' \in I_t\) the symbolic spaces \(\Sigma_{\lambda, \gamma, \kappa}\) and \(\Sigma_{\lambda', \gamma, \kappa}\) coincide.

**Proof.** A point \(\hat{x} = (x_1, x_2, x_3) \in \hat{Q}\) lies in \(\hat{A}_{\lambda_t}\) if and only if there is a sequence \(\{i_n\}_{n \in \mathbb{Z}}\) such that

\[
x_1 = 1 - \frac{\lambda}{\lambda_t} \sum_{n=1}^{\infty} i_n \lambda^n, \quad x_2 = \frac{\gamma - 1}{\gamma} \sum_{n=0}^{\infty} i_n \gamma^{-n}, \quad x_3 = 1 - \frac{\tau}{\tau} \sum_{n=1}^{\infty} i_n \tau^n
\]

and \(\hat{f}_n(\hat{x}) \in \hat{Q}_{i_n}\) for all \(n \in \mathbb{Z}\). Let \(\hat{x} = (x_1, x_2, x_3) \in \hat{A}_{\lambda_t}\). We show that for any \(\lambda' \in I_t\) there is a point \(\hat{x}' = (x'_1, x'_2, x'_3) \in \hat{A}_{\lambda'}\) such that the corresponding sequence \(\{i'_n\}_{n \in \mathbb{Z}}\) satisfies \(i'_n = i_n\) for all \(n \in \mathbb{Z}\). In this way we define a map \(\Xi_{\lambda_t, \lambda'} : \hat{A}_{\lambda_t} \rightarrow \hat{A}_{\lambda'}\) by \(\Xi_{\lambda_t, \lambda'} : \hat{x} \mapsto \hat{x}'\).

It suffices to show that the point \(\hat{x}' = (x'_1, x'_2, x'_3)\) defined by

\[
x'_1 = 1 - \frac{\lambda'}{\lambda_t'} \sum_{n=1}^{\infty} i_n (\lambda')^n, \quad x'_2 = \frac{\gamma - 1}{\gamma} \sum_{n=0}^{\infty} i_n \gamma^{-n}, \quad x'_3 = 1 - \frac{\tau}{\tau} \sum_{n=1}^{\infty} i_n \tau^n
\]

satisfies \(\hat{f}_n(\hat{x}') \in \hat{Q}_{i_n}\) for all \(n \in \mathbb{Z}\). Then this implies that \(\hat{x}' \in \hat{A}_{\lambda'}\). A change of \(\lambda\) has only influence on the second coordinate of \(\hat{f}(\hat{x})\). Since the local stable
manifolds are parallel and oriented in the direction of the second coordinate it suffices to check that when changing \( \lambda \), the second coordinate never move over the vertical discontinuity \( S_v \). We do this by an estimate of the derivative \( \frac{d}{d\lambda} \left( \frac{1}{\lambda} \sum_{n=0}^{\infty} i_n \lambda^n \right) \). A simple calculation gives that

\[
\left| \frac{d}{d\lambda} \left( \frac{1 - \lambda}{\lambda} \sum_{n=0}^{\infty} i_n \lambda^n \right) \right| \leq \left| \frac{1}{\lambda^2} \sum_{n=0}^{\infty} n i_n \lambda^{n-1} \right| + \left| \frac{1 - \lambda}{\lambda} \sum_{n=1}^{\infty} n i_n \lambda^{n-1} \right| \leq \frac{1}{\lambda^2} \sum_{n=0}^{\infty} \lambda^n + \frac{1 - \lambda}{\lambda} \sum_{n=1}^{\infty} n \lambda^{n-1} = \frac{1 + \lambda}{\lambda^2 (1 - \lambda)} < 15,
\]

if \( \frac{1}{2} < \lambda < \frac{3}{2} \). This implies that

\[
|x_1 - x'| \leq \sup_{\lambda} \left| \frac{d}{d\lambda} \left( \frac{1 - \lambda}{\lambda} \sum_{n=0}^{\infty} i_n \lambda^n \right) \right| |\lambda_t - \lambda'| < 15 |I_t| \leq \alpha.
\]

This means that \( x' \) does not cross the vertical piece of the singularity and hence stays on the same side of the singularity as \( x \). Similarly one shows that any iterate \( f^k_{\lambda}(\hat{x}') \) of stays on the same side of the singularity as \( f^k_{\lambda}(\hat{x}) \). \( \square \)

**Remark.** The partition of \( I \) into subintervals is arbitrary so in fact the symbolic spaces coincide for any \( \lambda, \lambda' \in I \).

We have shown that the symbolic space \( \Sigma_{\lambda, \gamma, \nu} \) does not change when \( \lambda \) varies. We also need to estimate how the measure \( \tilde{\mu}_{\text{SBR}}^\lambda \) changes.

**Lemma 3.4.0.3.** There is a constant \( c_1 > 0 \) such that for any \( t \) and any \( \lambda, \lambda' \in I_t \)

\[
c_1^{-1} \tilde{\mu}_{\text{SBR}}^\lambda(C_{\lambda_t}) \leq \tilde{\mu}_{\text{SBR}}^\lambda(C_{\lambda}) \leq c_1 \tilde{\mu}_{\text{SBR}}^\lambda(C_{\lambda_t}),
\]

for any cylinder set of the form \( C_{\lambda} = k[i_{ki_{k+1}} \cdots i_n]_n = \bigcap_{j=k}^{n} f_{\lambda_t}^{j-1}(Q_{t_j}), k < n \).

**Proof.** Since there are only finitely many inverse images of the set \( S_v \), all other inverse images of the singularity will consist of a horizontal line. As \( \lambda \) varies over \( I \) these horizontal lines are not changed, only the inverse images of \( S_v \) changes. There is thus a constant \( c_1 \), independent of \( t \), such that for any \( \lambda \in I_t \) and any cylinder set of the form \( C_{\lambda} = k[i_{ki_{k+1}} \cdots i_n]_n = \bigcap_{j=k}^{n} f_{\lambda_t}^{j-1}(Q_{t_j}), 0 \leq k < n \) we have

\[
c_1^{-1} \hat{\nu}(C_{\lambda}) \leq \hat{\nu}(C_{\lambda}) \leq c_1 \hat{\nu}(C_{\lambda_t}).
\]

Especially \( c_1^{-1} \hat{\nu}(f_{\lambda_t}^{-m}(C_{\lambda_t})) \leq \hat{\nu}(f_{\lambda_t}^{-m}(C_{\lambda})) \leq c_1 \hat{\nu}(f_{\lambda_t}^{-m}(C_{\lambda_t})) \) for any \( m \in \mathbb{N} \) and so

\[
c_1^{-1} \tilde{\mu}_{\text{SBR}}^\lambda(C_{\lambda_t}) \leq \tilde{\mu}_{\text{SBR}}^\lambda(C_{\lambda}) \leq c_1 \tilde{\mu}_{\text{SBR}}^\lambda(C_{\lambda_t}),
\]
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for any cylinder set of the form \( C_\lambda = k_1[i_k i_{k+1} \cdots i_n] = \bigcap_{i=k}^n \mathbb{Z} \,(\hat{Q}_t) \) with \( k < n \).

**Remark.** Lemma 3.4.0.3 is also valid for the conditional measures on the stable manifold.

Since the entropy of the conditional measures are a.s. equal that of the measure, the Shannon-McMillan-Breiman theorem implies that given \( \varepsilon > 0 \), there exists a number \( n_0(\lambda, \hat{x}, \varepsilon) \) such that

\[
\mu_{\text{SBR}}^\lambda(\{ \hat{y} \mid \mu_{\text{SBR}}^\lambda(\hat{R}_\lambda(\hat{y})) < e^{-q \log(\gamma - \varepsilon)} \}, \ v > n_0(\lambda, \hat{x}, \varepsilon) \}) > 1 - \varepsilon.
\]

Lusin’s Theorem implies that there is a number \( n_1(\varepsilon) \) and a set \( \hat{\Omega}_{0,\lambda} \) such that \( n_1(\varepsilon) \geq n_0(\lambda, \hat{x}, \varepsilon) \) when \( \hat{x} \in \hat{\Omega}_{0,\lambda} \) and \( \mu_{\text{SBR}}^\lambda(\hat{\Omega}_{0,\lambda}) > 1 - \varepsilon \). We put

\[
\hat{\Omega}_\lambda = \{ \hat{y} \in \hat{\Omega}_{0,\lambda} \cap \hat{W}^\gamma(\hat{x}) \mid \hat{x} \in \hat{\Omega}_{0,\lambda} \}
\]

and

\[
\mu_{\text{SBR}}^\lambda(\hat{\Omega}_\lambda) > c_1^{-1} \mu_{\text{SBR}}^\lambda(\hat{\Omega}_{0,\lambda}) > c_1^{-1}(1 - 2\varepsilon).
\]

Put \( \Omega_\lambda = \hat{\Omega}_{0,\lambda}(\hat{\Omega}_{0,\lambda}) \) for \( \lambda \in I_t \). By Lemma 3.4.0.3 it follows that if \( \hat{y} \in \hat{\Omega}_\lambda \) then

\[
\hat{\mu}_{\text{SBR}}^\lambda(\hat{R}_\lambda(\hat{y})) < c_1 e^{-q \log(\gamma - \varepsilon)}, \ v > n_1(\varepsilon)
\]

Then \( \hat{\mu}_{\text{SBR}}^\lambda(\hat{\Omega}_\lambda) > 1 - 2\varepsilon \).

Take a \( \lambda_0 \in I \) and \( \hat{x}_{\lambda_0} \in \hat{\Omega}_{0,\lambda} \). Define \( \hat{x}(\lambda_0) = \hat{x}_{\lambda_0} \) and for \( \lambda \in I \) define \( \hat{x}(\lambda) \) so that \( \mu_{\lambda,\gamma,n}(\hat{x}(\lambda)) = \mu_{\lambda_0,\gamma,n}(\hat{x}(\lambda_0)) \). Then \( \hat{x} \) is continuous. By Lemma 3.4.0.1

\[
T_{\lambda,\gamma,n} = \int_I \int_{\hat{\Omega}_{0,\lambda} \cap \hat{R}_\mathbb{Z}^k(\lambda)} \chi([|\hat{y}| < r]) d\hat{\mu}_{\text{SBR}}^\lambda(\hat{y}) d\hat{\mu}_{\text{SBR}}^{\lambda_0,\gamma,n}(\hat{x}(\lambda_0))
\]

\[
\leq c_1^2 \int_I \int_{\hat{\Omega}_{0,\lambda} \cap \hat{R}_\mathbb{Z}^k(\lambda)} \int_{\hat{\Omega}_{0,\lambda} \cap \hat{R}_\mathbb{Z}^k(\lambda_0)} \chi([|\hat{y}| < r]) d\hat{\mu}_{\text{SBR}}^{\lambda,\gamma,n}(\hat{y}) d\hat{\mu}_{\text{SBR}}^{\lambda_0,\gamma,n}(\hat{x}(\lambda_0))
\]

\[
= c_2(\gamma^{-1} + \varepsilon)^{-k} \mu_{\text{SBR}}^{\lambda,\gamma,n}(\hat{R}_\mathbb{Z}^k(\lambda_0)) \mu_{\text{SBR}}^{\lambda,\gamma,n}(\hat{R}_\mathbb{Z}^k(\lambda))
\]

\[
\leq c_2(\gamma^{-1} + \varepsilon)^{-k} \mu_{\text{SBR}}^{\lambda,\gamma,n}(\hat{R}_\mathbb{Z}^k(\lambda_0)) \mu_{\text{SBR}}^{\lambda,\gamma,n}(\hat{R}_\mathbb{Z}^k(\lambda))
\]
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Since

\[ \hat{\lambda} \times \hat{\lambda} = \bigcup_{k=0}^{\infty} \hat{R}_{k,\lambda} \times \hat{R}_{k,\lambda} \]

we can proceed as follows

\[
\begin{align*}
\int_I \int_{\Omega} \int_{\Omega} \chi_{\{|y_1-z_1|<r\}} d\hat{\mu}_{SBR}^{\lambda,s,\hat{x}(\lambda)}(z) d\hat{\mu}_{SBR}^{\lambda,s,\hat{y}(\lambda)}(y) d\lambda &= \sum_{t=1}^{p} \sum_{k=0}^{\infty} \sum_{i} T_{t,k} \\
&\leq \sum_{t=1}^{p} \sum_{k=0}^{\infty} c_3 r (\gamma^{-1} + \varepsilon)^{-k} (\gamma - \varepsilon)^{-k} \hat{\mu}_{SBR}^{\lambda,s,\hat{x}(\lambda)}(\hat{R}_{k,\lambda}^t) \\
&\leq \sum_{t=1}^{p} \sum_{k=0}^{\infty} c_3 r (\gamma^{-1} + \varepsilon)^{-k} (\gamma - \varepsilon)^{-k} \leq \sum_{t=1}^{p} c_4 r = c_5 r.
\end{align*}
\]

Hence

\[
\liminf_{r \to 0} \frac{1}{r} \int_I \int_{\Omega} \int_{\Omega} \chi_{\{|y_1-z_1|<r\}} d\hat{\mu}_{SBR}^{\lambda,s,\hat{x}(\lambda)}(z) d\hat{\mu}_{SBR}^{\lambda,s,\hat{y}(\lambda)}(y) d\lambda \leq c_5. \tag{3.6}
\]

This is independent of the choice of \( \hat{x} : I \to Q \) so this proves Theorem 3.3.0.2.

\[ \square \]

3.5 Decay of correlations

Consider the following class of Hölder continuous functions defined on \( Q \)

\[ \mathcal{H}_\eta = \{ \phi : Q \to \mathbb{R} \mid \exists C : |\phi(x) - \phi(y)| < C d(x,y)^\eta \; \forall x, y \in Q \}. \]

We will show that \( f \) has exponential decay of correlations for functions in \( \mathcal{H}_\eta \).

More precisely, we will show the following theorem.

**Theorem 3.5.0.3.** Let \( (\lambda, \gamma, \kappa) \in P \). There is a \( \tau = \tau(\eta) < 1 \) such that if \( \phi, \psi \in \mathcal{H}_\eta \) then there is a \( C = C(\phi, \psi) \) such that

\[
\left| \int (\phi \circ f^\alpha_{\lambda,\gamma,k}) \psi d\mu_{SBR} - \int \phi d\mu_{SBR} \int \psi d\mu_{SBR} \right| < C \tau^n.
\]

In [38], Young introduces a general scheme for proving exponential decay of correlations. The method is to find a set \( \Theta \) with nice hyperbolic properties
and a hyperbolic product structure;

\[ \Theta = \left( \bigcup_{\omega^s \in \Gamma^s} \omega^s \right) \bigcap \left( \bigcup_{\omega^u \in \Gamma^u} \omega^u \right), \]

where \( \Gamma^s \) and \( \Gamma^u \) are collections of stable and unstable curves respectively, and a return time \( R : \Theta \to \mathbb{N} \) such that \( f^{R(x)} : \Theta \to \Theta \).

For \( \omega \in \Gamma^u \) let \( \nu_\omega \) denote the conditional measure of the Lebesgue measure \( \nu \) with respect to the curve \( \omega \). If the conditions

\[
\nu_\omega(\omega \cap \Theta) > 0, \text{ for each } \omega \in \Gamma^u \\
\nu\{x \in \Theta \mid R(x) > n\} < C\theta^n, \text{ for some } C \text{ and } \theta < 1, \\
(f^n, Q) \text{ is ergodic for each } n > 0,
\]

and some other regularity conditions are satisfied then this is sufficient to conclude exponential decay of correlations for Hölder continuous functions.

Among other examples in [38], Young shows how to find the set \( \Theta \) and the return time \( R \) for a class of piecewise \( C^2 \) hyperbolic maps in two dimensions. This class of maps is different from our class but still the method can be used to construct \( \Theta \) and \( R \). We give the construction of \( \Theta \) and \( R \) below.

The fact that \( (\lambda, \gamma, \kappa) \in P \) makes the construction of \( \Theta \) easier. This is because there is a uniform estimate of the length of the local stable manifolds for these parameters. From Section 3.4 we conclude that \( W^u_\omega(x) \) exists for all \( x \in \Lambda \). Theorem 3.5.0.3 is true also if \( (\lambda, \gamma, \kappa) \notin P \) but then we have to work with the set

\[ D^+_\delta = \{ x \mid d(f^n(x), S) > \delta \gamma^{-n} \forall n \geq 0 \}, \]

which would have made the construction of \( \Theta \) somewhat more technical.

We will now proceed with the construction of \( \Theta \) and \( R \). It is important to gather enough expansion in the unstable direction. For this purpose we take an \( N \in \mathbb{N} \) such that \( \gamma^N > 2\varepsilon^2 \).

Choose \( \delta > 0 \) so that for any curve \( \omega \) in the unstable direction with length not greater than \( \delta \) the set \( f^N(\omega) \) consists of at most two connected components. This can be done since we can choose \( \delta \) to be the smallest distance between the lines in the set \( \cup_{h=0}^N f^{-h}(S_h) \).

Take \( 0 < \delta_0 < \frac{1}{2} \delta \) to be so small that the set

\[ A_{\delta_0} = \{ x \in \Theta \mid W^u_{\delta_0}(x) \text{ exists} \} \]

has positive Lebesgue measure. For any \( x \in A_{\delta_0} \) we define \( \Omega(x) = W^u_{\delta_0}(x) \).

Put

\[
\Gamma^s(x) = \{ W^s(y) \mid y \in \Omega(x) \}, \\
\Gamma^u(x) = \{ W^u(z) \mid z \in A_{\delta_0}, W^u(z) \cap W^s \neq \emptyset, \forall W^s \in \Gamma^s(x) \}.
\]
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We let $\Theta(x)$ be the hyperbolic set with the product structure defined by $\Gamma^x(x)$ and $\Gamma^u(x)$.

For any $x \in A_0$ we let $Q(x)$ be the smallest open rectangle containing $\Theta(x)$. The open sets $\{Q(x)\}_{x \in A_0}$ form an open covering of $A_0$. Since $A_0$ is compact we can select a finite subcover $\{Q(x_i)\}_{i=1}^r$. The sets $\{\Theta(x_i)\}_{i=1}^r$ will then cover $A_0$. We will write $\Theta_i$ for $\Theta(x_i)$.

We define the return time $R$ to $\cup \Theta_i$ on a subset of the sets $\Theta_i$. Let $i$ be fixed. We iterate the map $f^N$ and consider the connected components of the set $(f^N)^n(\Omega(x_i))$.

We construct for each $n \in \mathbb{N}$ a partition $\mathcal{P}_n^i$ of $\Omega(x_i) \setminus \{R \leq n\}$ into connected curves with the property that if $\omega \in \mathcal{P}_n^i$ then $(f^N)^n(\omega)$ is a connected curve of length $< \delta_0$.

Let $\mathcal{P}_0^i$ be the trivial partition, $\mathcal{P}_0^i = \{\Omega(x_i)\}$. Assume that $\mathcal{P}_n^{i-1}$ is defined. Let $\omega \in \mathcal{P}_{n-1}^i$. Since $(f^N)^{n-1}(\omega)$ is a connected curve of length $< \delta_0$, the set $(f^N)^n(\omega)$ consists of at most two connected components. Let $\{\omega_j^i\}_{j=1,2}$ be the corresponding components of $\omega$. If $(f^N)^n(\omega_j)$ has length $< \delta_0$ then we put $\omega_j^i \in \mathcal{P}_n^i$. If however $(f^N)^n(\omega_j)$ has length $\geq \delta_0$ then there is a $k$ such that $(f^N)^n(\omega_j)$ crosses $Q(x_k)$ with segments of length $\geq \delta_0$ sticking out on each side of $Q(x_k)$. Since $|(f^N)^n(\omega_j)| > \delta_0$ we have $(f^N)^n(\omega_j) \in \Gamma^u(x_k)$ and this implies that $(f^N)^n(\omega_j) \cap Q(x_k) \subset \Theta_k$. We define $R = n$ on $\omega_j \cap (f^N)^{-n}(\Theta_k)$. In this way we get two pieces of length $\geq \delta_0$ on each side of $(f^N)^n(\omega_j) \setminus \{R = n\}$.

We partition $\omega \setminus \{R = n\}$ into $\{\omega_{j,k}\}_{k=1}^m$ such that $\delta_0 < (f^N)^n(\omega_{j,k}) < \delta_0$ and put $\{\omega_{j,k}\} \in \mathcal{P}_n^i$.

Finally, if $\omega \in \mathcal{P}_{n-1}^{i}$ then we define $R = n$ on the set

$$S_\omega = \left( \bigcup_{\omega^s \in \Gamma^s(\omega)} \omega^s \right) \cap \left( \bigcup_{\omega^u \in \Gamma^u} \omega^u \right) \subset \Theta_i,$$

where $\Gamma^s(\omega)$ is the set of local stable manifolds in $\Gamma^s(x_i)$ which has non-empty intersection with $\omega$. The uniform estimate on the length of $\omega_s \in \Gamma^s$ implies that $(f^N)^n(S_\omega) \subset \Theta_k$.

**Lemma 3.5.0.4.** Let $\Omega = \Omega(x_i)$ for some $x_i$. There exists $C > 0$ and $\theta_1 < 1$ such that

$$\nu_1\{R > n\} \leq C\theta_1^n.$$

**Proof.** Let $T_1(x)$ be the smallest $n \geq 1$ such that if $\omega \in \mathcal{P}_{n-1}^i$ is the component containing $x$ then $|(f^N)^n(\omega)| \geq \delta_0$. If there is no such $n$ then we say that $T_1(x)$ is not defined. Note that $T_1 \leq R$.

Suppose that $T_k(x)$ has been defined. Then we define $T_{k+1}(x)$ to be the smallest $n > T_k(x)$ such that if $\omega \in \mathcal{P}_{n-1}^i$ is the component containing $x$ then $|(f^N)^n(\omega)| \geq \delta_0$. Let $T_k = \{T_k \text{ is defined}\}$. 
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Each time a segment is stretched to a length over \(6\delta_0\) a piece of length \(2\delta_0\) returns to one of the sets \(\Theta_i\). This implies that if \(\omega \in \mathcal{P}_{n-1}\) and \(T_1|_{\omega} = n\) then \(|(f^N)^n(\omega)| < \gamma^N \delta_0\) and so

\[
\frac{\nu_1(\omega \cap \{R = T_1\})}{\nu_1(\omega)} > \frac{2\delta_0}{6\delta_0 \gamma^n} = \frac{1}{3\gamma^n}.
\]

Hence

\[
\frac{\nu_1(\omega \cap \{R > T_1\})}{\nu_1(\omega)} < 1 - \frac{1}{3\gamma^n} = \theta_2.
\]

This means that \(\frac{\nu_1(T_2)}{\nu_1(T_1)} < \theta_2\). Similarly we get

\[
\frac{\nu_1(T_{k+1})}{\nu_1(T_k)} < \theta_2.
\]

This implies that \(\nu_1(T_k) < \theta_k^2\) and \(\nu_1(R > T_k) < \theta_k^2\).

For any \(k\)

\[
\{R > n\} \subset \{T_k \geq n\} \cup \{T_k < n < R\}.
\]

There is a number \(M\) such that if \(\omega \in \mathcal{P}_{n-1}\) then \(\omega \setminus \{R = n\}\) can be covered by less than \(M\) elements from \(\mathcal{P}_n\).

Let \(K_p = \{k_i\}_{i=1}^p\) where \(k_1 < k_2 < \cdots < k_p\) with \(k_p \geq n\) and \(k_{p-1} < n\). Consider the set \(A_{K_p} = \{T_i = k_i, \ i = 1, 2, \ldots, p\}\). It can be covered by less than \(2^{k_p} M^p\) elements from \(\mathcal{P}_{k_p}\). Since the length of \(\Omega\) is \(2\delta_0\) we have

\[
\nu_1(A_{K_p}) \leq \frac{2^{k_p} M^p 6\delta_0 (\gamma^N)^{-k_p}}{2\delta_0} = 3M^p \left(\frac{2}{\gamma^N}\right)^{k_p}.
\]

If \(p \ll n\) then by Stirling’s formula

\[
\binom{n}{p} \approx \frac{n^{n+p} e^{-n}}{p!(n-p)^{n-p} e^{-(n-p)}} = \frac{e^{-p^2}}{p!} \left(1 - \frac{p}{n}\right)^{p-n}
\]

and so if \(\varepsilon\) is small enough

\[
\sum_{p=0}^{\lfloor \alpha n \rfloor} \frac{(n)}{p} \leq C_1 \sum_{p=0}^{\lfloor \alpha n \rfloor} e^{-p^2} \frac{1}{p!} \left(1 - \frac{p}{n}\right)^{p-n}
\]

\[
< C_1 (1 - \varepsilon)^{-n} \sum_{p=0}^{\lfloor \alpha (1-\varepsilon) \rfloor} \frac{(1-\varepsilon)^p}{p!} < C_1 (1 - \varepsilon)^{-n} e^{\frac{1}{2}(1-\varepsilon)}.
\]
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Choose \( \varepsilon \) so small that \( \theta_3 = \frac{\varepsilon^{n+1}}{(1-\varepsilon)N^2} < 1 \). This can be done because of the choice of \( N \). Then

\[
\nu_\Omega \{ T_{\lceil n \rceil} > n \} \leq \sum_{p=0}^{\lfloor n \rfloor} \sum_{K_p} \nu_\Omega(A_{K_p}) \leq \sum_{p=1}^{\lfloor n \rfloor} \binom{n}{p} 3M^p \sum_{k_p=n}^{\infty} \left( \frac{2}{\gamma N} \right)^{k_p} \\
\leq C_2 \left( \frac{\varepsilon^{n+1}}{(1-\varepsilon)N^2} \right)^n = C_2 \theta_3^n.
\]

We use (3.7) to approximate \( \nu_\Omega \{ R > n \} \). We choose \( k = \varepsilon n \) and get

\[
\nu_\Omega \{ R > n \} \leq C_2 \theta_3^n + \theta_2^n \leq C\theta_1^n.
\]

We have proved that the return time \( R \) decays exponentially. This is not quite what we want. \( R \) is the time needed for a piece of \( \Theta_i \) to return to some \( \Theta_j \), but we would need \( R \) to be the return time from \( \Theta_i \) to \( \Theta_i \). Arguing as in [38], we can choose \( \Theta_* = \Theta_i \) for some \( i \) such that the return time \( R_* \) of \( \Theta_* \) satisfies \( \nu_\omega \{ R > n \} < C\theta^n \) for some \( \theta < 1 \). This is sufficient to conclude Theorem 3.5.0.3. Note that the SBR-measure constructed with the method in [38] is the same measure as the SBR-measure constructed in Section 3.2.
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