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Abstract

High-impedance surfaces are arti�cial surfaces synthesized from periodic struc-

tures. The high impedance is useful as it does not short circuit electric currents

and re�ects electric �elds without phase shift. Here, a sum rule is presented

that relates frequency intervals having high impedance with the thickness of

the structure. The sum rule is used to derive physical bounds on the band-

width for high-impedance surfaces composed by periodic structures above a

perfectly conducting ground plane. Numerical examples are used to illustrate

the result, and show that the physical bounds are tight.

1 Introduction

A perfect magnetic conductor (PMC) surface is an ideal high-impedance surface.
It has in�nite impedance meaning that the mirror currents of horizontal electrical
currents are not phase shifted. This is desired for low pro�le antennas as ordi-
nary planar antenna elements can be put on top of a PMC without loss of per-
formance [20, 21]. However, PMCs are arti�cial surfaces typically synthesized from
periodic structures above an ordinary ground plane [20�22]. The properties of the
arti�cial high-impedance surface depend on frequency, polarization, and angle of
incidence, and they have high impedance only over �nite frequency bands [20, 21].

Here, we introduce a sum rule that relates frequency intervals having impedance
above an arbitrary threshold with the static properties of the structure. The sum
rule is valid for periodic structures composed by arbitrary dielectric and magnetic
materials above a perfect conductor. The sum rule is used to derive physical bounds
for high-impedance surfaces. The bounds show how the bandwidth of the high-
impedance surface depends on thickness, angle of incidence, polarization, and ma-
terial properties. The derivation is based on a general approach where integral
identities for positive real (PR) functions (or similarly Herglotz functions) are used
to construct sum rules [1]. Analogous bounds are used for broadband matching [4],
radar absorbers [18], scattering and absorption cross sections [25], antenna per-
formance [9], antenna impedance [6], extraordinary transmission [10], transmission
blockages [11], and temporal dispersion of metamaterials [8].

Brewitt-Taylor presented two bounds for high-impedance surfaces in [2]. The �rst
is based on circuit approximation whereas the second is similar to [18]. Another
contribution is given in [19], although their result is based on an approximation
that may break down for large bandwidths. In comparison, the results presented
here are solely based on passivity and make no use of circuit approximations. The
new bounds are also sharper than the bounds presented in [2]. Moreover, they
hold for lossy as well as lossless surfaces (including possible anisotropy) and for
obliquely incident �elds. Finally, they are based on an identity and it shows that
objects modeled as perfect electric conductors contribute with a negative magnetic
polarizability that can a�ect the performance.

This paper is organized as follows. In Sec. 2, the re�ection coe�cient and the
impedance of periodic high-impedance surfaces are presented. The corresponding
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Figure 1: Geometry of a high-impedance surface synthesized by a periodic structure
above a perfect conductor.

low-frequency asymptotics are analyzed in Sec. 3. Sum rules and physical bounds
are derived in Sec. 4. The bounds are compared with previous results in Sec. 5.
Numerical results are presented in Sec. 6.

2 Re�ection coe�cient and impedance

Consider an in�nite array contained in the interval −d ≤ z ≤ 0, with a unit cell Ω
lying in the xy-plane and a ground plane at z = −d, see Fig. 1. A linearly polarized
plane wave impinges on the array in the direction k̂, i.e., E(i)(t; r) = E0(t−k̂·r/c0)ê
with k̂ · ẑ < 0 and E0(t′) = 0 for t′ < 0. Here, t′ = t − k̂ · r/c0, where t is the
time variable, c0 the speed of light in free space, and ê the electric polarization of
the incident �eld satisfying ê · k̂ = 0. The periodicity of the problem implies the
translational property

E(t; r + rmn) = E(t− k̂ · rmn/c0; r) (2.1)

for all �elds, where rmn = ma1 + na2 is an arbitrary lattice vector described by
two basis vectors a1 and a2. The re�ected �eld cannot precede the incident �eld in
z > 0, in the meaning that E(r)(t; r) = 0 if t < k̂(r) · r/c0, where k̂

(r) = k̂ − 2k̂ · ẑẑ
is the mirrored propagation direction. In other words, the re�ected �eld is causal
for all z > 0 with respect to the incident �eld, see also [7, 11, 25, 26].

The results in this paper follow from the holomorphic properties of the re�ection
coe�cient and its low- and high-frequency expansions. For this purpose, apply a
temporal Laplace transform to the re�ected �eld taking the causality into account
by the lower integration limit, i.e.,

E(r)(κ; r) =

∫ ∞
k̂(r)·r/c0

E(r)(t; r)e−κtc0 dt

= e−κk̂
(r)·r
∫ ∞

0

E(r)(t′ + k̂
(r)
· r/c0; r)e−κt

′c0 dt′ = e−κk̂
(r)·rẼ(r)(κ; r). (2.2)
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The �eld Ẽ(r)(κ; r) is Ω-periodic in r due to the translational property (2.1) and
that k̂(r) has the same xy-components as k̂. The lower integration limit t′ = 0 for
Ẽ(r)(κ; r) implies it is holomorphic in the Laplace parameter κ = σ + jk if this
is restricted to the right complex half plane Reκ ≥ 0, and the imaginary unit is
denoted by j. A spectral decomposition in Floquet modes is used outside the array
(where the position vector is r = xx̂+ yŷ + zẑ = ρ+ zẑ):

Ẽ(r)(κ; r) =
∞∑

m,n=−∞

E(r)
mn(k)e−jkmn·ρe−j(kz,mn−kz,00)z, (2.3)

where the expansion coe�cients are given by

E(r)
mn(κ) =

1

A

∫
Ω

Ẽ(r)(k; r)ejkmn·ρej(kz,mn−kz,00)z dSρ. (2.4)

Here, A =
∫

Ω
dS denotes the area of the unit cell Ω. The reciprocal lattice vectors

are de�ned as kmn = mb1 +nb2, where the reciprocal basis vectors b1 and b2 satisfy
ai · bj = 2πδij for i, j = 1, 2 (δij is the Kronecker delta) [14]. Moreover, the wave

number in the z-direction is given by k2
z,mn = −κ2 + (κk̂t + jkmn) · (κk̂t + jkmn),

where k̂t is the transverse part of the unit vector k̂. The transverse components
of the expansion coe�cients of the re�ected �eld are related to the corresponding
expansion coe�cients of the incident �eld via the linear mapping

E
(r)
mn,t(κ) =

∞∑
m′,n′=−∞

Γmn,m′n′(κ) ·E(i)
m′n′,t(κ). (2.5)

The corresponding z-components are given by the requirement that each mode E(i,r)
mn

is orthogonal to the total wave vector −jκk̂t + kmn ± ẑkz,mn. The elements of the
2 × 2 re�ection dyadics Γmn,m′n′ , are holomorphic functions of κ for Reκ > 0 due
to causality. It is only a �nite number of modes in (2.5) that propagate for a �xed
frequency, and, speci�cally, it is only the lowest order modes (m = n = m′ = n′ = 0)
that propagate for frequencies below the �rst grating lobe [17]. Here, the analysis
is restricted to these modes, and the short-hand notation Γ = êt · Γ 00,00 · êt/|êt|2
for the co-polarized re�ection coe�cient is introduced. These are the only modes
needed later on, without loss of generality.

Passivity implies that |Γ (κ)| ≤ 1 for Reκ > 0. The corresponding normalized
impedance

Z(κ) = Zt
1 + Γ (κ)

1− Γ (κ)
(2.6)

is then a positive real function [5, 28]. The impedance in (2.6) is normalized with
respect to the transverse wave impedance Zt(θ) = 1/Yt(θ), where

Yt(θ) =

{
cos θ TE-polarization

1/ cos θ TM-polarization
(2.7)
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is the transverse wave admittance. The impedance in SI-units is ZSI = Zη0, where
η0 =

√
µ0/ε0 ≈ 377 Ω denotes the free-space impedance.

Positive real (related to Herglotz [1] or Nevanlinna) functions are found in the
analysis of passive linear systems [5, 28]. They are de�ned as holomorphic mappings
from the right complex half plane into itself and having the real axis mapped into
itself. Sum rules, i.e., weighted all spectrum integral identities, are solely determined
from the asymptotic expansions of the PR function. In [1], it is shown that the
asymptotic expansions

P (κ) =

N0∑
n=0

a2n−1κ
2n−1 + o(κ2N0−1) as κ→̂0 (2.8)

and

P (κ) =
N∞∑
n=0

b1−2nκ
1−2n + o(κ1−2N∞) as κ→̂∞ (2.9)

imply the integral identities

2

π

∫ ∞
0

ReP (jk)

k2n
dk = (−1)n−1

(
a2n−1 − b2n−1

)
(2.10)

for n = 1 − N∞, ..., N0. Note that the identity (2.10) should be interpreted as the
limit limσ→0+ P (σ+jk), and terms in the right hand side that are not enumerated in
(2.8) and (2.9) are zero, see [1]. It is su�cient to have the expansions (2.8) and (2.9)
in | arg(κ)| ≤ π/2 − α for some α > 0. It is observed that compositions of PR
functions can be used to produce new PR functions and hence sum rules that are
particularly suited for an application [1, 8].

3 Low-frequency expansion

3.1 Re�ection coe�cient

The integral identities (2.10) show that the low- and high-frequency asymptotic
expansions can be used to derive constraints on the dynamic properties of the
impedance. To determine the low-frequency expansion of the re�ection coe�cient,
we �rst replace the ground plane with a mirror object in the region z ∈ [−2d,−d],
see Fig. 2. The re�ected �eld is obtained from superposition of the incident �eld
and the mirror �eld, i.e.,

E(i)(κ, r) = E0ê exp(−κk̂ · r) (3.1)

E(i)
m (κ, r) = E0ê

(r) exp(−κk̂(r) · (r + 2dẑ)) (3.2)

where k̂(r) = k̂ − 2k̂ · ẑẑ and ê(r) = 2ê · ẑẑ − ê. The re�ected �eld E(r)(κ, r) is
obtained as the sum of the re�ection of E(i)(κ, r) and the transmission of E(i)

m (κ, r)
in the mirrored geometry in Fig. 2b. Using the low-frequency expansion in [23]
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Figure 2: Equivalent problem for the low-frequency expansion. a) original scat-
tering problem with ground plane. b) equivalent scattering problem without the
ground plane, where k̂(r) = k̂ − 2k̂ · ẑẑ and ê(r) = 2ê · ẑẑ − ê.

and that E(i)
m (κ, r)|z=0 = E0ê

(r)(1 − 2κd cos θ), we derive in the Appendix that the
co-polarized re�ection coe�cient is, to �rst order in κ,

Γ (κ) = −1 + κ
(
2d cos θ + γ/A

)
+O(κ2), (3.3)

where the polarizability γ is

γ =

{
ĥ · γm · ĥ cos θ TE

ĥ · (γm + sin2 θγeI) · ĥ 1
cos θ

TM
(3.4)

and the unit vector ĥ = (ẑ× ê)/|ẑ× ê| corresponds to the direction of the incident
magnetic �eld in the xy-plane. The magnetic polarizability dyadic γm is determined
in the unit cell Ω subject to periodic boundary conditions in the xy-plane and
a magnetostatic �eld of unit amplitude in the ĥ-direction. More precisely, the
magnetic polarizability is de�ned as

ĥ · γm · ĥ = ĥ ·
∫

Ω×[−2d,0]

(µs(r)− I) ·Hs(r) dV, (3.5)

where the static �eld Hs(r) satis�es the di�erential equations ∇ × Hs(r) = 0
and ∇ · [µs(r) ·Hs(r)] = 0, with mean value ĥ in Ω × (−∞,∞), or, equivalently,
limit values Hs(r)→ ĥ as z → ±∞. Here, µs(r) is the static relative permeability
dyadic. We can correspondingly compute an electric polarizability dyadic γe, simply
replace µs by εs. The normal electric polarizability γe (a scalar, denoted by γezz in
the Appendix for clarity) is then computed as

γe = ẑ · γe · ẑ = ẑ ·
∫

Ω×[−2d,0]

(εs(r)− I) ·Es(r) dV, (3.6)

where Es(r) is the electrostatic solution corresponding to unit excitation in the z
direction. For more details on the computation of γm and γe, in particular when
involving PEC structures (where µs → 0 and εs →∞), we refer to [23, 24].
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3.2 Examples of polarizabilities

The polarizabilities for an isotropic slab (with thickness 2d corresponding to the
mirrored geometry in Fig. 2) characterized by static relative permeability µs and
static relative permittivity εs are

γm = 2Ad(µs − 1)(x̂x̂+ ŷŷ) + 2Ad(1− µ−1
s )ẑẑ (3.7)

γe = 2Ad(εs − 1)(x̂x̂+ ŷŷ) + 2Ad(1− ε−1
s )ẑẑ. (3.8)

Using these expressions, we �nd that (3.4) becomes (using that for TM polarization
we can write γ/A = 2d(µs − 1 + sin2 θ(1− ε−1

s )) = 2d(µs − ε−1
s sin2 θ − cos2 θ))

2d cos θ + γ/A =

{
2dµs cos θ TE

2dµs−ε−1
s sin2 θ
cos θ

TM.
(3.9)

For normal incidence (θ = 0) we then see that (3.3) becomes

Γ (κ) = −1 + κµs2d+O(κ2) (3.10)

for both polarizations, which is the familiar result used in [18].
In addition to variations in permittivity and permeability, objects that are mod-

eled as perfect electric conductors (PEC) also give a contribution to the polarizabil-
ity, in particular γm. These objects can be considered as having static permeability
µr(0) = 0 and hence have a negative semi-de�nite γm, e.g., a PEC sphere with radius
a has γm = −2πa3I. There are a few other shapes with simple expressions for γm

such as spheroids [3]. For a general geometry the polarizabilities can be calculated
numerically [15].

Thin patches modeled as PEC are particularly common for high-impedance sur-
faces [20], see the examples in Sec. 6. They have polarizability dyadics of the form

γm = γzzẑẑ and γe = γtt(x̂x̂+ ŷŷ), (3.11)

where it is observed that they do not contribute to the low-frequency expansion (3.3).
They can however contribute when they are connected to the ground plane with a
via. This contribution is analyzed numerically in Sec. 6 but it can also be estimated
from the transverse magnetic polarizability of an in�nite PEC cylinder of radius a
that has

γm = −2πa2`z(x̂x̂+ ŷŷ) (3.12)

per unit length `z. The electric polarizability along the cylinder grows approximately
as `3

z, and is increased when the cylinder is terminated by a patch, whereas the mag-
netic transverse polarizability does not change much by the addition of the patch.
The addition of patches improves the approximation of the magnetic polarizability
by the in�nite cylinder, since the boundary condition n̂ ·H = 0 helps keeping the
magnetic �eld in the xy-plane and reduces the fringe �eld.

Variational results for static problems state that the polarizability dyadics γm

and γe are monotone in µs and εs, in the respect that if µs (or εs) is increased
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Figure 3: The PR pulse function P∆(jω) in (4.3).

anywhere in Ω × [−2d, 0], then the quadratic form ĥ · γm · ĥ (or ẑ · γe · ẑ) does
not decrease [12, 24]. This means that γm can be estimated by �rst increasing µs

everywhere up to its maximum value maxr ĥ ·µs · ĥ = µmax
s . The resulting structure

is a homogeneous slab with transverse polarizability 2Ad(µmax
s − 1) according to

(3.7), which is an upper bound to ĥ · γm · ĥ. The normal electric polarizability is
estimated by letting εs →∞ in (3.8), which implies γe ≤ 2Ad. Our �nal estimate is
then

2d cos θ + γ/A ≤ 2dµmax
s Yt(θ), (3.13)

where Yt(θ) is the normalized transverse wave admittance in free space (2.7). This
estimate is valid regardless of how the structure is realized, i.e., this bound applies
to any structure with thickness d backed by a ground plane, including anisotropic
materials and PEC structures.

4 Sum rules and physical bounds

The normalized impedance (2.6) has the low-frequency expansion

Z(κ)

Zt(θ)
=

1 + Γ (κ)

1− Γ (κ)
= κ(d cos θ + γ/(2A)) +O(κ2) (4.1)

as κ→̂0. We are interested in regions with Γ ≈ 1 or equivalently |Z| ≥ ∆−1 where
0 < ∆ < 1 is a number used to quantify the high-impedance surface. It is also
convenient to consider the normalized admittance Y = 1/Z that has |Y | ≤ ∆ for
high impedance surfaces. The admittance has the asymptotic expansions

Y (κ) =

{
Yt(θ)

κ(d cos θ+γ/(2A))
+ o(κ−1) as κ→̂0

κα as κ→̂∞,
(4.2)

where α ≥ 0. The constant α is in general unknown but it is known that the
high-frequency asymptotic is at most linear for PR functions [28].
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To relate the intervals with |Y (k)| ≤ ∆ with the low-frequency asymptotic ex-
pansion (4.2), we consider the composition of Y with

P∆(s) =
1

π

∫ ∆

−∆

s

ξ2 + s2
dξ =

1

jπ
ln

js−∆
js+∆

. (4.3)

that can be extended to the imaginary axis except for s = ±j∆, see Fig. 3. This is
a positive real function with the properties [8]

ReP∆(s) ≤ 1 for all s

ReP∆(s) ≥ 1/2 for |s| < ∆

ReP∆(s) = 1 for |s| < ∆ and Re s = 0

ReP∆(s) = 0 for |s| > ∆ and Re s = 0

(4.4)

it is hence well suited to bound regions with low admittance. The composition
P∆(Y ) de�nes a positive real function with the asymptotic expansions

P∆(Y (κ)) =

{
2κ(d cos θ+γ/(2A))∆

πYt(θ)
+ o(κ) as κ→̂0

o(κ) as κ→̂∞.
(4.5)

The integral identities for PR function (2.10) gives the n = 1 sum rule∫ ∞
0

ReP∆(Y (jk))

k2
dk =

(
d cos θ +

γ

2A

) ∆

Yt(θ)
. (4.6)

Note the sum rule only depends on the low frequency limit due to the o(κ) high
frequency dependence of P∆(Y (κ)). It is convenient to rewrite it into∫ ∞

0

ReP∆(Y (λ)) dλ =
(
d cos θ +

γ

2A

) 2π∆

Yt(θ)
, (4.7)

where λ = 2π/k denotes the wavelength and the symbol Y is reused to denote the
admittance as function of the wavelength.

Use that the integrand is non-negative to bound (4.7) as

Bmin
λ∈B

ReP∆(Y (λ)) ≤ 1

λ0

∫ λ2

λ1

ReP∆(Y (λ)) dλ ≤
2π
(
d cos θ + γ

2A

)
∆

λ0Yt(θ)
, (4.8)

where B = [λ1, λ2], λ0 = (λ1+λ2)/2 is the center wavelength and B = (λ2−λ1)/λ0 is
the fractional bandwidth. The properties (4.4) show that minλ∈B ReP∆(Y (λ)) ≥ 1/2
for maxλ∈B |Y (λ)| = ∆ and minλ∈B ReP∆(Y (λ)) ≥ 1 if in addition maxλ∈B ReY (λ) =
0. Normalizing with λ0/d, this gives the bound

Bλ0

d
≤ 4π

Yt(θ)

(
cos θ +

γ

2Ad

)
max
λ∈B
|Y (λ)|

{
1 lossy case
1
2

lossless case
(4.9)
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which is our main result. The variational bound (3.13) can be used to give

Bλ0

d
≤ 4πµmax

s max
λ∈B
|Y (λ)|

{
1 lossy case

1/2 lossless case.
(4.10)

This version of the bound is independent of the speci�c realization of the high
impedance surface, whereas (4.9) is sharper if the polarizability γ can be com-
puted. A common case is when the high-impedance surface is realized by loss-
less, non-magnetic materials and operating below the �rst grating lobe. Allowing
maxλ∈B |Y (λ)| = 1/2, the normalized bandwidth is bounded by

Bλ0

d
≤ π. (4.11)

In terms of the wavenumber, this becomes B ≤ k0d/2. Note that (4.10) and (4.11)
are independent of the angle of incidence.

5 Comparison with previous bounds

The new bound (4.10) is sharper than the bounds presented in [2, 19]. The bounds
in [2] are for lossless structures and expressed in the fractional bandwidth B for
phase interval Φ, i.e., the re�ection has the phase shift |φ| ≤ Φ/2. The ideal high
impedance surface has φ = 0. The re�ection coe�cient has unit amplitude for
lossless structures and can be written Γ = e−jφ. The corresponding admittance is
Ylossless = −j tan(φ/2) with maximum amplitude tan(Φ/4) if Φ < 2π, giving the
bound

Bλ0

d
≤ 2π tan(Φ/4) ≈


π
2
Φ, Φ� 1

2π, Φ = π

2.6, Φ = π/2

(5.1)

for normally incident waves. Brewitt-Taylor [2] has

Bλ0

d
≤ πΦ and

Bλ0

d
≤ π2

ln(2/Φ)
. (5.2)

The �rst bound is based on a circuit approximation whereas the second uses Cauchy
integrals as in [18]. It is noted that the new bound (5.1) is sharper than the bounds
in (5.2). The bound in [19] is based on a transmission line model for a frequency
selective surface above a ground plane. For a vacuum layer it gives

Bλ0

d
≤ πΦ sin2(kd)

(kd)2
≈ πΦ for kd� 1 (5.3)

which is similar to (5.2). Once again, the bound (5.1) is tighter.
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6 Numerical examples

6.1 Dielectric slab

The re�ection coe�cient for a normally incident wave on a dielectric slab above a
ground plane is

Γ (κ) =
Γ0 − e−2κnd

1− Γ0e−2κnd
, (6.1)

where κ = jk + σ, Γ0 = (η − η0)/(η + η0), κn =
√
κ2εr, and η = 1/

√
ε. It has the

low frequency expansion

Γ = −1 + 2κd+O(κ2), as κ→ 0. (6.2)

As an example, consider the re�ection determined in free space at the distance d
from a ground plane, i.e., εs = 1 in the equations above. The admittance is in�nite
for d/λ = kd/(2π) = n/2 and vanishes for d/λ = 1/4 + n/2, where n = 0, 1, 2, ...,
see Fig. 4. The structure is lossless so the admittance is purely imaginary where
it is de�ned. This means that Re{Y (k)} = 0 except at the singular points. The
composition P∆(Y (k)) is determined for ∆ = 1/2, and it is noted that P∆(Y (k)) = 1
for wavenumbers such that |Y (k)| < ∆ = 1/2.

The sum rule (4.7) shows that the area under the curve ReP∆(Y ) in Fig. 4b is
2π∆ = π. This is also con�rmed by numerical integration. The physical bound (4.10)
can hence be interpreted as a bound on the area under the curve around the res-
onance wavelength λ0. It is found that B ≈ 59% and Bλ0/d ≈ 2.6. This means
that the design is B/Bbound ≈ 2.6/π ≈ 82% relative an optimal design. The opti-
mal design must have negligible contributions to the area in (4.7) from wavelengths
outside the desired resonance.

An increased permittivity, εr, in the dielectric layer reduces the thickness of the
high impedance surface. The functions ReP∆(Y ) and ImY are depicted in Fig. 5
for εr = 4. The bandwidth is determined to B ≈ 31% that is compared to the
bound Bbound ≈ 38%. Note that B/Bbound ≈ 82% and Bλ0/d ≈ 2.6 are similar to
the εr = 1 case in Fig. 4.

6.2 Mushroom surface

The mushroom structure [20] is one of the most common structures in high impedance
surfaces. The structure used here consists of rectangular patches with widths wx =
wy = w connected to a ground plane by a cylinder with height d = 8 mm and ra-
dius a = 1 mm. The elements are arranged in a rectangular periodic structure with
inter-element spacing ` = 10 mm, see Fig. 6. The simulations were made for an
in�nite PEC periodic structure using the F-solver in the commercial program CST
Microwave Studio.

The normalized admittance Y and the composition P∆(Y ) are depicted in Fig. 7
as a function of the wavelength for the case w = 8 mm. The �rst grating lobe is at
λ/d = 5/4 meaning that the admittance is purely imaginary for longer wavelengths.
It is observed that the admittance Y ≈ 0 for λ/d ≈ 6.9. In particular it is found that
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Figure 4: Admittance Y and composition P∆(Y ) with ∆ = 1/2 for the re�ection of
a dielectric layer with εr = 1 and thickness d above a ground plane. The normalized
center wavelength λ0/d ≈ 4, normalized bandwidth Bλ0/d ≈ 2.6, bandwidth B ≈
59% and bound B/Bbound ≈ 82%.

|Y | ≤ 1/2 for 5.5 ≤ λ/d ≤ 8.3. This gives the normalized bandwidth Bλ0/d ≈ 2.8
that is compared to the upper bound (4.10), i.e., Bλ0/d ≤ π, giving the ratio 91%.

An increased coupling between the patches lowers the resonance frequency. The
case with w = 9 mm is depicted in Fig. 8. It is observed that the normalized
bandwidth Bλ0/d ≈ 2.9 that gives the performance 2.9/π ≈ 92%.

The di�erence between the performance and the upper bound (4.10) can be
explained by the magnetic polarizability of the PEC structure. Taking this into
account, the corresponding bound would be Bλ0/d ≤ π(1 + γm/(2Ad)). A nu-
merical calculation using the commercial program Comsol Multiphysics shows that
γm/(2Ad) ≈ −0.077 for w = 8 mm and γm/(2Ad) ≈ −0.081 for w = 9 mm. Note
that the simple estimate (3.12) from the polarizability of an in�nite cylinder gives the
result γm/(2Ad) ≈ −2πa2/`2 ≈ −0.063, where cylinder radius a = 1 mm, cylinder
height `z = 2d = 16 mm, and unit cell side ` = 10 mm are used.

6.3 Patch surface

In Sec. 6.2 it is observed that the mushroom structure performs close to the phys-
ical bound. The di�erence from the bound is due to the negative contribution of
the magnetic polarizability from the cylindrical vias that connect the patches to
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re�ection of a dielectric slab with εr = 4 and thickness d above a ground plane.
The normalized center wavelength λ0/d ≈ 8, normalized bandwidth Bλ0/2 ≈ 2.6,
bandwidth B ≈ 31% and bound B/Bbound ≈ 82%.

d

`

w

w

`x

x

y

y

Figure 6: Geometry of the mushroom structure: height d, unit cell ` = `x = `y,
and patch width w = wx = wy.

the ground plane. In the patch surface the vias are removed from the mushroom
structure. This creates a structure that should perform close to the physical bound.
Note, that the vias are essential for the stop band of the surface wave [13, 20, 21].

The patch structure in Fig. 9 with w = 9 mm has the normalized bandwidth
Bλ0/d ≈ 3.1 that gives the performance B/Bbound ≈ 98%. This con�rms that the
magnetic polarizability of the PEC vias reduce the performance for the mushroom
structure. The performance of the patch structure is further improved with wider
patches. The case with w = 9.9 mm gives e.g., λ0/d ≈ 10.6, and the normalized
bandwidth Bλ0/d ≈ 3.12 with the performance B/Bbound ≈ 99%.

6.4 Oblique incidence

The high-impedance surfaces composed by the dielectric slabs in Sec. 6.1, the mush-
room structure in Sec. 6.2 with width w = 0.9 `, and the patch structure in Sec. 6.3
with the width w = 0.9` are used to illustrate the bandwidth performance for
oblique angles of incidence. CST Microwave studio was used to determine the re-
�ection coe�cients in the TE- and TM polarizations for θ ≤ 80◦. The performance
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Figure 7: Normalized admittance Y and composition P∆(Y ) with ∆ = 1/2 for a
mushroom structure with ` = 10 mm, w = 8 mm, and d = 8 mm. The normalized
center wavelength λ0/d ≈ 6.9, normalized bandwidth Bλ0/d ≈ 2.8, bandwidth
B ≈ 41% and bound B/Bbound ≈ 91%.

B/Bbound = Bλ0/(dπ) is depicted in Fig. 10. It is noted that the performance of
the patch surface deteriorates for large angles of incidence whereas the mushroom
structure performs well, i.e., close to 90%, for all angles of incidence. The perfor-
mance for the mushroom structure can also be improved by removing the negative
magnetic permeability by reducing the radius of the via.

6.5 Aperture surface

Aperture surfaces o�er an alternative design for high-impedance surfaces [16]. They
are composed of a perforated conducting structure above a ground plane. We use the
aperture surface depicted in Fig. 11 to illustrate the sum rule (4.6) and bound (4.10).

The sum rule is evaluated for the metallic part modeled as PEC and with the
conductivities σ = 105 S/m and σ = 106 S/m. For the �nite conductivities, numeri-
cal integration of CST data give values close to dπ for ∆ = 1/2, whereas the PEC
integral only gives 0.18dπ. It is observed that the integrand in (4.6) approaches the
PEC case for kd > δ for any δ > 0 as σ →∞, see Fig. 11. However, the integrand
also has large contributions from the region kd ≈ 0 that are not present in the PEC
case. The signi�cantly smaller integral for the PEC is due to the extra negative mag-
netic polarizability for a connected PEC sheet above a ground plane as discussed at
the end of the Appendix. This contribution is absent for �nite conductivity.

Conclusions

Performance bounds are important as they indicate what is impossible and what
might be possible. They also show tradeo�s between di�erent design parameters.
Here, a general approach for deriving sum rules and physical bounds on passive
systems is utilized to analyze high-impedance surfaces. The bounds show that the
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Figure 8: Normalized admittance Y and composition P∆(Y ) with ∆ = 1/2 for a
mushroom structure with ` = 10 mm, w = 9 mm, and d = 8 mm. The normalized
center wavelength λ0/d ≈ 8.4, normalized bandwidth Bλ0/d ≈ 2.9, bandwidth
B = 34% and bound B/Bbound ≈ 92%.

bandwidth depends on the thickness and the static permeability for normally inci-
dent waves. There is also a contribution from the polarizability dyadics for oblique
angles of incidence and material structures modeled as PEC.
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Appendix A Low-frequency expansion

In this appendix, we calculate the low frequency re�ection from a general structure
with a ground plane as in Fig. 1. By using the mirror �eld as described in Fig. 2,
the transverse re�ected �eld can be expressed as (where index t denotes transverse
components)

E
(r)
t (κ, r) =

(
r ·E(i)

t (κ, r) + t ·E(i)
m,t(κ, r)

)
|z=0e−κk̂

(r)·r (A.1)

The matrices r and t are the transverse re�ection and transmission matrices for a
low-pass structure (without a ground plane, corresponding to Fig. 2b) as described
in [23]. The mirror symmetry in Fig. 2 implies that an exciting �eld in the z direction
can not cause a total electric or magnetic dipole moment in the transverse direction,
and vice versa. The low-frequency expansions in [23] of these matrices are then (up
to �rst order in κ, where k̂t is the transverse part of the propagation direction k̂
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and bound B/Bbound ≈ 98%.

and k̂
′
t = ẑ × k̂t)

r(κ) = −κ
2

{
Z0 ·

[γett

A
+ k̂

′
tk̂
′
t

γmzz

A

]
−
[
−ẑ × γmtt

A
· ẑ ×+k̂tk̂t

γezz

A

]
· Z−1

0

}
(A.2)

and

t(κ) = I− κ

2

{
Z0 ·

[γett

A
+ k̂

′
tk̂
′
t

γmzz

A

]
+
[
−ẑ × γmtt

A
· ẑ ×+k̂tk̂t

γezz

A

]
·Z−1

0

}
(A.3)

The normalized wave impedance dyadic in free space is

Z0 = cos θ
k̂tk̂t

|k̂t|2
+

1

cos θ

k̂
′
tk̂
′
t

|k̂t|2
(A.4)

The electric and magnetic polarizability matrices γe and γm are de�ned by the
induced electric and magnetic dipole moments p = ε0γe ·E0 and m = γm ·H0 for
applied static �eldsE0 andH0. They are decomposed in transverse and longitudinal
parts as

γe = γett + γetzẑ + ẑγezt + γezzẑẑ (A.5)

The dyadic γett has only transverse components and can be represented as a 2 ×
2 matrix, γetz and γezt are vectors in the transverse plane, and γezz is a scalar.
Corresponding expressions apply for γm. The co-polarized re�ection coe�cient Γ (κ)
is then

Γ (κ) =
êt · r(κ) · êt + êt · t(κ) · ê(r)

t e−κ2d cos θ

|êt|2
(A.6)

where êt is the transverse part (xy-components) of the polarization vector ê, with

the mirror polarization satisfying ê
(r)
t = −êt. The exponential factor e−κ2d cos θ is due
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to E(i)
m (κ, r)|z=0 = E0ê

(r)e−κ2dk̂
(r)·ẑ. To �rst order in κ, the low frequency expansion

is given by

r(κ)− t(κ)e−κ2d cos θ = −I + κ

{
2d cos θI

+
[
−ẑ × γmtt

A
· ẑ ×+k̂tk̂t

γezz

A

]
· Z−1

0

}
(A.7)

In TE polarization we have êt ∼ k̂
′
t ⊥ k̂t, which implies

ΓTE(κ) = −1 + κ

{
2d cos θ +

(
ẑ × êt

|êt|

)
· γmtt

A
·
(
ẑ × êt

|êt|

)
cos θ

}
(A.8)

In TM polarization we have êt ∼ k̂t ⊥ k̂
′
t, which implies

ΓTM(κ) = −1 + κ

{
2d cos θ

+

(
ẑ × êt

|êt|

)
· γmtt + |k̂t|2γezzI

A
·
(
ẑ × êt

|êt|

)
1

cos θ

}
(A.9)

We can then write the re�ection coe�cient as

Γ (κ) = −1 + κ(2d cos θ + γ/A) +O(κ2) (A.10)

where (using that |k̂t| = sin θ)

γ =

{
ĥ · γm · ĥ cos θ TE

ĥ · (γm + sin2 θγeI) · ĥ 1
cos θ

TM
(A.11)
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impedance surfaces with a 0.5 mm metallic layer modeled as PEC, σ = 105 S/m,
and σ = 106 S/m. The layer is backed by a 2.5 mm thick εr = 10 slab and a PEC
ground plane.

The vector ĥ = (ẑ × êt)/|êt| has unit length, and since it is in the xy-plane we are
able to replace γmtt by the full matrix γm to simplify the notation. We also replaced
γezz by γe for further simpli�cation.

The low frequency expansion (A.10) is valid also for structures where a static
current can �ow through the unit cell, for instance a continuous metal surface with
apertures. When modeling the metal surface with �nite conductivity, the analysis in
this Appendix is readily generalized since there can be no static transverse current
in the mirrored problem due to the symmetry of excitation. When modeling the
metal surface with PEC, a re�ned analysis shows that the polarizability γ has an
additional term, corresponding to the magnetic moment of the mirrored static cur-
rent. This cancels the term 2d cos θ, leaving only the polarizabilities of the apertures
as contributions to the low frequency limit. These polarizabilities are positive and
can be calculated using integral equations [27]. This means the low frequency limit
is still given by (A.10), but the term 2d cos θ+γ/A is substantially smaller than the
corresponding �nite conductivity case.

A simple example to demonstrate this behavior is a PEC sheet with distance d
to the ground plane, which is mirrored to produce two PEC sheets spaced by 2d.
The incident �eld generates a surface current 2ẑ×H(i)

t at the top, and the mirrored

incident �eld generates a surface current −2ẑ×H(i)
t on the bottom. Thus, the total

transverse current is zero, but there is a magnetic moment m = −2dAH
(i)
t . This

means the polarizability is (using that γe = 2dA)

γ =

{
−2dA cos θ TE

(−2dA+ sin2 θ2dA) 1
cos θ

= −2dA cos θ TM
(A.12)

which implies 2d cos θ+γ/A = 0, and hence Γ (κ) = −1, as expected for the re�ection
from a PEC sheet.
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