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On the relation between optimal wideband matching and scattering of spherical waves

Sven Nordebo, Anders Bernland, Mats Gustafsson, Christian Sohl, and Gerhard Kristensson
Abstract

Using an exact circuit analogy for the scattering of vector spherical waves, it is shown how the problem of determining the optimal scattering bounds for a homogeneous sphere in its high-contrast limit is identical to the closely related, and yet very different problem of finding the broadband tuning limits of the spherical waves. Using integral relations similar to Fano's broadband matching bounds, the optimal scattering limitations are determined by the static response as well as the high-frequency asymptotics of the reflection coefficient. The scattering view of the matching problem yields explicitly the necessary low-frequency asymptotics of the reflection coefficient that is used with Fano's broadband matching bounds for spherical waves, something that appears to be non-trivial to derive from the classical network point of view.

1 Introduction

Integral identities based on the properties of Herglotz functions [4], or positive real (PR) functions [35], constitute the basis for deriving Fano's broadband matching bounds [8] and have been used recently to describe a series of new sum rules for the scattering of electromagnetic waves [3, 4, 25, 26]. Hence, under the assumptions of linearity, continuity, time-translational invariance and passivity, sum rules can be derived from the analytic properties of the forward scattering dyadic, see e.g., [25, 26], and have also applications in antenna theory, see e.g., [11, 12, 24, 29, 30]. In [23], similar relations are used to determine the ultimate thickness to bandwidth ratio of radar absorbers. Limitations on the scattering of vector spherical waves have been considered in [3].

The sum rules rely on the well-known connection between the transfer functions of causal and passive systems and Herglotz functions, or positive real (PR) functions, as well as the analytic properties of these functions, see e.g., [33, 35, 36]. Consequently, sum rules and limitations on arbitrary reflection coefficients stemming from passive systems can be derived, as described in [4]. The procedure is reviewed briefly in this paper.

By using Fano's approach, optimum broadband tuning limits of the higher-order spherical waves are considered in [29, 30], giving important physical insight into the matching limitations for UWB antennas, see also [9, 14, 15, 18, 31, 32, 34]. Previously, the Fano broadband matching bounds have been applied mainly to the lowest order spherical waves, and there is hence a need to further develop analytical results as an aid in the related numerical analysis. In [29, 30], it is conjectured that the low-frequency asymptotics of the positive real function \( -\log \rho_{\tau l} \) is of the form

\[
-\log(\pm \rho_{\tau l}) = 2\frac{a}{c_0} s + 2(-1)^l \frac{a}{c_0}^{2l+1} c_{\tau l} s^{2l+1} + \cdots, \tag{1.1}
\]

where \( \rho_{\tau l} \) is the reflection coefficient corresponding to a TE (\( \tau = 1 \)) or TM (\( \tau = 2 \)) spherical wave of order \( l \), \( s \) the Laplace variable, \( a \) the radius of a circumscribing sphere, \( c_0 \) the speed of light in free space, and \( c_{\tau l} \) constants to be determined from network analysis and the circuit analogy of the spherical wave impedance.
In this contribution, an exact circuit analogy for the scattering of spherical waves is used similar to [6, 28], to show how the problem of determining the scattering limitations for a homogeneous sphere in its high-contrast limit becomes identical to the closely related, and yet very different problem of finding the broadband tuning limits of the spherical waves [29, 30]. Furthermore, the scattering view of the matching problem yields explicitly the necessary low-frequency asymptotics of the reflection coefficient (1.1), i.e., the coefficients $c_{rl}$ that are used with Fano's broadband matching bounds for spherical waves. The coefficients $c_{rl}$ are given by the equation (4.17) in this paper. This is something that appears to be non-trivial to derive from the classical network point of view.

Optimal limitations for the scattering of spherical waves is considered where the geometry of the spherical object is known but the temporal dispersion is unknown. A detailed study of the high-frequency asymptotics of the reflection coefficient is performed including e.g., the Debye and the Lorentz dispersion models, and is given in the Appendix. Using the integral relations derived in [4], which are similar to the relations in the derivation of Fano's broadband matching bounds [8], the optimal scattering limitations are determined by the static response as well as the high-frequency asymptotics of the reflection coefficient. As with the Fano approach, the integral relations yield a non-convex global optimization problem which in general is difficult to handle. As a numerical example, a relaxation of the Fano equations is considered here which is easily solved, and which is especially useful in the regime of Rayleigh scattering.

2 Limitations on passive reflection coefficients

This section reviews the general approach presented in [4] to find sum rules and physical limitations for reflection coefficients stemming from linear, continuous, time-translational invariant, and passive physical systems. The approach, which is used for the matching and scattering problems in the following sections, relies on the well-known connection between the transfer functions of causal and passive systems and Herglotz (or positive real) functions, as described in e.g., [4, 33, 35, 36]. A set of integral identities for Herglotz functions was proved in [4]. Applied to a reflection coefficient $\rho$, they give a set of sum rules. The sum rules relate integrals of $\rho$ over infinite frequency intervals to the static and high-frequency properties of the system, and so are much like Fano's matching equations. Physical limitations for the reflection coefficient are derived by considering finite frequency intervals. The general approach is presented in more detail in [4], where also all the necessary proofs are given.

2.1 Herglotz functions and integral identities

Here the class of Herglotz functions is reviewed briefly, and the integral identities used to obtain sum rules and limitations for reflection coefficients are presented. A Herglotz function $h(z)$ is defined as an analytic function for $z \in \mathbb{C}_+ = \{ z : \text{Im} \, z > 0 \}$
with the property that $\text{Im } h(z) \geq 0$, cf., [4, 20]. It is assumed that $h$ obeys the symmetry

$$h(z) = -h^*(-z^*)$$

(2.1)

where $(\cdot)^*$ denotes the complex conjugate [4]. Herglotz functions stemming from reflection coefficients in real physical systems exhibit this symmetry property [33, 35, 36]. For all Herglotz functions it holds that $\lim_{z \to 0} zh(z) = a^{-1} \leq 0$ and $\lim_{z \to \infty} h(z)/z = b_1 \geq 0$. Throughout this paper, $z \to 0$ means $|z| \to 0$ in the cone $\vartheta \leq \arg z \leq \pi - \vartheta$ for any $\vartheta \in (0, \pi/2]$, and likewise for $z \to \infty$, see Figure 1.

It is assumed that the low- and high-frequency asymptotic expansions are given by

$$h(z) = \sum_{m=0}^{N} a_{2m-1} z^{2m-1} + o(z^{2N-1}) \quad \text{as } z \to 0$$

and

$$h(z) = \sum_{m=0}^{M} b_{1-2m} z^{1-2m} + o(z^{1-2M}) \quad \text{as } z \to \infty,$$

(2.2)

where the little ordo notation $o$ is defined as in [21], and $M$ and $N$ are non-negative integers (or possibly infinity), chosen so that all the coefficients $a_m$ and $b_m$ are real valued, and hence that all the even indexed coefficients are zero [4]. The asymptotic expansions are clearly valid as $z \to 0$ ($z \to \infty$) for any argument in the case $h$ is analytic in a neighbourhood of the origin (infinity).

The following integral identities have been derived in [4], and they are the starting point to derive limitations on reflection coefficients:

$$\frac{2}{\pi} \int_{0}^{\infty} \frac{\text{Im } h(x)}{x^{2p}} \, dx = a_{2p-1} - b_{2p-1}, \quad \text{for } p = 1 - M, 2 - M, \ldots, N.$$  

(2.3)

It should be noted that the integral identities in (2.3) do not apply in the case when the largest possible integers $N$ and $M$ are $N = M = 0$ in (2.2). In case the imaginary part $\text{Im } h(x)$ is not regular on the real axis, the integral should be interpreted as

$$\lim_{\varepsilon \to 0^+} \lim_{\vartheta \to 0^+} \frac{2}{\pi} \int_{\epsilon < |x| < \epsilon^{-1}} \frac{\text{Im } h(x + iy)}{x^{2p}} \, dx = a_{2p-1} - b_{2p-1},$$

(2.4)

for $p = 1 - M, 2 - M, \ldots, N$, and where $i$ denotes the imaginary unit, $i^2 = -1$. This is equivalent to interpreting (2.3) in the distributional sense [4]. Equation

**Figure 1:** The cone $\{ z : \vartheta \leq \arg z \leq \pi - \vartheta \}$ for some $\vartheta \in (0, \pi/2]$. 
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(2.3) is assumed to be replaced by (2.4) whenever necessary throughout this paper. The identities (2.3) can be used to derive Fano’s matching equations [8]. They have also been used recently to derive a series of new sum rules for the scattering of electromagnetic waves [3, 25, 26], with applications in antenna theory [11, 29, 30]. There are other applications for the identities (2.3) as well, see e.g., [5, 10, 13, 16, 23].

2.2 Limitations on passive reflection coefficients

Let \( \rho(\omega) \) denote a reflection coefficient of a system where the reflected signal \( u(\omega) \) is related to the incoming signal \( v(\omega) \) as

\[
u(\omega) = \rho(\omega) v(\omega),
\]

where \( \omega \) is the angular frequency. It is assumed that the reflection coefficient is the Fourier transform of a real valued convolution kernel \( \rho_\ell(t) \). The Fourier transform is defined as \( \rho(\omega) = \int_{-\infty}^{\infty} \rho_\ell(t) e^{i\omega t} dt \) when \( \rho_\ell(t) \) is sufficiently regular, and it is otherwise defined in the appropriate distributional sense [4, 36].

If \( \rho(\omega) \) corresponds to a passive system, it is bounded with \( |\rho(\omega)| \leq 1 \). The system is causal if the reflection coefficient corresponds to a causal convolution kernel \( \rho_\ell(t) \) which vanishes for \( t < 0 \). It is a well-known result that the reflection coefficient \( \rho^*(\omega) \) of a passive and causal system is an analytic function bounded in magnitude by one in the open upper half plane, i.e., \( \rho^*(\omega+i\sigma) \) is analytic and \( |\rho^*(\omega+i\sigma)| \leq 1 \) for \( \sigma > 0 \) [33, 35]. For a non-causal system (consider e.g., the scattering of electromagnetic waves [3, 20]), introduce a time delay \( t_0 \) so that \( e^{i\omega t_0} \rho(\omega) \) corresponds to a causal convolution kernel \( \rho_\ell(t-t_0) \). The reflection coefficient \( \rho(\omega+i\sigma) \) is thus an analytic function for \( \sigma > 0 \), and it is bounded according to \( |e^{i(\omega-\sigma)t_0} \rho(\omega+i\sigma)| \leq 1 \).

A Herglotz function can be constructed by taking the complex logarithm of \( \rho \) [4]. It requires that the zeros of \( \rho \) are removed, which is done with a Blaschke-product [7]. The Herglotz function is therefore (with \( \omega = \omega + i\sigma \)):

\[
h(z) = -i \log \left( e^{izt_0} \rho(z) \prod_{n} \frac{1-z/z_n^*}{1-z/z_n} \right),
\]

(2.5)

where the zeros \( z_n \) of \( \rho \) in \( \mathbb{C}^+ \) are repeated according to their multiplicity. The convolution kernel \( \rho_\ell(t) \) is real-valued, and so \( \rho(i\sigma) \) is real valued on the imaginary axis with the symmetry \( \rho(z) = \rho^*(-z^*) \) for \( z \in \mathbb{C}^+ \). Without loss of generality it may be assumed that \( \rho(i\sigma) > 0 \), in which case \( h(z) \) obeys the symmetry (2.1). If \( \rho(i\sigma) < 0 \), consider the function \( -\rho(z) \) instead.

Suppose that the low-frequency asymptotics of \( -i \log \rho(z) \) is given by \( -i \log \rho(z) = \sum_{m=0}^{N} a_m(0) z^{2m-1} + o(z^{2N-1}) \) as \( z \to 0 \). The low-frequency asymptotics of \( h(z) \) is then

\[
h(z) = zt_0 + \sum_{m=0}^{N} a_m(0) z^{2m-1} + o(z^{2N-1}) + \sum_{m=1,3,...}^{\infty} 2 m \sum_n \text{Im} \left\{ \frac{1}{z_n^m} \right\} z^m, \quad \text{as} \ z \to 0.
\]

(2.6)

Note that there are only odd indices \( m \) in the last summation above since the complex zeros appear in symmetric pairs \( (z_n, -z_n^*) \).
With \( p = 1, 2, \ldots, N \), the following relationships are now obtained from (2.3):

\[
2 \pi \int_0^\infty \frac{1}{\omega^{2p}} \log |\rho(\omega)|^{-1} d\omega = \left\{ \begin{array}{l}
\delta_{pl}(t_0 - b_1) + a_{2p-1}^{(0)} + \frac{2}{2p - 1} \sum_n \Im \left\{ \frac{1}{z_n^{2p-1}} \right\} \\
\end{array} \right.
\]

(2.7)

Here \( \delta_{pl} \) denotes the Kronecker delta. Note that the term \( b_1 \geq 0 \) originates from the high-frequency asymptotics.

Denote \( \rho_0 = \max_\omega |\rho(\omega)| \) where the maximum is taken over the angular frequency interval \( \omega \in [\omega_0(1 - B), \omega_0(1 + B)] \), \( \omega_0 \) is the center angular frequency and \( B \) the relative bandwidth \((0 \leq B \leq 2)\). The integral identities (2.7) then yield the following inequalities:

\[
\log \rho_0^{-1} B \leq \log \rho_0^{-1} G_p(B) \leq \omega_0^{2p-1} \int_{\omega_0}^\infty \frac{1}{\omega^{2p}} \log |\rho(\omega)|^{-1} d\omega
\]

\[
= \frac{\pi}{2} \left[ \delta_{pl} t_0 \omega_0^{2p-1} + a_{2p-1}^{(0)} \omega_0^{2p-1} + \frac{2}{2p - 1} \sum_n \Im \left\{ \frac{\omega_0}{z_n^{2p-1}} \right\} \right],
\]

(2.8)

where it has been used that \( b_1 \geq 0 \). The factor \( G_p(B) \) is defined by

\[
G_p(B) = \int_{1-B/2}^{1+B/2} \frac{1}{\pi x^{2p}} dx = \frac{1}{2p - 1} \frac{(1 + B/2)^{2p-1} - (1 - B/2)^{2p-1}}{(1 - B^2/4)^{2p-1}}.
\]

(2.9)

Note that \( B \leq G_p(B) \) for all \( 0 \leq B \leq 2 \), and \( G_p(B) \approx B \) in the narrowband approximation when \( B \ll 1 \).

### 2.3 Fano broadband matching bounds for spherical waves

The classical broadband matching bounds for lossless networks by Fano [8] are revisited using the Herglotz function formulation and integral identities (2.3) and (2.7). The Fano matching bounds are then used to formulate the problem of finding the broadband tuning limits of the wave impedance of the spherical waves as in [29, 30].

In circuit theory it is convenient to employ the Laplace variable \( s = -iz = j\omega + \sigma \), with \( j = -i \). The Herglotz function \( h(z) \) then corresponds to a positive real (PR) function \( g(s) = -ih(z) \) with the property that \( g(s) \) is analytic with \( \Re g(s) \geq 0 \) for \( \Re s = \sigma > 0 \), cf., [22, 36]. The symmetry (2.1) takes the form \( g(s) = g^*(s^*) \). The low- and high-frequency asymptotics are given by

\[
g(s) = \sum_{m=0}^N A_{2m-1} s^{2m-1} + o(s^{2N-1}) \quad \text{as } s \to 0
\]

\[
g(s) = \sum_{m=0}^M B_{1-2m} s^{1-2m} + o(s^{1-2M}) \quad \text{as } s \to \infty,
\]

(2.10)

where all coefficients are real valued and the even indexed coefficients are zero. Furthermore, the PR function property implies that \( A_{-1} \geq 0 \) and \( B_1 \geq 0 \). Note
also that the mapping $g(s) = -ih(is)$ implies the relations $A_{2m-1} = (-1)^m a_{2m-1}$ and $B_{2m-1} = (-1)^{m+1} b_{2m-1}$ for the coefficients in (2.2) and (2.10). The following integral identity now follows directly from (2.3):

$$\frac{2}{\pi} \int_0^\infty \frac{\text{Re}\ g(j\omega)}{\omega^{2p}} \, d\omega = (-1)^{p+1} (A_{2p-1} - B_{2p-1}), \quad \text{for } p = 1 - M, 2 - M, \ldots, N. \tag{2.11}$$

Let $\rho(s)$ denote the reflection coefficient corresponding to an arbitrary impedance function defined by a passive RLC network. Such an impedance function can always be represented by a lossless two-port which is terminated in a pure resistance [8]. The appropriate PR function corresponding to (2.5) is given by

$$g(s) = -\log \left( \rho(s) \prod_{n=1}^{\infty} \frac{1 + s/s_n^*}{1 - s/s_n} \right), \tag{2.12}$$

where $s_n$ are the zeros of $\rho(s)$ with $\text{Re}\ s_n > 0$. Note that the causality factor $e^{i\pi t}$ is not needed here, since the reflection coefficient corresponds to a causal convolution kernel.

Suppose that the low-frequency asymptotics of $-\log \rho(s)$ is given by $-\log \rho(s) = \sum_{m=0}^M A_{2m-1} s^{2m-1} + o(s^{2M-1})$, as $s \to 0$. The low-frequency asymptotics of $g(s)$ is then given by

$$g(s) = \sum_{m=0}^N A_{2m-1} s^{2m-1} + o(s^{2N-1}) - \sum_{m=1,3,\ldots}^\infty \frac{2}{m} \sum_n \text{Re} \left\{ \frac{1}{s_n^m} \right\} s^m, \quad \text{as } s \to 0. \tag{2.13}$$

With $p = 1, 2, \ldots, N$, the following relationships are now obtained from (2.11) (cf., [8]):

$$\frac{2}{\pi} \int_0^\infty \frac{1}{\omega^{2p}} \log |\rho(j\omega)|^{-1} \, d\omega = (-1)^{p+1} \left\{ A_{2p-1}^0 - \delta_{p1} B_1 - \frac{2}{2p-1} \sum_n \text{Re} \left\{ \frac{1}{s_n^{2p-1}} \right\} \right\}. \tag{2.14}$$

Note that $B_1 = 0$ if the circuit consists of only lumped elements, since $\rho(s)$ is a rational function in this case. Furthermore, for rational functions $\rho(s)$ the asymptotic expansions (2.10) are valid as $s \to 0$ and $s \to \infty$, respectively.

Consider now the broadband matching problem as described in [8]. In Figure 2 is shown the cascade of two lossless and reciprocal two-ports $N'$ and $N''$ with a source at one side and a resistive termination at the other side. Let $N'$ be the fixed network and $N''$ the matching network. The reflection and transmission coefficients for the overall two-port are denoted by $\rho_1$, $\rho_2$ and $q$. Since the overall two-port is lossless with $|\rho_1|^2 = 1 - |q|^2 = |\rho_2|^2$, the optimal matching limitations for the input port of interest with coefficient $\rho_2$ may be conveniently analyzed by considering the opposite port with coefficient $\rho_1$, as depicted in Figure 2.

The reflection coefficient $\rho_1$ for the overall two-port is given by

$$\rho_1 = \rho_1' + \frac{q^2 \rho_1''}{1 - \rho_2' \rho_1''}. \tag{2.15}$$
Without loss of generality, it may be assumed that \( \rho_1'(0) = 1 \) (where \( s = 0 \)). Furthermore, it is also assumed that \( \rho_2'(0)\rho_2''(0) = -1 \) so that there is no cancellation of zeros at \( s = 0 \) in (2.15). This condition is easily achieved by choosing the appropriate \( LC \) ladder structure for \( N' \) if \( \rho_2'(0) \) is known, cf., also [8].

Suppose that the transmission coefficient \( g \) has a zero of order \( N \) at \( s = 0 \). This implies that \( \rho_1'(s) \rho_1'(-s) = 1 - g'(s)g'(-s) = 1 + \mathcal{O}(s^{2N}) \), where the big order notation \( \mathcal{O} \) is defined as in [21]. Suppose further that the low-frequency asymptotics of \( \rho_1' \) is given by
\[
- \log \rho_1'(s) - \log \rho_1'(-s) = \sum_{m=0}^{\infty} A_m^{(0)} s^m + \sum_{m=0}^{\infty} A_m^{(0)}(-1)^m s^m = \mathcal{O}(s^{2N}), \quad \text{as} \ s \to 0,
\]
implying that \( A_m^{(0)} = A_m^{(0)'} = 0 \) for \( m = 0, 2, \ldots, 2N - 2 \). Furthermore, from (2.15) follows that
\[
\frac{\partial}{\partial s} \log \rho_1 |_{s=0} = \frac{\partial}{\partial s} \log \rho_1' |_{s=0} \quad \text{for} \ 0 \leq m \leq 2N - 1,
\]
and hence the invariance of the Taylor coefficients \( A_m^{(0)} = A_m^{(0)'} \) for \( m = 1, 3, \ldots, 2N - 1 \). Thus, (2.14) can now be applied with \( A_{2p-1}^{(0)} = A_{2p-1}^{(0)'} \) for \( p = 1, 2, \ldots, N \). These are the original Fano matching equations formulated in [8].

Consider now the problem of finding the optimum broadband tuning limits of the wave impedance of the spherical waves, as described in e.g., [29, 30]. Hence, consider the matching problem of an outgoing \( TE_l \) (\( \tau = 1 \)) or \( TM_l \) (\( \tau = 2 \)) spherical wave of order \( l \). As was shown by Chu [6], the wave impedance of the spherical waves as seen at a spherical boundary can be represented by a finite \( LC \) high-pass ladder network terminated in a fixed resistance, cf., Figure 3. The impedance \( Z_{rl} \) is the normalized wave impedance as seen at a spherical boundary of radius \( a \), i.e., at the left (antenna) side of the equivalent circuit in Figure 3. The input impedance used in the Fano analysis is the impedance \( Z_{1,rl} \) as seen from the opposite, right-hand side of the equivalent circuit when it is correctly terminated in a pure resistance. The corresponding reflection coefficient is given by \( \rho_{1,rl} = (Z_{1,rl} - 1)/(Z_{1,rl} + 1) \).

It has been conjectured [29, 30] that the low-frequency asymptotics of \(- \log \rho_{1,rl}\) is of the form
\[
- \log(\pm \rho_{1,rl}) = A_1^{(0)} s + A_{2l+1}^{(0)} s^{2l+1} + \mathcal{O}(s^{2l+2}), \quad \text{as} \ s \to 0 \tag{2.17}
\]
where
\[
\begin{align*}
A_1^{(0)} &= \frac{a}{c_0} \\
A_{2l+1}^{(0)} &= 2(-1)^l \left( \frac{a}{c_0} \right)^{2l+1} c_{rl}
\end{align*}
\]
and where \( c_{rl} \) is a constant determined from network analysis.

The conjecture (2.18) may be verified by using the equivalent circuits for a fixed order \( l = 1, 2, \ldots \). However, from a network (\( N' \)) analysis point of view, it seem to be non-trivial to prove it for general order \( l \). In the next two sections, it is shown that the conjecture (2.18) is true and an explicit expression for \( A_{2l+1}^{(0)} \) is given by showing that the matching problem is equivalent to the problem of finding the optimal scattering limitations for a homogeneous sphere in its high-contrast limit, i.e., in the limit as the permittivity or the permeability tends to infinity.
3 Optimal limitations for scattering of vector spherical waves

Consider the scattering of vector spherical waves which is associated with an isotropic and homogeneous sphere of radius \( a \), and with relative permeability and permittivity \( \mu \) and \( \epsilon \), respectively. The refractive index is \( n = (\mu \epsilon)^{1/2} \) and the relative wave impedance \( \eta = (\mu / \epsilon)^{1/2} \). The exterior of the sphere is free space, and \( c_0 \) and \( \eta_0 \) are the speed of light and the wave impedance of free space, respectively. For convenience, introduce the angular wave number \( \Re\{k\} = \omega / c_0 \). Allow \( k \) to take values in the upper-half plane, so that \( k \) corresponds to \( z / c_0 \) in Section 2.2. Let \( (r, \theta, \phi) \) denote the spherical coordinates and \( \mathbf{r} = r\hat{r} \) the corresponding radius vector.

3.1 Exterior of the sphere

The electric and magnetic fields outside the sphere, i.e., for \( r \geq a \), are given by

\[
E(r) = \sum_{l=1}^{\infty} \sum_{m=-l}^{l} \sum_{\tau=1}^{2} a^{(1)}_{\tau ml} \mathbf{u}^{(1)}_{\tau ml}(kr) + a^{(2)}_{\tau ml} \mathbf{u}^{(2)}_{\tau ml}(kr) \tag{3.1}
\]

\[
H(r) = \frac{1}{i\eta_0} \sum_{l=1}^{\infty} \sum_{m=-l}^{l} \sum_{\tau=1}^{2} a^{(1)}_{\tau ml} \mathbf{u}^{(1)}_{\tau ml}(kr) + a^{(2)}_{\tau ml} \mathbf{u}^{(2)}_{\tau ml}(kr) \tag{3.2}
\]

where \( \mathbf{u}^{(1)}_{\tau ml}(kr) \) and \( \mathbf{u}^{(2)}_{\tau ml}(kr) \) are outgoing and incoming vector spherical waves, respectively, see e.g., \([2,17,19]\), and \( a^{(j)}_{\tau ml} \) the corresponding multipole coefficients.

Here \( \tau = 1 \) corresponds to transverse electric (TE) waves, \( \tau = 2 \) corresponds to
transverse magnetic (TM) waves, and $\bar{\tau} = 3 - \tau$ denotes the complimentary index. The other indices are $l = 1, 2, \ldots$, and $m = -l, -l + 1, \ldots, l$, where $l$ denotes the order of the spherical wave. The vector spherical waves are given by

$$ u_{lml}(kr) = h_l^{(j)}(kr)A_{lml}(\hat{r}) $$

$$ u_{2ml}(kr) = \frac{(kr)(l+1)}{kr}A_{2ml}(\hat{r}) + \sqrt{l(l+1)}\frac{h_{l}^{(j)}(kr)}{kr}A_{3ml}(\hat{r}) $$

where $A_{lml}(\hat{r})$ are the vector spherical harmonics and $h_l^{(j)}(x)$ the spherical Hankel functions of the $j$th kind, $j = 1, 2$, and order $l$, see e.g., [2, 17, 19]. Here, $(\cdot)'$ denotes differentiation with respect to the argument $kr$. The vector spherical harmonics $A_{lml}(\hat{r})$ are given by

$$ A_{lml}(\hat{r}) = \frac{1}{\sqrt{l(l+1)}} \nabla \times (rY_{ml}(\hat{r})) $$

$$ A_{2ml}(\hat{r}) = \hat{r} \times A_{1ml}(\hat{r}) $$

$$ A_{3ml}(\hat{r}) = \hat{r}Y_{ml}(\hat{r}) $$

where $Y_{ml}(\hat{r})$ are the scalar spherical harmonics given by

$$ Y_{ml}(\theta, \phi) = (-1)^m \sqrt{\frac{2l+1}{4\pi} \frac{(l-m)!}{(l+m)!}} P_l^m(\cos \theta)e^{im\phi}, $$

and where $P_l^m(x)$ are the Associated Legendre functions, see e.g., [2]. The vector spherical harmonics $A_{lml}(\hat{r})$ are orthonormal on the unit sphere and have the directional properties $\hat{r} \cdot A_{lml}(\hat{r}) = 0$ for $\tau = 1, 2$ and $\hat{r} \times A_{3ml}(\hat{r}) = 0$.

### 3.2 Interior of the sphere and scattering coefficients

The electric and magnetic fields inside the sphere for $r \leq a$ are given by

$$ E(r) = \sum_{l=1}^{\infty} \sum_{m=-l}^{l} \sum_{\tau=1}^{2} b_{lml}v_{lml}(knr) $$

$$ H(r) = \frac{1}{\eta_0} \sum_{l=1}^{\infty} \sum_{m=-l}^{l} \sum_{\tau=1}^{2} b_{lml}v_{lml}(knr) $$

where $v_{lml}(knr)$ are regular vector spherical waves, and $b_{lml}$ the corresponding multipole coefficients. The regular vector spherical waves are defined by

$$ v_{1ml}(knr) = j_l(knr)A_{1ml}(\hat{r}) $$

$$ v_{2ml}(knr) = \frac{(knr)j_l(knr)'}{knr}A_{2ml}(\hat{r}) + \sqrt{l(l+1)}\frac{j_l(knr)}{knr}A_{3ml}(\hat{r}) $$

where $j_l(x)$ are the spherical Bessel functions of order $l$, see e.g., [2, 17, 19]. Here, $(\cdot)'$ denotes differentiation with respect to the argument $knr$. 
Continuity of the tangential fields $E_t$ and $H_t$ in (3.1), (3.2), (3.7) and (3.8) for $r = a$ yields the following solution for the reflection coefficient defined by $a_{rml}^{(1)} = \rho_{rl}a_{rml}$:

$$
\rho_{rl}(k) = \frac{-h_l^{(2)}(ka) (k\eta j_i(kna))' + \nu_r(k)j_i(kna) \left( kah_i^{(2)}(ka) \right)'}{h_l^{(1)}(ka) (k\eta j_i(kna))' - \nu_r(k)j_i(kna) \left( kah_i^{(1)}(ka) \right)'}
$$

(3.11)

where $\nu_1 = \mu$ and $\nu_2 = \epsilon$, cf., [27]. It is assumed that $\nu_r(k)$ can be represented by an asymptotic series at $k = 0$. It has been shown that $\rho_{rl} = e^{-2ka}\rho_{rl}'$, where $\rho_{rl}'$ is the transform of a causal kernel, see [3]. It can be expected that asymptotic series at $k = 0$, and it asserts this expectation for these material models. The low-frequency asymptotics is obtained from a Taylor series expansion yielding $\rho_{rl}(k) \sim 1 + 2\epsilon(ka)^{2l+1}c_{rl}$, or

$$
-i \log \rho_{rl}(k) \sim a_{2l+1}^{(0)}(ka)^{2l+1} = 2(ka)^{2l+1}c_{rl}, \quad as \; k \to 0,
$$

(3.12)

where

$$
c_{rl} = \frac{2^{2l}(l + 1)!!}{(2l + 1)!(2l + 1 + \nu_r(0))}
$$

(3.13)

and $\nu_r(0)$ is the static response. The symbol $\sim$ denotes asymptotic equivalence and is defined in e.g., [21]. Note that the low-frequency asymptotics of the TM (TE) wave reflection is independent of $\mu(0)$ ($\epsilon(0)$).

### 3.3 Optimization formulation

The following inequalities are obtained from (2.8) and (3.12), where $p = 1, 2, \ldots, l + 1$, $a_{2l+1}^{(0)} = 2a_{2l+1}c_{rl}/\epsilon_0^{2l+1}$ and $t_0 = 2a/c_0$:

$$
\begin{cases}
G_{l+1} \pi \log |\rho_0|^{-1} \leq k_0a + \sum_n \text{Im} \left\{ \left( \frac{k_0}{k_n} \right) \right\} \\
G_{l+1} \pi \log |\rho_0|^{-1} \leq \frac{1}{2l+1} \sum_n \text{Im} \left\{ \left( \frac{k_0}{k_n} \right)^{2l+1} \right\}, \; l' = 1, 2, \ldots, l - 1 \\
G_{l+1} \pi \log |\rho_0|^{-1} \leq \epsilon_{rl}(k_0a)^{2l+1} + \frac{1}{2l+1} \sum_n \text{Im} \left\{ \left( \frac{k_0}{k_n} \right)^{2l+1} \right\}
\end{cases}
$$

(3.14)

where $G_l$ is defined by (2.9), $k_0 = \omega_0/c_0$ and $k_n = \omega_n/c_0$. Note that exactly the same relations are obtained by using (2.14) and (2.18) and the substitution $s = -ikc_0$.

The narrowband model is now assumed, i.e., let $G_p = B$ in (3.14). Note also that in general, $B \leq G_p$. Hence, the assumption $G_p = B$ will simplify the analysis below without loss of generality. Let $k_0/k_n = \alpha_n - i\beta_n = r_n e^{-i\theta_n}$, where $\beta_n > 0$, $r_n > 0$ and $0 < \theta_n < \pi$, and let $f = B \pi \log |\rho_0|^{-1}$. The optimum solution to the inequalities in (3.14) can then be formulated as the solution to the following
constrained optimization problem:

\[
\begin{align*}
\text{max} & \quad f - \sum_n \text{Im} \{\alpha_n - i\beta_n\} + f \leq k_0 a \\
- \frac{1}{2l+1} & \sum_n \text{Im} \{(\alpha_n - i\beta_n)^{2l+1}\} + f \leq 0, \quad l' = 1, 2, \ldots, l - 1 \\
- \frac{1}{2l+1} & \sum_n \text{Im} \{(\alpha_n - i\beta_n)^{2l+1}\} + f \leq c_{\tau l}(k_0 a)^{2l+1} \\
f & \geq 0, \quad \beta_n \geq 0
\end{align*}
\]

(3.15)

where the variables are \((f, \{\alpha_n\}, \{\beta_n\})\). The second constraint above is ignored when \(l = 1\). Note that \(\beta_n = 0\) is equivalent to removing the corresponding zeros from the summations above.

The solution to the optimization problem (3.15) defines the Fano limit\(^1\) for the reflection coefficient of the spherical waves, i.e., \(|\rho_0| \geq \rho_{\text{Fano}} = e^{-\pi f/B}\). When \(l = 1\), it is sufficient to use one single zero, and the solution can be uniquely obtained from a \(2 \times 2\) non-linear system of equations, see [8]. However, when \(l > 1\) the numerical solution to the non-convex optimization problem (3.15) will in general require a global optimization routine and an exhaustive search. Furthermore, for \(l > 1\) the optimal number of zeros is not known. A straightforward relaxation of the narrowband Fano equations (3.15) is considered in Section 5 below.

4 Exact circuit analogy for the scattering of a homogeneous sphere

Recursive relationships for the spherical Hankel functions can be used to obtain an exact circuit analogy for the scattering of spherical waves as described below, cf., also [6, 28].

The spherical Hankel functions \(h_1^{(j)}(z)\) satisfy the following initial relations:

\[
\begin{align*}
\left(\frac{zh_0^{(1)}(z)}{z}\right)' &= \text{i}h_0^{(1)}(z) \\
-h_1^{(1)}(z) &= \text{i}h_0^{(1)}(z) \left(1 - \frac{1}{iz}\right)
\end{align*}
\]

(4.1)

and the recursive relations

\[
\begin{align*}
\left(\frac{zh_l^{(j)}(z)}{z^l}\right)' &= \frac{h_{l-1}^{(j)}(z)}{i^l} + \frac{l}{-iz} \frac{-h_l^{(j)}(z)}{i^{l+1}} \\
h_{l+1}^{(j)}(z) &= \frac{h_{l-1}^{(j)}(z)}{i^l} + \frac{2(l + 1)}{-iz} \frac{-h_l^{(j)}(z)}{i^{l+1}}
\end{align*}
\]

(4.2)

for \(j = 1, 2\) and \(l = 1, 2, \ldots\), see e.g., [2, 17, 19].

\(^1\)The term Fano limit is used here even though the scattering problem is different from the matching problem. This is motivated by the equivalence of these problems as discussed in this paper.
There are two possible dual circuits associated with the recursions in (4.1) and (4.2), cf., Figure 4. For circuit a), define
\[
\left(\frac{zh_l^{(j)}(z)}{z^{l+1}}\right)' = \begin{cases} \eta I_l^{(j)}(z) & l = 0, 2, 4, \ldots \\ -V_l^{(j)}(z) & l = 1, 3, 5, \ldots \end{cases}
\]
and
\[
-\frac{h_l^{(j)}(z)}{z^{l+1}} = \begin{cases} V_l^{(j)}(z) & l = 0, 2, 4, \ldots \\ -\eta I_l^{(j)}(z) & l = 1, 3, 5, \ldots \end{cases}
\]
where $V_l(z)$ and $I_l(z)$ represent voltages and currents, respectively.

Let $z = \kappa n$, where $\kappa = ka$ and $n = (\mu \epsilon)^{1/2}$. By introducing the normalized Laplace variable $S = -i\kappa = sa/c_0$ and employing the definitions in (4.3) and (4.4), the following initial relations for $V_l(z)$ and $I_l(z)$ corresponding to (4.1) are obtained:
\[
\begin{align*}
\eta I_0^{(1)}(z) &= V_0^{(1)}(z) \\
I_1^{(1)}(z) &= I_0^{(1)}(z) + V_0^{(1)}(z) \frac{1}{S\mu}, \\
\eta I_0^{(2)}(z) &= -V_0^{(2)}(z) \\
I_1^{(2)}(z) &= I_0^{(2)}(z) + V_0^{(2)}(z) \frac{1}{S\mu},
\end{align*}
\]
and the recursive relations corresponding to (4.2) are given by
\[
\begin{align*}
V_l^{(j)}(z) &= V_{l-2}^{(j)}(z) + \frac{1}{S\epsilon j} I_l^{(j)}(z) & l = 1, 3, 5, \ldots \\
I_l^{(j)}(z) &= I_{l-2}^{(j)}(z) + \frac{1}{S\mu j} V_l^{(j)}(z) & l = 2, 4, 6, \ldots \\
V_{l+1}^{(j)}(z) &= V_{l-1}^{(j)}(z) + \frac{1}{S\epsilon 2l+1} I_l^{(j)}(z) & l = 1, 3, 5, \ldots \\
I_{l+1}^{(j)}(z) &= I_{l-1}^{(j)}(z) + \frac{1}{S\mu 2l+1} V_l^{(j)}(z) & l = 2, 4, 6, \ldots
\end{align*}
\]
where $j = 1, 2$. The dual circuit b) is obtained by interchanging $V_l \leftrightarrow \eta I_l$, or equivalently, by simultaneously interchanging $V_l \leftrightarrow I_l$ and $\mu \leftrightarrow \epsilon$. 

**Figure 4**: The two dual electric circuits with termination representing spherical Hankel functions of the first kind $h_l^{(1)}(z)$, i.e., outgoing waves outside a sphere of radius $a$. 
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4.1 Exterior of the sphere

Consider now the free space exterior of the sphere where \( r \geq a \) and \( z = \kappa = ka \) \((\mu = \epsilon = \eta = n = 1)\). In Figure 4 is shown the two dual electric circuits with termination representing spherical Hankel functions of the first kind \( h^{(1)}_l(z) \), corresponding to outgoing vector spherical waves. There are four different circuits representing the TM and TE waves of odd and even order, as depicted in Figure 5.

In Figure 6 is shown the excitation with a Hankel function generator for the two dual electric circuits representing spherical Hankel functions of the second kind \( h^{(2)}_l(z) \), corresponding to incoming vector spherical waves.

From the field definition (3.1) and (3.2) and the circuit (and its dual) definition (4.3) and (4.4), the tangential fields \( E_{t,ml} \) and \( H_{t,ml} \) (spherical wave indices \( m, l \) for \( \tau = 1, 2 \)) outside the sphere are given by

\[
\begin{align*}
E_{t,ml} &= \mp i^{l+1} A_{1ml} \left( a^{(1)}_{1ml} V_l^{(1)} + a^{(2)}_{1ml} V_l^{(2)} \right) \pm i^{l} A_{2ml} \left( a^{(1)}_{2ml} V_l^{(1)} + a^{(2)}_{2ml} V_l^{(2)} \right) \\
\eta_0 H_{t,ml} &= \mp i^{l} A_{1ml} \left( a^{(1)}_{1ml} I_l^{(1)} + a^{(2)}_{1ml} I_l^{(2)} \right) \mp i^{l+1} A_{2ml} \left( a^{(1)}_{1ml} I_l^{(1)} + a^{(2)}_{1ml} I_l^{(2)} \right)
\end{align*}
\]

(4.7)

where the arguments \( r, \hat{r} \) and \( z = \kappa \) have been suppressed for simplicity, and the upper and lower signs refer to even and odd orders, respectively. The normalized
TE and TM wave impedances $Z^{(j)}_{\tau l}(z)$ are given by

$$
\begin{align*}
Z^{(j)}_{ul}(z) &= \frac{V^{(j)}_{l}(z)}{I^{(j)}_{l}(z)} = i\eta \frac{zh^{(j)}_{l}(z)}{(zh^{(j)}_{l}(z))'} \\
Z^{(j)}_{2l}(z) &= \frac{V^{(j)}_{l}(z)}{I^{(j)}_{l}(z)} = -i\eta \frac{(zh^{(j)}_{l}(z))'}{zh^{(j)}_{l}(z)}
\end{align*}
$$

(4.8)

where $j = 1, 2$ correspond to the outgoing and incoming waves, respectively.

4.2 Interior of the sphere

Next, consider the interior of the sphere where $r \leq a$, $z = \kappa n = kan$ and $n = (\mu \epsilon)^{1/2}$. In Figure 7 is shown the two dual electric circuits with termination representing spherical Hankel functions of the second kind $h^{(2)}_{l}(z)$, corresponding to incoming vector spherical waves. The circuit definitions (4.3) and (4.4) and recursions (4.5) and (4.6) are the same, but the circuit interpretation is different with an opposite direction for $I^{(j)}_{l}(z)$ and a sign change of $\mu$ and $\epsilon$. These changes correspond precisely to the symmetry of the incoming and outgoing wave impedances

$$
Z^{(2)}_{\tau l}(z) = -Z^{(1)}_{\tau l}(-z)
$$

(4.9)

defined in (4.8). The four different circuits representing odd and even TM and TE waves in Figure 5 are changed accordingly. In Figure 8 is shown the excitation with a Hankel function generator for the two dual electric circuits representing spherical Hankel functions of the first kind $h^{(1)}_{l}(z)$, corresponding to outgoing vector spherical waves. The circuit elements with impedances $S\mu$ and $1/S\epsilon$ are regarded as “generalized” inductors and capacitors in case the material is dispersive. However, these circuit elements behave asymptotically as “true” inductors and capacitors in the low-frequency limit. Hence, $S\mu \sim S\mu(0)$ and $1/S\epsilon \sim 1/S\epsilon(0)$ when $S \to 0$.

From the field definition (3.7) and (3.8) and the circuit (and its dual) definition (4.3) and (4.4), the tangential fields $E_{t,ml}$ and $H_{t,ml}$ (spherical wave indices $m, l$ for
\[\tau = 1, 2\) inside the sphere are given by

\[\begin{align*}
E_{t,ml} &= \mp \eta i^{l+1} A_1 ml b_{1ml} 2 \left( V_l^{(1)} + V_l^{(2)} \right) \pm i^l A_2 ml b_{2ml} 2 \left( V_l^{(1)} + V_l^{(2)} \right) \\
\eta H_{t,ml} &= \mp \eta i^{l+1} A_1 ml b_{1ml} 2 \left( I_l^{(1)} + I_l^{(2)} \right) \mp \eta i^{l+1} A_2 ml b_{1ml} 2 \left( I_l^{(1)} + I_l^{(2)} \right)
\end{align*}\]  

(4.10)

where the arguments \(r, \hat{r}\) and \(z = \kappa n\) have been suppressed for simplicity, and the upper and lower signs refer to even and odd orders, respectively. The normalized TE and TM wave impedances \(Z_{nl}^{(j)}\) are given by (4.8) with \(z = \kappa n\).

### 4.3 Exact circuit analogy for the scattering

The scattering problem in Section 3 can now be interpreted by using an exact (equivalent) circuit analogy where the exterior and the interior tangential fields (4.7) and (4.10) are perfectly matched as depicted in Figure 9. An independent exterior generator is used to generate the incoming waves, and a dependent interior generator is used to create the outgoing waves and hence the Bessel functions (obtained as the superposition of the two kinds of Hankel functions) within the sphere, see also [28]. The dependent interior generator and its internal resistance correspond to a
Figure 9: Scattering model with Hankel function generators and matching. The interior generator is dependent, creating Bessel functions corresponding to standing waves within the sphere. The circuits are drawn for TM\textsubscript{l} waves. The TE\textsubscript{l} waves are similar.

reflection coefficient

$$\Gamma(\kappa n) = \frac{V_0^{(1)}(\kappa n)}{V_0^{(2)}(\kappa n)} = (-1)^{\tau + l} e^{i 2 \kappa n}. \quad (4.11)$$

Note that in the equivalent circuit analogy depicted in Figure 9, the voltage and current constituents $V_j^{(j)}$ and $I_j^{(j)}$ with $j = 1, 2$, correspond to a wave splitting with respect to the generator or termination impedance $\eta$, cf., also Figures 6 and 8.

The circuit problem, and hence the scattering problem, has a unique solution through the scattering (S-matrix) relations

$$\begin{cases} a_{r,ml}^{(1)} V_0^{(1)}(\kappa) = \rho_{1,\tau l}^{c} a_{r,ml}^{(2)} V_0^{(2)}(\kappa) + \varrho_{2,\tau l}^{c} \frac{1}{2} b_{r,ml} V_0^{(1)}(\kappa n) \\ \frac{1}{2} b_{r,ml} V_0^{(2)}(\kappa n) = \varrho_{1,\tau l}^{c} a_{r,ml}^{(2)} V_0^{(2)}(\kappa) + \rho_{1,\tau l}^{c} \frac{1}{2} b_{r,ml} V_0^{(1)}(\kappa n) \end{cases} \quad (4.12)$$

where $(\rho_{1,\tau l}^{c}, \varrho_{1,\tau l}^{c}, \rho_{2,\tau l}^{c}, \varrho_{2,\tau l}^{c})$ are the scattering parameters of the equivalent circuit representing the exterior as well as the interior of the sphere. Here, $a_{r,ml}^{(2)}$ is the amplitude of the incoming wave and (4.12) can be solved for the amplitudes of the outgoing wave $a_{r,ml}^{(1)}$ and the Bessel function (standing wave) amplitude $b_{r,ml}$. The overall reflection coefficient $\rho_{\tau l}^{c}$ for the equivalent circuit is given by

$$\rho_{\tau l}^{c} = \frac{V_0^{(1)}(\kappa) a_{r,ml}^{(1)}}{V_0^{(2)}(\kappa) a_{r,ml}^{(2)}} = (-1)^{\tau + l} e^{i 2 \kappa} \rho_{\tau l} \quad (4.13)$$

where $\rho_{\tau l}$ is the reflection coefficient given by (3.11).

Note that the presence of the negative circuit elements in Figure 9 is consistent with the fact that the wave impedance $Z_{\tau l}^{\text{r}}(2)$ for incoming waves at $r = a$ is anticausal, cf., (4.8) and (4.9). However, note also that the overall equivalent circuit is causal due to the delay factor in (4.13) above.

The low-frequency asymptotics of the function $-i \log \{(-1)^{\tau + l} \rho_{\tau l}^{c}\}$ corresponding to (4.13) is given by

$$-i \log \{(-1)^{\tau + l} \rho_{\tau l}^{c}\} \sim 2 \kappa + 2 \kappa^{2l + 1} c_{\tau l} \quad (4.14)$$
where $c_{\tau l}$ is given by (3.13). The high-frequency asymptotics is

$$-i\log \left\{ (-1)^{\tau+l} \rho_{\tau l}(\kappa) \right\} = -i\log \left\{ e^{2\kappa} \rho_{\tau l}(\kappa) \right\} = \kappa b_1 c_0 / a + o(\kappa)$$

(4.15)
as $\kappa \to \infty$, where $b_1 \geq 0$. Furthermore, it is expected that $b_1 = 0$ for many material models as discussed in Section 3.2.

Note that the circuit elements corresponding to the interior in Figure 9 behave as $S\mu \sim S\mu(0)$ and $1/S\epsilon \sim 1/S\epsilon(0)$ when $S = -i\kappa \to 0$. Note also that the low-frequency asymptotics of the TM (TE) reflection coefficient $\rho_{\tau l}$, i.e., the coefficient $c_{\tau l}$, is independent of $\mu(0)$ ($\epsilon(0)$). Hence, when considering the high-contrast limit of the low-frequency asymptotics (4.14) in the TM (TE) case, the limit $\epsilon(0) \to \infty$ ($\mu(0) \to \infty$) may be carried out using $\epsilon(0) = \mu(0) \to \infty$. In this limit, the circuit elements with impedances $S\mu(0)$ and $1/S\epsilon(0)$ behave as open and short circuits, respectively. Further, the low-frequency asymptotics of (4.11) is $\Gamma(\kappa n) \sim (-1)^{\tau+l}$ as $\kappa \to 0$. Hence, the high-contrast limit of the low-frequency asymptotics in (4.14) may be obtained equivalently by using the exterior circuit with open or short termination as depicted in Figure 10. This means that the low-frequency asymptotics of $\rho_{1,\tau l}$ according to the conjecture (2.17) and (2.18) is identical to (4.14) with $-i\kappa = s\alpha c_0$, and hence

$$-\log \left\{ (-1)^{\tau+l} \rho_{1,\tau l} \right\} \sim 2a s + 2(-1)^l \left( \frac{a}{c_0} \right)^{2l+1} c_{\tau l} s^{2l+1}$$

(4.16)

where

$$c_{\tau l} = \frac{2^{2l}(l+1)!(l-1)!}{(2l+1)!(2l)!}$$

(4.17)
is the high-contrast limit of (3.13) when $\nu_{\tau}(0) \to \infty$. Note that the exterior circuit has a transmission zero of order $l+1$ at $S = 0$ and the term $2\kappa^{2l+1} c_{\tau l}$ of the reflection coefficient $\rho_{1,\tau l}$ is therefore invariant to whether the circuit is terminated with a short, open or match, cf., (2.15). Note also the interesting distinguishing feature that the integral identity (2.14) contains no causality term $t_0$ as in (2.7), instead this term $t_0 = 2a / c_0$ appears in the low-frequency asymptotics of $-\log \left\{ \rho_{1,\tau l} \right\}$ as $A_{1}^{(0)}$ in (2.17) and (4.16).

In conclusion, the optimal Fano matching problem for the exterior circuit as described in Section 2.3 is equivalent to the problem of determining the optimal limitations for scattering of spherical waves in the high-contrast limit as described in Section 3.3. An exact expression for the low-frequency asymptotics of $-\log \left\{ \rho_{1,\tau l} \right\}$ is given by (4.16) and (4.17). The exact expression agree perfectly with the numerical results given in [29].

5 Numerical example: relaxation of the Fano equations

As a numerical example, a relaxation of the narrowband Fano equations (3.15) is considered below. To solve (3.15) for $l \geq 2$, one has to resort to global optimization
and computationally expensive numerical experiments. Hence, a straightforward relaxation yielding an upper bound on the objective function \( f \) may be useful.

In order to relax the constraints in (3.15), consider the minimization of the expression 
\[
-\frac{1}{2\tau_l} \sum_n \Im \{ (\alpha_n - i\beta_n)^{2l+1} \} = \frac{1}{2\tau_l} \sum_n \beta_n^{2l+1} \sin(\theta_n (2l+1)) \text{ when } \beta_n \text{ is fixed.}
\]
This implies the stationarity condition \( \frac{\partial}{\partial\alpha_n} \Im \{ (\alpha_n - i\beta_n)^{2l+1} \} = 0 \) yielding the solutions, \( (r_n, \theta_n) = \left( \frac{\beta_n}{\sin(m \pi / 2)}, m \frac{\pi}{2l} \right) \) where \( m = 1, \ldots, 2l - 1 \). Hence, by choosing
\[
-d_l = \min_{1 \leq m \leq 2l-1} \frac{1}{2l+1} \frac{\sin(m \pi / 2)}{\sin^{2l+1}(m \pi / 2)}
\]
(5.1)
where \( d_l > 0 \), and by employing \( \left( \sum_{n=1}^N \beta_n \right)^{2l+1} \geq \sum_{n=1}^N \beta_n^{2l+1} \), a relaxation of (3.15) valid for all \( N \) is given by
\[
\begin{align*}
\max f \\
\beta + f \leq k_0 a \\
-d_l \beta^{2l+1} + f \leq 0, \ l = 1, \ldots, l - 1 \\
-d_l \beta^{2l+1} + f \leq c_\tau(k_0 a)^{2l+1} \\
f \geq 0, \ \beta \geq 0
\end{align*}
\]
(5.2)
where there are two variables \( (f, \beta) \). The solution to (5.2) yields an upper bound for the corresponding Fano limit in the variable \( f \). Hence, \( |\rho_0| \geq \rho_{\text{Fano}} \geq e^{-\pi f / B} \).

When \( l = 1 \), the relaxation becomes tight and the solution to (5.2) is identical to the Fano limit \( l = 1 \Rightarrow \theta_n = \pi / 2 \). Furthermore, for \( l = 1 \) there is a transition point where the second constraint becomes inactive and hence \( f = k_0 a \) for \( k_0 a \geq \sqrt{1/c_\tau} \). To solve (5.2) for \( l \geq 2 \), it is noted that the first (linear) constraint is always active. Since the polynomial constraints are monotonic in \( \beta \) for \( \beta \geq 0 \), the optimum solution is found as the minimum of \( f \) over the \( l \) constraint subsets corresponding to a \( 2 \times 2 \) non-linear system of equations containing the first linear constraint \( \beta + f = k_0 a \). Note that each such constraint subset has a unique solution for \( \beta \geq 0 \). The asymptotic solution to (5.2) when \( k_0 a \to 0 \) is given by
\[
f = (d_l + c_\tau) (k_0 a)^{2l+1} + \mathcal{O} ((k_0 a)^{2l+3}).
\]
(5.3)
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Figure 11: Upper Fano limit $f$ as a function of $k_0a$ for $l = 1, 2, \ldots, 5$. Graphs a and b show $\log f$ for $\nu_\tau(0) = 1$ and $\nu_\tau(0) = 100$, respectively. The dashed lines show the asymptotic upper bounds $(d_l + c_r)(k_0a)^{2l+1}$ in the narrowband approximation where $G_l = B$.

For $l \geq 2$, the asymptotic solution to (5.2) when $k_0a \to \infty$ is governed by the lowest index $l' = 1$ and is hence given by the solution to the first two constraints, i.e., the real valued root of $f = (k_0a - f)^3/3$. In Figure 11 is shown the upper Fano limit $f$ as a function of $k_0a$ for $l = 1, 2, \ldots, 5$ and $\nu_\tau(0) = 1, 100$, respectively.

6 Summary

Optimal limitations for the scattering of vector spherical waves is considered where the geometry of the object is known but the temporal dispersion is unknown. Using integral relations similar to the derivation of Fano’s broadband matching bounds, the optimal scattering limitations are determined by the static response as well as the high-frequency asymptotics of the reflection coefficient. Using an exact circuit analogy for the scattering of spherical waves, it is shown how the problem of determining the optimal scattering bounds for a homogeneous sphere in its high-contrast limit becomes identical to the closely related, and yet very different problem of finding the broadband tuning limits of the spherical waves. Furthermore, the scattering view of the matching problem yields explicitly the necessary low frequency asymptotics of the reflection coefficient that is used with Fano’s broadband matching bounds for spherical waves, something that appears to be non-trivial to derive from the classical network point of view.

As with the Fano approach, the integral relations yield a non-convex global optimization problem which in general is quite difficult to handle. As a numerical example, a relaxation of the Fano equations is considered which is easily solved and which is especially useful in the regime of Rayleigh scattering.
Appendix A  High-frequency asymptotics of scattering coefficients

To find the dominant behavior of the reflection coefficients \( \rho_{\tau l} \) in (3.11) for high frequencies, the asymptotic behavior of the spherical Bessel and Hankel functions are needed. For large arguments the spherical Hankel functions behave as \[ \text{(A.1)} \]

\[
\begin{align*}
\hat{h}_l^{(1)}(z) &= (-i)^{l+1} \frac{e^{iz}}{z} \left( 1 + i \frac{a_l}{z} - \frac{b_l}{z^2} + O(z^{-3}) \right) \\
\hat{h}_l^{(2)}(z) &= i^{l+1} \frac{e^{-iz}}{z} \left( 1 - i \frac{a_l}{z} - \frac{b_l}{z^2} + O(z^{-3}) \right) \\
(z \hat{h}_l^{(1)}(z))' &= (-i)^{l+1} e^{iz} \left( 1 - \frac{a_l}{z} - i \frac{a_l + b_l}{z^2} + O(z^{-3}) \right) \\
(z \hat{h}_l^{(2)}(z))' &= i^{l+1} e^{-iz} \left( -i - \frac{a_l}{z} + i \frac{a_l + b_l}{z^2} + O(z^{-3}) \right)
\end{align*}
\]

as \( z \to \infty \), where \( z \) is complex valued, \( a_l = (l+1)l/2 \) and \( b_l = (l+2)(l+1)l(l-1)/8 \), and the big ordo notation \( O \) is defined as in [21]. Moreover, as \( z \to \infty \) the spherical Bessel functions behave as \[ \text{(A.2)} \]

\[
\begin{align*}
\text{j}_l(z) &= \frac{1}{z} \left\{ 1 - \frac{b_l}{z^2} + O(z^{-4}) \right\} \sin \left( z - \frac{l\pi}{2} \right) + \left( \frac{a_l}{z} + O(z^{-3}) \right) \cos \left( z - \frac{l\pi}{2} \right) \\
(z \text{j}_l(z))' &= \left( 1 - \frac{a_l + b_l}{z^2} + O(z^{-4}) \right) \cos \left( z - \frac{l\pi}{2} \right) - \left( \frac{a_l}{z} + O(z^{-3}) \right) \sin \left( z - \frac{l\pi}{2} \right)
\end{align*}
\]

To find the high-frequency behavior of (3.11), special care must be taken to separate the exponential behavior of \( ka \) and the algebraic behavior of \( ka \). To this end, expand the material parameters as a power series at infinity, \( i.e., \)

\[
\begin{align*}
\nu_\tau &= \nu_0 + \frac{i \alpha_1}{\kappa} + \frac{\alpha_2}{\kappa^2} + O(\kappa^{-3}) \\
\kappa n &= \kappa \left( \beta_0 + \frac{i \beta_1}{\kappa} + \frac{\beta_2}{\kappa^2} + \frac{i \beta_3}{\kappa^3} + O(\kappa^{-4}) \right) = \beta_0 \kappa + i \beta_1 + \frac{\beta_2}{\kappa} + \frac{i \beta_3}{\kappa^2} + O(\kappa^{-3})
\end{align*}
\]

where \( \kappa = ka \), \( \kappa \to \infty \), and where \( \alpha_0, \alpha_1, \alpha_2 \in \mathbb{R} \) and \( \beta_0, \beta_1, \beta_2, \beta_3 \in \mathbb{R} \). The last power series includes the Debye and the Lorentz dispersion models [19]. In particular, the Debye dispersion model (with real valued and positive parameters \( \epsilon_\infty, \epsilon_s \) and \( \tau \)) is given by

\[
\epsilon(\kappa) = \epsilon_\infty + \frac{\epsilon_s - \epsilon_\infty}{1 - i \kappa \tau} = \epsilon_\infty + i \frac{\epsilon_s - \epsilon_\infty}{\kappa \tau} + \frac{\epsilon_s - \epsilon_\infty}{\kappa^2 \tau^2} + O(\kappa^{-3}) \quad \text{(A.4)}
\]

and the Lorentz dispersion model (with real valued and positive parameters \( \epsilon_\infty, \kappa_p, \kappa_0 \) and \( \varsigma \))

\[
\epsilon(\kappa) = \epsilon_\infty - \frac{\kappa_p^2}{\kappa^2 - \kappa_0^2 + i \kappa \varsigma} = \epsilon_\infty - \frac{\kappa_p^2}{\kappa^2} + i \frac{\kappa_p^2 \varsigma}{\kappa^3} + O(\kappa^{-4}) \quad \text{(A.5)}
\]
as $\kappa \to \infty$, which also motivates the assumption of real-valued coefficients in the expansion. If $\alpha_1$ or $\beta_1$ is non-zero, then $\nu_\tau$ corresponds effectively to a Debye model or a conductivity model. If both are zero, the model is of Lorentz’ type. These expansions imply

\[
\begin{align*}
\sin \left( \kappa n - \frac{l\pi}{2} \right) &= \sin \left( \beta_0 \kappa - \frac{\tau l}{2} + i\beta_1 + \frac{\beta_2}{\kappa} + i\frac{\beta_3}{\kappa^2} + \mathcal{O}(\kappa^{-3}) \right) \\
&= A \sin \left( \beta_0 \kappa - \frac{\tau l}{2} + i\beta_1 \right) + B \cos \left( \beta_0 \kappa - \frac{\tau l}{2} + i\beta_1 \right) \\
\cos \left( \kappa n - \frac{l\pi}{2} \right) &= \cos \left( \beta_0 \kappa - \frac{\tau l}{2} + i\beta_1 + \frac{\beta_2}{\kappa} + i\frac{\beta_3}{\kappa^2} + \mathcal{O}(\kappa^{-3}) \right) \\
&= A \cos \left( \beta_0 \kappa - \frac{\tau l}{2} + i\beta_1 \right) - B \sin \left( \beta_0 \kappa - \frac{\tau l}{2} + i\beta_1 \right)
\end{align*}
\]

(A.6)

where

\[
\begin{align*}
A &= \cos \left( \frac{\beta_2}{\kappa} + i\frac{\beta_3}{\kappa^2} + \mathcal{O}(\kappa^{-3}) \right) = 1 - \frac{\beta_2}{2\kappa^2} + \mathcal{O}(\kappa^{-3}) \\
B &= \sin \left( \frac{\beta_2}{\kappa} + i\frac{\beta_3}{\kappa^2} + \mathcal{O}(\kappa^{-3}) \right) = \frac{\beta_2}{\kappa} + i\frac{\beta_3}{\kappa^2} + \mathcal{O}(\kappa^{-3}).
\end{align*}
\]

(A.7)

The quantities $\rho_{\tau l}$ are now studied. Introduce the appropriate numerator $N_l$ and denominator $D_l$ such that

\[
\rho_{\tau l} = -e^{-2i\kappa(-1)^{l+1}} \rho_{\tau l}^c = e^{-2i(\kappa-\tau l/2)} \rho_{\tau l}^c = e^{-2i(\kappa-\tau l/2)} \frac{N_l}{D_l}
\]

(A.8)

where the numerator $N_l$ is

\[
N_l = \left( 1 - i\frac{a_l}{\kappa} - \frac{b_l}{\kappa^2} + \mathcal{O}(\kappa^{-3}) \right) (\kappa n j_l(\kappa n))^l \\
- \nu_\tau \kappa \left( i - \frac{a_l}{\kappa} + i\frac{a_l + b_l}{\kappa^2} + \mathcal{O}(\kappa^{-3}) \right) j_l(\kappa n)
\]

(A.9)

and the denominator is

\[
D_l = \left( 1 + i\frac{a_l}{\kappa} - \frac{b_l}{\kappa^2} + \mathcal{O}(\kappa^{-3}) \right) (\kappa n j_l(\kappa n))^l \\
- \nu_\tau \kappa \left( 1 - i\frac{a_l}{\kappa} - i\frac{a_l + b_l}{\kappa^2} + \mathcal{O}(\kappa^{-3}) \right) j_l(\kappa n).
\]

(A.10)

Moreover, as $ka = \kappa \to \infty$ the power series expansions defined above yield after some algebra

\[
\begin{align*}
N_l &= \left( 1 + i\frac{a_0(a_l + \beta_0 \beta_2) - a_l \beta_2}{\beta_0 \kappa} + \mathcal{O}(\kappa^{-2}) \right) \cos(\beta_0 \kappa - \frac{\tau l}{2} + i\beta_1) \\
&+ i \left( \frac{a_0}{\beta_0} - i(a_0 - 1) a_l \beta_0 + a_0 \beta_1 - \beta_0 (a_l + \beta_0 \beta_2) \right) \mathcal{O}(\kappa^{-2}) \sin(\beta_0 \kappa - \frac{\tau l}{2} + i\beta_1) \\
D_l &= \left( 1 - i\frac{a_0(a_l + \beta_0 \beta_2) - a_l \beta_2}{\beta_0 \kappa} + \mathcal{O}(\kappa^{-2}) \right) \cos(\beta_0 \kappa - \frac{\tau l}{2} + i\beta_1) \\
&- i \left( \frac{a_0}{\beta_0} + i(a_0 - 1) a_l \beta_0 - a_0 \beta_1 + \beta_0 (a_l - \beta_0 \beta_2) \right) \mathcal{O}(\kappa^{-2}) \sin(\beta_0 \kappa - \frac{\tau l}{2} + i\beta_1).
\end{align*}
\]

(A.11)
For simplicity, assume that there is no optical response \( i.e., \alpha_0 = \beta_0 = 1 \). Then (A.11) implies as \( \kappa \to \infty \)

\[
\begin{align*}
N_l &= e^{i(k - \frac{\pi}{2} + i\beta_1)} (1 + i\beta_2 \kappa^{-1} + O(\kappa^{-2})) \\
&+ ((\beta_1 - \alpha_1) \kappa^{-1} + O(\kappa^{-2})) \sin(\kappa - \frac{\pi}{2} + i\beta_1) \\
D_l &= e^{-i(k - \frac{\pi}{2} + i\beta_1)} (1 - i\beta_2 \kappa^{-1} + O(\kappa^{-2})) \\
&- ((\beta_1 - \alpha_1) \kappa^{-1} + O(\kappa^{-2})) \sin(\kappa - \frac{\pi}{2} + i\beta_1).
\end{align*}
\tag{A.12}
\]

Along the real axis all the exponential terms contribute, and the quotient is

\[
\rho_{c_{l}} = e^{i(2 - \frac{\pi}{2} + i\beta_1)} (1 + 2\beta_2 \kappa^{-1} + (\beta_1 - \alpha_1) \kappa^{-1} \sin(2\kappa - l\pi + 2\beta_1) + O(\kappa^{-2})).
\tag{A.13}
\]

In the upper half-plane as \( \kappa \to \infty \), the term \( e^{2\kappa} \) is exponentially small and the main contribution comes from terms of the form \( e^{-2\kappa} \). Therefore, the dominant contribution is given by

\[
\rho_{c_{l}} = e^{i(2 - \frac{\pi}{2} + i\beta_1)} \left[ 1 + 2\beta_2 \kappa^{-1} + (\beta_1 - \alpha_1) \kappa^{-1} \sin(2\kappa - l\pi + 2\beta_1) \\
+ O(\kappa^{-2}) \sin(\kappa - \frac{\pi}{2} + i\beta_1) e^{-i(k - \frac{\pi}{2} + i\beta_1)} + O(\kappa^{-2}) \right] \\
= i\frac{\beta_1 - \alpha_1}{2ka} + O((ka)^{-2}) \tag{A.14}
\]

where \( \kappa = ka \) has been inserted.
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