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Popular summary

Testing, characterisation and modelling of electrical machines might sound like a dry and
unsexy subject; however, after a scratch on the surface one can find a quite hot content.
Well, hot (as well as cool) might be a bit misleading, and the word relevant probably de-
scribes the topic better. In either case, due to the increased interest in applications with a
highly dynamic loading pattern, one can expect an increasing need for extensive evaluation
of machines that fit such applications well in the next-coming years. Unfortunately, the
testing and evaluation methods that are used today generally demand quite a lot of equip-
ment. Furthermore, the durations of these tests tend to be long. Therefore, it makes sense
to investigate alternative approaches that obtain as much information about the character-
istics of the test object as possible with as small means as possible. And abracadabra, an
empty space opens up in the jungle of research.

The purpose of the testing and evaluation is to obtain information about how the electrical
machine under test reacts to a certain input. If one for instance excites the stator windings
of the machine with specific currents, a torque that creates rotation arises. In addition,
the currents and the rotation generate heat. If the torque and the heat can be quantified
for many different currents and rotational speeds, one can obtain a good picture of the
performance of the machine, which in turn can be used as base for e.g. performance val-
idation, modelling and optimisation of the machine operation. Furthermore, knowledge
about the thermal characteristics makes it possible to foresee when the temperature of the
machine approaches levels where it might cause damage. Consequently, this knowledge
can be used to predict the maximum machine power. In summary, the most important
machine characteristics to have information about can be devided up into three chategories:

1. The torque (that results in rotation) as a function of the stator currents.

2. The power losses (that generate heat) as functions of the currents and the speed.

3. The temperature distribution in the machine as a function of the stator currents and
the speed.

The torque of a machine can be measured with a torque sensor on the rotating axis, but it
can also be calculated if the electromagnetic properties of the test object are known. This
thesis presents a method that estimates the electromagnetic properties based on measure-
ments from when the machine accelerates and brakes, and it therefore does not require a
load to keep the machine speed constant (which is otherwise common in this type of ma-
chine characterisation). Furthermore, the tests are quick, which means that the temperature
does not have time to rise significantly during the procedure. Therefore, the characterisation

vii



can be performed quickly at different temperatures to see if the electromagnetic properties,
and consequently also the torque, change.

The power of a machine is generally measured in a setup where the shaft of the test object
is connected to a second machine that keeps the rotational speed constant. A sensor in
between the test object and the second machine measures the relevant parameters to obtain
the mechanical power (the torque and the speed). At the same time, a so called power ana-
lyser measures the electrical power. When the mechanical and electrical powers are known,
the power losses can be estimated by calculating the difference between them. Even though
this procedure gives accurate results, it demands long testing times and expensive setups.
Therefore, this thesis presents an alternative approach that estimates the mechanical power
from accelerations and retardations. In addition, relatively cheap industrial sensors measure
the electrical power. Consequently, one obtains a good estimate of the loss characteristics
of the machine with very small means.

The temperature profile of a machine depends on the aforementioned power losses, but also
on its geometry, material characteristics and cooling strategies. A common way to model
the temperature behaviour of a machine is to design a so called lumped-parameter circuit.
If the circuit has a sufficient design and accurate parameters, one can obtain a good estimate
of the temperature in the machine as a function of the power losses and the cooling. This
thesis presents a method to obtain parameter values that result in good simulations of the
temperature. The method estimates the parameters based on measurement data during
transient power loading, and it can therefore foresee the thermal behaviour even when the
machine reaches very high temperatures.

In summary, this thesis presents methods that estimate the most fundamental characteristics
of electrical traction machines with alternative approaches. Hopefully, the content gives
inspiration to engineers and other interested people to keep evaluating machines in new
innovative manners. As the great Churchill said: Now this is not the end. It is not even the
beginning of the end. But it is, perhaps, the end of the beginning. For these test methods, that
is.
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Chapter 1

Introduction

1.1 Motivation for the research

As the market for electrical vehicles grows bigger, companies and governments allocate
more and more resources for development of, and research about, electrical drive trains.
Consequently, efficient experimental characterisation and validation of electrical machines
for traction become increasingly important. Data from experimental tests are necessary
for performance validation of manufactured and purchased machines, building of realistic
simulation models and development and optimisation of control algorithms. However,
established test procedures are often inefficient in terms of time, space and equipment, and
testing of electrical drive trains is therefore generally a costly and time-consuming process.
Therefore, the tight competition on the (hybrid) electrical vehicle market calls for cheaper
and more time-efficient test methods. Due to these reasons, this thesis presents a study on
how interior permanent magnet machines (IPMSMs) can be characterised and modelled
by measurements from electro-mechanical and thermal transient operations. The choice of
subject gives rise to some enquiries:

• Why IPMSMs?

• Which characteristics, and why are they important?

• Why to use measurements from transient operations?

The next coming sections try to answer these questions in a satisfying manner.

1



1.1.1 The IPMSM and electrical vehicles

Electrical vehicles put high demands on the electrical machines that are used for propulsion.
Some of the most fundamental requirements are

• High torque and power densities that result in reduced machine sizes.

• High efficiencies that extend the ranges of the vehicles and lower the cooling require-
ments.

• High speed and torque operational spans that are necessary due to the highly dy-
namic operation of the machines.

Despite the challenging requirements, the automotive industry uses many different types of
electrical machines that are considered to fulfil the needs. The different machine types have
different advantages and disadvantages: The induction machine is robust but relatively
difficult to control, in particular at low speed. The reluctance machines are cheap and
robust, but suffer from either poor power factor (synchronous reluctance machines), or
high noise and torque ripple (switched reluctance machines). The PMSMs feature very high
performances in terms of efficiency and torque density. Designed in the right way, they can
also achieve a high constant power region above nominal speed. However, the materials of
the permanent magnets (supposing neodymium magnets with boron) are quite scarce, and
price and availability introduce an uncertainty to the cost of the machines. Despite this,
the PMSM has become one of the most popular machine types for traction applications,
and it is therefore selected as the target for the study of this thesis.

Figure 1.1 shows typical topologies of two fundamental design approaches of radial-flux
inner-rotor PMSMs: one where the magnets are mounted on the surface of the rotor
(SMPMSM) and one where the magnets are embedded (IPMSM). The surface mounted
type generally features a higher torque density. Nevertheless, the interior magnets in the
IPMSM reduce the risk of mechanical problems when the speed increases. Furthermore,
the integrated magnets make the rotor magnetically asymmetrical. The asymmetry yields
possibilities to achieve reluctance torque if the machine is controlled in an appropriate way.
The reluctance torque contributes to extend the constant power region to speeds signific-
antly higher than the base speed (some studies indicate that the field-weakening region
of a SMPMSM can be extended to match the IPMSM, but the high frequency introduce
significant eddy currents in the magnets [1]). Due to these properties, many studies chose
the V-shaped IPMSM as the favourite machine choice for electrical traction [2–5], and it
was therefore chosen as the subject of this thesis. Regardless, it should be added that much
of the approaches that are presented throughout this thesis can be applied to any type of
synchronous machines. Furthermore, it is possible to extend the methods to include other
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(a) SMPMSM (b) IPMSM

Figure 1.1: Typical permanent magnet synchronous machine topologies.

conventional machine types. However, due to time restrictions, these possibilities are not
examined in the frame of this work.

1.1.2 Important properties of an IPMSM built for traction

As mentioned above, IPMSMs for traction applications require high torque and power
densities, high efficiencies, and wide speed and torque ranges. Furthermore, good cooling
attributes, which depend less on generic machine types and more on individual machine
designs, are also of utmost importance. The characteristics that dictate the performance of
these qualities are

• The electromagnetic properties of the machine, which relate the armature currents
to the linked magnetic fluxes and air-gap torques.

• The loss behaviours, which determine the efficiency.

• The cooling properties, which determine the temperature distribution in the ma-
chine.

These are the primary aspects that are taken into account during the machine design pro-
cess, and that need to be evaluated once the machine has been manufactured. This thesis
focuses on experimental estimations of these properties, and divide the parts into three
different chapters: 1) Electromagnetic characterisation, 11) loss analysis, and 111) thermal
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characterisation and modelling. The chapters relate to each other, but can also be seen as
standalone analyses of the specific topics.

Thermal perspectives. All three of the aforementioned categories relate to the temperature
of the machine in one sense or another. Since the temperature influences the magnetic
properties of permanent magnets quite significantly, a magnetic model for a machine at
room temperature differs from one at e.g. 100oC. Consequently, it is important to analyse
the temperature’s influence on the electromagnetic characteristics if the machine design in-
clude permanent magnets. Considering the machine losses, they create heat dissipation and
therefore yield temperature changes in the machine. It is challenging to find the origin and
the magnitude of the losses due to the complex frequency-dependent loss phenomena in
the machine. Furthermore, the losses tend to change with the temperature in itself, which
further complicates the identification. Therefore, the loss identification strategy needs a
lot of attention and fine tuning to yield accurate results. Finally, the cooling and thermal
properties obviously relate to the temperature. Challenges lie in finding equivalent lumped
parameters and heat-transfer coefficients that can predict the heat flux paths and the tem-
perature distributions in the machines accurately.

Importance of parameter estimation. The paragraphs above imply the importance of the
estimation of the aforementioned categories of machine properties:

1. Firstly, the electromagnetic characteristics of a machine decides the maximum speed
and torque, and relates specific currents to specific torques. Consequently, inform-
ation about the characteristics is necessary to design a well-performing control al-
gorithm for the machine;

2. Secondly, information about the losses makes it possible to foresee where and when
heat is dissipated during operation. Therefore, insight in the loss behaviour of ma-
chines greatly helps to predict when and how much a machine must be cooled;

3. Thirdly, information about cooling and temperature characteristics is paramount to
predict how high stator currents and speed a machine can sustain without overheat-
ing.

These are the main motivations to the topic of this work.

1.1.3 Testing during transient operation

The general approaches that evaluate the electromagnetic and the loss characteristics of elec-
trical machines work in mechanical steady-state operation. The test object is excited with
different current combinations while a load machine keeps the rotational speed constant.
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By measuring and comparing the input currents and the torque, and the mechanical and
electrical power, one obtains information about the electromagnetic and the loss charac-
teristics of the machine (these procedures are discussed much more elaborately in chapter
2 and 3, respectively, where relevant literature is referred to). The steady-state approach
entails some positive features

• Since the machine operates with constant speed, only a few fundamental periods
worth of data is sufficient to derive the properties of a test object for the specific
loading point.

• The steady-state operation makes it straight forward to estimate the uncertainty of
measurement results for specific speeds.

The first point implies that the sampling frequency of the measurements can be very high,
which results in accurate measurement results. The second point makes the methods ideal
for benchmarking since uncertainty is an important factor for standardisation. However,
the steady-state methods also suffer some drawbacks: firstly, they demand very costly equip-
ment. If the high sampling frequency and the uncertainty estimation should give any be-
nefit, the measurement devices must assure a high accuracy (or a low uncertainty). A power
analyser and a high quality torque sensor are costly, and they must be regularly calibrated
to assure continuing good measurements. Furthermore, the setups require a load machine
with the associated drive, which both are expensive and demand a lot of space. In addition,
the setup times of the experiments are substantial due to the mounting and alignment of
the machines.

Considering the negative aspects of the steady-state tests, it is of interest to find test methods
that require minimal equipment, that perform the tests quickly, and that give possibilities
to set up the tests in an uncomplicated manner. With this in mind, this thesis investigates
the possibilities to remove as much equipment as possible and to characterise the machines
with measurements from transient electro-mechanical and thermal conditions, using only
industrial current sensors and low-cost voltage measurement approaches. It should be cla-
rified that the ambition is not to find replacements of the conventional methods, but to
complement them. As a matter of fact, the transient measurement approaches suffer where
the steady-state approaches excel. In particular, it is complicated to estimate the uncer-
tainty of the measurements results from transient operation. With that being said, the
possibilities of estimating machine properties from measurements from dynamic operation
is an unexplored research area, and it is therefore chosen as the main topic of this thesis.

Regarding the identification of the cooling and thermal characteristics of the machine, there
are, in contrast to e.g. efficiency measurement procedures, no methods that are established
as benchmark tests. Furthermore, methods to estimate the thermal characteristics dur-
ing thermal transient operation have been presented quite frequently in the recent years
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(chapter gives 3 discusses approaches to derive the thermal characteristics of electrical ma-
chines). However, the test methods either depend on similar test setups as the efficiency
tests, or require many tests to derive both the steady-state and the transient thermal char-
acteristics of the machines. Therefore, an approach where the total thermal behaviour of
the machine can be derived from one test, with minimal equipment, is of interest. The
motivation of the thermal characterisation part of this work is therefore

• The lack of a strategy that derives the thermal models with one test and as little
equipment as possible.

• The need of a thermal characterisation method to complement the aforementioned
methods for an all-inclusive property evaluation of the machine.

1.2 Objectives and Limits

The main objective of this work is to develop tools to obtain the most important character-
istics of an IPMSM with 1) as little and as cheap equipment as possible and 2) as fast testing
procedures as possible. Furthermore, the characterisation should relate to the temperature
of the machine in one way or another. Since this is a very wide objective, limitations are
set up to keep the work within a reasonable time frame:

• The work focuses on test methods that evaluate the machines with measurements
from dynamic operations;

• One test approach is chosen for each category of the aforementioned machine prop-
erties;

• The methods are experimentally evaluated in the frame of what the test facilities of
the designated laboratory allows;

• The uncertainty of the results is not evaluated in detail.

The last item on the list above is important since statistical uncertainty estimations are
a major part of efficiency tests for e.g. benchmarking and standardisation [6, 7]. For the
electromagnetic characterisation tests, the uncertainty is difficult to estimate since the deriv-
ation of the magnetic model includes transformation of uncertain variables. Furthermore,
the filtering of the data makes it even more complicated – especially if the speed is derived
directly from the position. It should however be mentioned that most publications that
present similar methods does not include uncertainty in the estimations [8].
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The loss estimation results suffer more when the uncertainty cannot be included in the
outcome of the tests. Unfortunately, uncertainty is difficult to predict with the presented
method since the evaluated machine does not remain at different speeds during the test
procedure. Enough samples for each operating point can consequently not be obtained to
quantify the uncertainty in a satisfying manner. However, this thesis does not aim to replace
conventional test methods when it comes to benchmark testing. Therefore, an approach to
obtain accurate results from the dynamic tests can be to calibrate the test setup with results
from a method that assures results with low uncertainty outcome¹. After the calibration,
it would still not be possible to quantify the uncertainty of the results from the dynamic
tests, but the method could be trusted to give good results in e.g. prototype evaluation and
loss modelling.

The thermal characterisation presented in this uses uses thermal PT100 sensors with high
intrinsic uncertainty. Furthermore, since the exact placements of the thermal sensors are
difficult to predict, the uncertainty of which temperatures that are measured is even higher.
Therefore, uncertainty of the supposed measured temperatures becomes almost impossible
to quantify accurately.

1.3 Disposition

As mentioned above, this thesis is divided into three chapters that represent three major
parts of the complete characteristics of an IPMSM: The electromagnetic characteristics,
the loss profile, and the cooling and the thermal properties. Each chapter is approached
separately, and they can be read more or less independently. However, the whole work is
still closely interconnected: The experimental test procedures of the electromagnetic char-
acterisation and the loss profile identification are very similar, even though the obtained
measurements are used in different ways. Therefore, the loss model chapter sometimes
refers to the electromagnetic characterisation chapter. Furthermore, the thermal character-
isation and modelling chapter relate closely to loss modelling since the losses generate the
heat in the machine. The list below gives a short introduction of the chapters

Chapter 2 presents a method to derive the electromagnetic characteristics of IPMSMs.
It also gives alternatives to how a magnetic model can be used in practical applica-
tions, summarises established methods that derive the characteristics, and proposes
techniques to obtain the necessary data for the characterisation;

¹This also demands a method to derive the moment of inertia of the test objects. However, chapter 3 gives
an example of a method that can yield satisfying results.
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Chapter 3 shows how a similar test method as in Chapter 2 can be used to derive
the loss profile and loss models of machines. Conventional loss testing, manners of
calculating losses, and a walk-through of different loss phenomena are also presented;

Chapter 4 describes a method that derives the thermal characteristics of machines
during stand still and low-speed operation. In addition, it presents general thermal
modelling concepts;

Chapter 5 gives inputs to possible continuation of the work and concludes the thesis.

1.4 Contribution

The main contribution of this work is to show how the most important properties of
IPMSMs can be derived from measurements during transient operation. Below follow
the most important contributions from each chapter:

Chapter 2

– Validation of methods that quantify the temperature’s influence on the elec-
tromagnetic characteristics of machines is not common in the literature. Con-
sequently, the biggest contribution of this chapter is to present and validate
a method that derives the electromagnetic characteristics of an IPMSM as a
function of the temperature relatively easy.

Chapter 3

– Even though a significant amount of studies treat modelling and analyses of
losses in machines, the actual loss measurement procedure is rarely discussed as
a topic for research. The greatest contribution of this chapter is the presentation
and analysis of an alternative method to measure the losses of an IPMSM,
which estimates the losses quicker and with less means than established test
methods.

Chapter 4

– Most methods that models the thermal behaviour of machines either require
extensive measurements with an advanced test setup, or does not include meas-
urement data of winding currents that cause the machine to overheat in steady-
state operation. This chapter contributes with a modelling procedure that in-
cludes currents over the whole operating range, and that works with relatively
simple test equipment. The results give room for a lot of future research, and
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the biggest contribution is therefore to present a modelling approach that can
be adjusted and extended to fit various setups and applications.
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Chapter 2

Electromagnetic characterisation

2.1 Introduction

The electromagnetic properties of an interior permanent magnet synchronous machine
(IPMSM) dictate how it performs in terms of maximum torque and speed, and con-
sequently define its possible operational range. Needless to say, detailed information about
these properties is necessary to design and evaluate machine topologies in a sufficient way.
In the machine design phase, simulation tools give direct feedback on how different ma-
chine designs perform with relatively good accuracy: With the fast computers of today,
quite advanced simulation techniques, such as finite-element method (FEM) simulations,
are introduced in an early stage of the design procedure [9, 10]. When one or a few designs
are chosen as prime candidates, time costly 3D simulations yield an even more detailed pic-
ture of the machine performance. The aforementioned simulation tools generally predict
the electromagnetic characteristics of a machine quite well. However, due to manufacturing
tolerances, material propety variations and other unforeseeable phenomena, the true attrib-
utes of a machine always deviate from the simulations [11,12]. Therefore, experimental tests
that estimate the characteristics and validate the simulation results should be performed
once a machine has been manufactured.

This chapter presents and evaluates an experimental method that derives the electromag-
netic characteristics of synchronous machines in general, and for IPMSMs in particular.
The procedure aims to test the machines quickly with as little and as cheap equipment
as possible. Even though electromagnetic characterisation is an active area in the research
community, the temperature is seldom considered as a variable in the estimations. There-
fore, the biggest contribution of the chapter lies in showing how the method estimates
changes of the electromagnetic characteristics due to the temperature in a straight-forward
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fashion.

The first part of the chapter presents the magnetic model, which describes the relationship
between the electrical and magnetic properties of the machine, and defines the equivalent
circuit model used in this work. The equivalent circuit lays the foundation for not only
the magnetic model, but also for the control, which in turn decides the operating points
for the loss analyses in the subsequent chapter. Consequently, the author recommends the
reader to put effort into understanding the concept behind the equivalent circuit. Later
in the chapter, the measurement techniques and processing of the measured data are also
discussed in length. This is because 1) a part of the purpose of the thesis is to try to find
cheap measurement solutions, 2) the signal processing has a big impact on the final results
due to noisy signals, and 3) the same approaches are used for the loss measurements in the
next chapter. The list below presents the full content of this chapter:

2.2 The magnetic model defines, discusses applications of and present established ap-
proaches to derive the magnetic model. Moreover, the section describes the IPMSM
equivalent circuit used in this thesis;

2.3 Dynamic tests for magnetic model derivation describes the proposed test procedure
and discusses measurement approaches and processing of data;

2.4 Experimental tests introduces the test setup and presents the experimental results;

2.5 Summary suggests possible application where the proposed test method can be used
and concludes the chapter.

2.2 The magnetic model

The magnetic model is defined as the relationship between the linked magnetic flux and
the currents in the stator windings of an electrical machine in the dq reference frame in this
work; the dq reference frame is defined in the following section. Conventionally, induct-
ances together with the linked magnetic flux from the permanent magnets describe this
relationship for a permanent magnet synchronous machine as

ψd − ψm = Ld · isd (2.1)
ψq = Lq · isq (2.2)

where ψm denotes the linked magnetic flux from the permanent magnets, Ld,q the stator
self-inductances and isd,q the stator currents. The use of inductances imply a linear relation-
ship between the currents and the linked magnetic fluxes. However, due to saturation and
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cross-coupling phenomena this assumption does not hold in the whole operating range of
the machine. Therefore, this thesis generally expresses the linked magnetic fluxes as matrices
that are functions of the d- and q-axis currents. An equivalent circuit of the PMSM, which
lays the foundation for the equations to derive the magnetic model, is presented in the
following section. Furthermore, the section also presents both possible applications of the
magnetic model, and established magnetic model derivation methods, to put the work in
context. Much of what is presented here can be found in earlier publications by the author
(see VII in the list of publications). However, an introduction to the relevant model and
equations is important to follow the later sections of the chapter.

2.2.1 Reference frame and equivalent circuit

Reference frames

The electromagnetic equivalent circuits of the PMSM are usually expressed in either abc,
αβ0 or dq0 coordinates depending on their propose. An ideal abcmodel assumes a perfect
three phase symmetric system. Mathematically, the voltages of the circuit are expressed as


ua

ub

uc

 =


û cos(ωt)

û cos(ωt− 2π
3 )

û cos(ωt+ 2π
3 )


where û is the amplitude of the voltage and ω is the electrical angular velocity¹. In this
frame, the voltages are often expressed in root mean square (rms) values, which are given
by

Urms =

√
1

T

∫ t+T

t
u(t)2dt =

û√
2

(2.3)

for sinusoidal voltages, where T is the time of one fundamental period. The rms values
are constant in steady-state operation, and since the system is symmetric, one equivalent
circuit, which includes the stator resistance and inductance, and the electromotive force
due to the linked magnetic flux from the permanent magnets, is enough to model the
whole machine. The model makes it possible to estimate the current and the power straight
forwardly assuming that the machine is excited with sinusoidal voltages.

¹This example transforms the voltages. However, other variables, such as the current and the linked
magnetic flux are also transformed in the same manner.
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In a conventional three phase machine, the three phases are generally spatially separated by
120 electrical degrees. In any point in time, the three phase voltages ua, ub and uc, which
are vectors in the spatial plane, yield a resulting voltage vector when they are added together
(if they are added as scalars the results becomes zero). This is illustrated in Figure 2.1, which
shows the resulting vector when ωt = 2π

3 .

a

c

b

u⃗

Figure 2.1: The spatial voltage vector at ωt = 2π
3 .

The vector rotates with the angular velocity ω in the spatial plane. Due to the symmetry,
the magnitude of the rotational vector remains constant regardless of the time (assuming
that the amplitude of the phase voltages are equal and constant). Since the vector rotates in
a spatial plane, it can be placed in a two dimensional orthogonal coordinate system. This
greatly facilitates analyses of the vector as a function of time. The mathematical opera-
tion that derives the orthogonal coordinates from the three phase coordinates is generally
denoted the αβ0 transformation and is formulated as


uα

uβ

u0

 = k


1 −1

2 −1
2

0
√
3
2 −

√
3
2

1√
2

1√
2

1√
2

 .

ua

ub

uc


where uα and uβ are orthogonal and u0 is the zero-sequence voltage that is zero in a per-
fectly symmetrical excitation of the machine. The parameter k is a scaling factor that can
be chosen freely, but is usually 2

3 which gives a amplitude invariant transformation (the

resulting vector amplitude equals the amplitude of the phase quantities), or
√

2
3 which

gives a power invariant transformations (the power can be calculated from the current and

voltage vectors without scaling). This work uses k =
√

2
3 , but much of the published lit-

erature uses k = 2
3 . Figure 2.2 shows the αβ (supposing the zero sequence voltage is zero)

coordinates system together with the resulting vector from Figure 2.1. The vector is scaled

according to the power invariant transform (k =
√

2
3 ). Control algorithms often favour

constant reference values to time varying in stationary operation. With this in mind, the

14



α

β
u⃗αβ

Figure 2.2: The spatial voltage vector in the αβ0 frame ωt = 2π
3 .

αβ0 vector can be placed in a reference frame that rotates with the electrical fundamental
angular velocity. In the new reference frame, the vectors are constant as long as the amp-
litude or phase angle of the transformed system do not change. The rotating coordinates
are often denoted the dq0 or the synchronous coordinates and can be derived by


ud

uq

u0

 =


cos(θ) sin(θ) 0

− sin(θ) cos(θ) 0

0 0 1

 .

uα

uβ

u0


where θ is equal to ωt + ζ, where ω is the synchronous electrical angular velocity and
ζ is the offset that makes it possible to align the coordinate system freely. In the case
of permanent magnet synchronous machines, ζ is generally chosen so the d axis of the
synchronous coordinate system aligns with the flux from the permanent magnets. Figure
2.3 shows the voltage vector from Figure 2.2 placed in the dq coordinate system (supposing
the zero sequence is zero). Due to convenience this work treats the machines in the dq
reference frame.

ψ⃗m,dq
dq

θ

u⃗dq

Figure 2.3: The spatial voltage vector in the dq0 frame ωt = 2π
3 .
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Equivalent circuit for the magnetic model derivation

There exist many designs of equivalent circuits that represent the PMSM in dq coordinates.
The most basic circuit only includes the stator inductance and resistance, and the induced
voltage due to the linked magnetic flux. More elaborate models include cross-coupling
inductance phenomena, equivalent iron-loss resistances, cogging torques, magnetic satur-
ations and spatial harmonics [13–16]. Figure 2.4 shows a graphical representation of the
circuits that represent the machine in this work.

−+ωψ
(
iψd ,i

ψ
q

)
q

+

−

ud

Rs
−+

dψ
(iψd ,i

ψ
q )

d
dt isd

RFe

iFe
d

iψd

−+ ωψ

(
iψd ,i

ψ
q

)
d

+

−

uq

Rs

−+

dψ
(iψd ,i

ψ
q )

q

dt isq

RFe

iFe
q

iψq

Figure 2.4: Equivalent circuit of the PMSM in the d and q reference frame.

The parameter Rs in the circuits represents the stator winding resistance. This resistance is
modelled as a constant, but in reality it changes with the temperature and the frequency.
However, these dependencies have a small impact on the magnetic model derivation res-
ults when measurements from both generator and motor operation are used, and they are
therefore excluded from the model (this is shown in the following section).

The voltage sources in series with the stator resistances represent the electromotive force
(emf) that arise when the linked magnetic fluxes in dq coordinates change, and the voltage
sources in the rightmost part of the circuits represent the induced emf due to the funda-
mental angular velocity of the flux linkage. The flux linkage have a non-linear relationship
with the dq currents; however, if the magnetic model of the machine is known, look-
up tables (LUTs) can provide the values of the linked magnetic fluxes for specific current
combinations. Therefore, there is no need to introduce additional parameters to take the
saturation and cross-coupling phenomena into account.

The equivalent circuits also feature an iron-loss resistance RFe in parallel with the voltage

16



sources that represent the induced voltages. The iron loss resistance models the eddy-
current losses due the fundamental component of the linked magnetic flux. However,
the actual relationship between the eddy-current losses and the frequency is very difficult
to predict (section 3.4.1 in the following chapter discusses this in detail), which implies that
the value of RFe changes with frequency. Consequently, the iron loss resistance is included
in the circuits only to give an indication of how the eddy currents affect the linked magnetic
flux. In particular, the current flows in different direction through the iron loss resistance
depending on the sign of the electrical angular velocity. This, as it is shown in the following
section, has implications when the linked magnetic flux is derived from the measurements.

Model equations

Kirchoff’s voltage law yields the voltage equations for the circuits in Figure 2.4

ud = Rsi
s
d +

dψ

(
iψd ,i

ψ
q

)
d

dt
− ωψ

(
iψd ,i

ψ
q

)
q (2.4)

uq = Rsi
s
q +

dψ

(
iψd ,i

ψ
q

)
q

dt
+ ωψ

(
iψd ,i

ψ
q

)
d (2.5)

This thesis analyses the machine with constant dq currents. With this in mind the time
derivative of the linked magnetic flux is approximately zero, and (2.4) and (2.5) can be
rewritten to

ud = Rsi
s
d − ωψ

(
iψd ,i

ψ
q

)
q (2.6)

uq = Rsi
s
q + ωψ

(
iψd ,i

ψ
q

)
d (2.7)

Reformulations of (2.6) and (2.7) give the magnetic flux from the current, stator resistance,
voltage and electrical angular velocity

ψ

(
iψd ,i

ψ
q

)
q =

Rsi
s
d − ud
ω

(2.8)

ψ

(
iψd ,i

ψ
q

)
d =

uq −Rsi
s
q

ω
(2.9)

According to the equivalent circuits (Figure 2.4), the iron-loss currents iFe
d,q (where Fe stands

for ”iron”) changes with the sign of the angular velocity. Consequently, the flux changes
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depending on if the machine works as a motor or as a generator, even if the stator currents
are the same. However, the change is very small, and the mean value of the generator
and motor magnetising currents ends up as approximately isdq (where s stands for ”stator”)
independent of how fast the machine rotates, supposing that the magnitude of the angular
velocity during motor and generator operation are the same. The mean value of the linked
magnetic fluxes can therefore be calculated if the voltages for two angular velocities with
opposite signs but equal magnitudes and a specific current combination are known

ψ
(isd,i

s
q)

q =

Rsisd−u
(|ωψ |)
d

|ωψ | +
Rsisd−u

(−|ωψ |)
d

−|ωψ |

2
=

−u(|ωψ |)d + u
(−|ωψ |)
d

2|ωψ|
(2.10)

ψ
(isd,i

s
q)

d =

u
(|ωψ |)
q −Rsisq

|ωψ | +
u
(−|ωψ |)
q −Rsisq

−|ωψ |

2
=

u
(|ωψ |)
q − u

(−|ωψ |)
q

2|ωψ|
(2.11)

where |ωψ| is the magnitude of an arbitrary angular velocity. As seen above, (2.10) and
(2.11) do not include the stator resistance in the expressions. Consequently, there is no
need to measure the resistance accurately before the tests, and the calculations become less
sensitive to changes in the temperature and the angular velocity (supposing that the tem-
perature during motor and generator operation is approximately the same). Furthermore,
measurements over the whole speed range can be used and averaged to derive the linked
magnetic flux for the specific current combinations.

Apparent and differential inductances

For control purposes, it may sometimes be interesting to formulate the relationship between
the linked magnetic fluxes and the currents as inductances. Since the relationships between
the currents and linked magnetic fluxes are nonlinear, the inductances must be divided into
two types: one that relates the linked magnetic fluxes with the magnitudes of the currents,
and one that relates the change of the linked magnetic fluxes with the change of the currents.
The first type is called the apparent (or the static) inductance. Mathematically, it can be
derived by

L
(isd,i

s
q)

d apparent =
ψ
(isd,i

s
q)

d − ψm
isd

(2.12)

L
(isd,i

s
q)

q apparent =
ψ
(isd,i

s
q)

q

isq
(2.13)
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where the linked magnetic flux from the permanent magnets is approximated by

ψm = ψ
(isd=0,isq=0)
d (2.14)

The second type is called the differential (or the dynamic) inductance. Since there often
exists a magnetic cross-coupling between the d and q axes, four differential inductances
must be identified

L
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s
q)

dd differential =
∂ψ

(isd,i
s
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d

∂isd
(2.15)
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(2.16)

L
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(2.17)
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s
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q
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(2.18)

The dynamic inductances can be used for e.g. online setting of gains for optimal dynamic
performance of current controllers.

2.2.2 Applications of the magnetic model

Control

The primary purpose of the magnetic model is to help with the design of optimal current
control algorithms. Since the stator currents together with the linked magnetic fluxes yield
the torque, the currents can be controlled to obtain the desired torque at specific speeds if
the magnetic model of the machine is available. The equation below expresses the torque
of an IPMSM as a function of the magnetic flux and the current

Tem = npp

(
ψ

(
iψd ,i

ψ
q

)
d isq − ψ

(
iψd ,i

ψ
q

)
q isd

)
(2.19)

where npp is the number of pole pairs. A rewrite together with the simplification from (2.1)
and (2.2) give
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Tem = npp
(
(Ldi

s
d + ψm)iq − Lqi

s
qi
s
d

)
(2.20)

that can be rewritten to

Tem = npp
(
ψmi

s
q + isqi

s
d(Ld − Lq)

)
(2.21)

whereψmisq and isqisd(Ld−Lq) are called the permanent magnet and the reluctance torque,
respectively. Equation (2.21) indicates that many current combinations result in the same
torque. Consequently, control strategies can be designed to chose different currents for
different purposes. The most established strategy – the max torque per amp (MTPA) al-
gorithm – aims to create as much torque as possible with as little current as possible [17].
The absolute value of the total current vector is formulated as

|is| =
√
is2d + is2q (2.22)

The goal is to minimise (2.22) for a certain torque. Since the simplest torque control al-
gorithms generally adjusts the q-axis current to achieve a requested torque, it makes sense
to express the d-axis current as a function of the q-axis current that achives the required
torque with as little total current as possible [18]. To achieve this, (2.21) is firstly rewritten
so that id becomes a function of iq and T . Secondly, the id in (2.22) is replaced by the
new expression, and the result is derivated and put equal to zero; this operation creates
a relationship between the torque and the q current. Mathematically, the process can be
described as

|is| =

√√√√( Tem
npp

− ψmisq

isq(Ld − Lq)

)2

+ is2q (2.23)

d|is|
disq

= 0 → (2.24)

Tem = npp0.5i
s
q

(
ψm +

√
ψ2
m + 4is2q (Ld − Lq)2

)
(2.25)

When the relationship between the torque and the q-axis current is available, a substitution
of (2.25) into (2.21) gives the d-axis current reference as a function of the q-axis current
reference in the control algorithm
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i∗d =
0.5
(
ψm +

√
ψ2
m + 4(Ld − Lq)2i∗2q

)
− ψm

(Ld − Lq)
(2.26)

where i∗d and i∗q are the d- and q-axis current references, receptively. Equation (2.26) yields
the MTPA trajectory supposing constant inductances, which can be a sufficient approx-
imation in some operating points. However, there are many situations where (2.26) does
not hold. Figure 2.5 shows a graphical representation of the MTPA curve together with
limitations for currents and flux-linkages as functions of the angular velocity, and lines that
show current combinations that give specific torques.

Figure 2.5: Typical MTPA curves for IPMSMs.

The feasible operational area is within the flux-linkage and current limit circles. These
limits change the relationship between the d- and q-axis currents: the q-axis current be-
comes a function of the d-axis current when the machine reaches the maximum linked
magnetic flux for a certain torque and speed since field weakening dictates the possible
current combinations. Furthermore, the maximum current circle puts a definitive limit to
the maximum torque. In addition to this, the apperant inductances change significantly in
overload operation. To overcome these problems, the literature suggests different methods
to estimate the machine parameters online, which is generally achieved with signal injec-
tions or analysis of the back emf [19, 20]. However, online identification introduces more
complexity to the control system, which can be a drawback due to an increased compu-
tational load. Therefore, the analytical approach to obtain the MTPA trajectory (or any
control trajectory) online can be problematic.

Another strategy uses look-up tables (LUTs) to find the MTPA current combinations. The
LUTs can be calculated offline if the aforementioned linked magnetic flux matrices together
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with the DC-link voltage, the modulation strategy of the pulse-width modulation (PWM)
and the current limit are known. The objective is to minimise the currents for specific
torques and speeds while staying within the given constraints: The maximum current limit
cannot be breached and the magnitude of the voltage vector related to the applied currents
and the angular velocity cannot trespass the maximum voltage. Consequently, the deriva-
tion of the LUTs becomes a constrained optimisation problem where (2.22) is the objective
function that should be minimised. The optimisation is subject to three hard constraints:
equation (2.19) sets an equality constraint for a certain torque, and the maximum current
and voltage set two strict inequality constraints

ismax >
√
is2d + is2q (2.27)

umax >
√
u2d + u2q (2.28)

where ismax is the maximum stator winding current, generally limited by the power con-
verter or temperature constraints of the windings, and umax is the maximum voltage.
The voltage is limited by the DC-link voltage and depends on the modulation strategy of
the PWM. With a symmetrical suboscillation modulation (see Appendix C) and a power-
invariant transformation of the voltages the limit is given by

umax = kmax
Udc√
2

(2.29)

where kmax is a factor that allows for a margin between the magnitude of the maximum
resulting voltage vector and the absolute voltage limit of the system. The solution to the
aforementioned optimisation problem yields tables with the dq-axes current references as
functions of the torque and the speed. The dq-axes current references are obtained online
by

i∗d = fd(n, Tem) (2.30)
i∗q = fq(n, Tem) (2.31)

where i∗d and i∗q are the controller references for the dq-axes currents, n is the rotational
speed and fd and fq are interpolation functions for the LUTs. These functions give the
optimal currents as defined by the objective function if the DC-link voltage is constant.
However, it is not uncommon that the DC-link voltage from a battery varies quite sig-
nificantly during operation. Therefore, it is often preferable to make the LUTs functions
of the maximum voltage divided by the magnitude of the angular velocity rather than the
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speed [21]. Note that a voltage divided by the angular velocity can be interpreted as a linked
magnetic flux. Consequently, the division gives an indication to the maximum allowed flux
linkage for the specific operational point (see Figure 2.5 for a graphical illustration of these
limits). The maximum linked magnetic flux is derived as

ψmax =
umax
|ω|

(2.32)

and the new dq-axes currents reference functions become

i∗d = fd(ψmax, Tem) (2.33)
i∗q = fq(ψmax, Tem) (2.34)

It is possible to take other aspects, such as the temperature dependence of the remanent
flux and the magnetic coevercity of the magnet into account in the optimisation proced-
ure. However, this adds another dimension to the LUTs, which in turn results in heavier
computational load for the interpolation algorithms online. It should also be added that
the objective function does not necessarily need to minimise the current. It can for example
be formulated to minimise the losses in the machine or the whole motor drive system [22].

Temperature tracking

The magnetic model of the machine is temperature dependent mainly because the remanent
flux and the magnetic coercivity of the permanent magnets change with the temperature
[23]. As a consequence, it is possible to track the temperatures of the permanent magnets if
the d-axis flux can be estimated online. Such parameter estimations are possible to perform
if current pulses are injected in the system² [25]. However, the pulses can have a negative
impact on the performance of the machine and introduces complexity to the control system.
Nevertheless, it is possible to derive d-axis linked magnetic flux in steady-state without
knowledge of the resistance value if the q-axis linked magnetic flux is known. Since the
permanent magnet flux is aligned with the d axis, the temperature has a significantly higher
impact on the d-axis compared to the q-axis flux (this is confirmed in the result section later
in the chapter). Considering the q-axis flux to be known, the d-axis flux can be estimated
by

²In steady-state, there are three temperature-dependent variables, the dq-axes fluxes and the stator resist-
ance, but only two equations, and identification is consequently impossible [24].
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where u∗d and u∗q are the voltage reference values of the controller, ω is the electrical angular

velocity, isd and isq are the currents and ψ
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)
d and ψ
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)
q are the linked magnetic

fluxes in the stator windings. A comparison between the estimated d-axis flux and a LUT
provides information about the permanent magnet temperature. In the next iteration,
the q-axis flux is given by the previous temperature estimation and the dq-axes currents
through another LUT, and (2.35) together with the first LUT can once again estimate the
temperature. Since (2.35) divides isq with isd, the algorithm does not give sufficient results
when the d-axis current is low. However, salient-pole IPMSMs are rarely operated with a
low d-axis current, except when the torque reference is zero, since that yields a non-optimal
current control. Consequently, the temperature tracking should not be engaged with a too
low torque reference, but works sufficiently when the torque increases. On another note,
the estimation also demands a good compensation for the dead-times and non-linearities
of the power converter to make sure the reference voltages correspond to the actual phase
voltages as much as possible. Nevertheless, such compensations are generally included in
control algorithms for applications that demand high performance (e.g. for automotive
applications). There should also be a low-pass filter after the output of the temperature
LUT since the estimation of the d-axis flux is sensitive to noise. However, the dynamics of
the permanent magnets’ temperatures are so slow that the bandwidth of the filter can be
low enough to give a stable temperature estimation.

The procedure above gives a hypothetical example of how the magnetic model can be used
to derive the temperature of the permanent magnets in PMSMs. The method has not been
implemented and tested, but indicates that it is theoretically straight forward to use the
magnetic model results in this context. Future work lies in investigating such possibilities
further.

Additional use

In addition to help with current control strategy design and temperature tracking, the mag-
netic model can be compared with simulation models to confirm their validity. The mag-
netic model gives a clear indication if the flux characteristics of the simulations are modelled
correctly, which in turn is important for accurate efficiency simulations.
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2.2.3 Established methods to derive the magnetic model

Electromagnetic characterisation of PMSMs has been an active research area in recent
years and still is; especially autonomous tests without extra equipment (often called self-
commissioning) and online methods attract alot of attention. This is mainly due to the
increased interest in applications such as electrical vehicles where the machine operates
over a wide speed and torque range. Both self-commisioning and online methods are often
designed to work after the machine is installed. Post-installation testing makes it possible
to optimise the current control algorithm of the machine continuously throughout the
machine’s lifespan, and it is also possible to track changes in e.g. the linked flux from the
permanent magnets to control the health of the machine. However, offline charcterisation
before installation, e.g. evaluation in the end of a production line, are also important since
the magnetic model characteristics give possibilities to develop control methods, and to
find eventual defects in the machines in advance of operation. There exist many publica-
tions on the subject of electromagnetic characterisation which of a few that the auther finds
most representative are refered to in the following section. An elaborated walkthrough of
magnetic model identification methods can be found in [8].

Online methods

Experimental methods to derive the magnetic model of PMSMs are generally divided up
into two main categories: online methods, which characterise the machines during op-
eration, and offline methods. Online parameter identification is a powerful tool for e.g.
sensorless control and condition monitoring of machines [25, 26]. The parametrisation
builds upon real-time system identification strategies such as recursive least-square identi-
fications, extended Kalman filters and model-reference based minimisation amongst oth-
ers [24, 26]. The methods do not necessarily need initial values of the parameters, but
generally perform better when good first estimations are available. The approaches cannot
derive all parameters during steady-state conditions and therefore work during either tran-
sient conditions or with signal injection (alternatively, some parameters are excluded from
the identification). Even though the online methods are interesting and relevant, this work
focuses on offline methods that can be used for end-of-line testing and state-of-health tests.
However, a combination of a look-up table (LUT) based current controller and an online
identification scheme to control the validity of the LUTs would be interesting as future
work.
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Offline methods

The offline methods can be divided up in three categories: tests during constant speed,
during standstill and during acceleration and/or braking.

1. Constant-speed methods. The constant-speed methods generally involve a load ma-
chine to keep the speed of the test object constant even though the currents, and
consequently also the torque, change. The most straight-forward method assumes a
constant resistance and obtains the flux linkages from (2.8) and (2.9) [27–29]. Unfor-
tunatly, both the stator resistance and the permanent magnet flux vary with temper-
ature. These variations cause uncertainties in the estimations. However, temperature
models can be used to foresee the temperature’s influence, and the change can con-
sequently be compensated for in the identification [30]. Furthermore, the problem
with changes in the stator resistance due to temperature can be solved by using meas-
urements from both generator and motor operation: If the d-axis current remains,
but the q-axis current changes sign (maintaining the same amplitude), it is possible
to derive the fluxes similarly as in (2.10) and (2.11) [31]. This removes the need for
information about the resistance of the stator windings as long as the temperature of
the conductors does not change significantly between the two operating points. The
biggest drawback of constant-speed methods is the extensive equipment and time
costly installation they entail. Therefore, they are most applicable to prototype or
benchmark testing where the machines are evaluated thoroughly.

2. Standstill methods. The standstill methods do not demand an additinal load ma-
chine and can derive the magnetic model of the test object after installation, sup-
posing that the current controller software can be modified to meet the needs of
the methods. Traditionally, the methods require a locked rotor. However, recent
publications generally evaluate the methods without locking the rotor with good
results. To take saturation and cross-coupling phenomena into account in the res-
ults, a DC voltage with a superimposed AC signal with an appropriate frequency can
be applied to the machine. The relationship between the amplitude and frequency
of the AC voltage and the resulting AC current yields the inductances [32, 33]. The
methods perform well without locking the rotor supposing the excitation voltages
are applied in a sufficient manner. Another approach excites the machine with a hys-
teresis current controller which applies a square voltage wave to the machine. The
flux can be obtained by integrating the voltage minus the voltage drop due to the
stator resistance [34,35]. These methods generally perform very well without locking
the rotor supposing that the square voltage wave alternates from positive to negative
values with a sufficiently high frequency. However, the integration might give rise to
drifting that must be taken into account when the fluxes are estimated. An obvious
drawback of the standstill methods is that the magnetic flux from the permanent
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magnet cannot be estimated but must be known beforehand. This is problematic
since the permanent magnets are the component of the machine which electromag-
netic characteristics are most likely to change over time.

3. Dynamic methods. The last category of magnetic model characterisation strategies,
which is the least investigated, performs the tests when the machine accelerates
and/or brakes [36]. A dq current combination is applied to the stator windings,
whereupon the machine accelerate freely due to the torque the currents generate.
Once the machine reaches a certain speed, new currents, which generate a torque
in the opposite sign compared to the first, are applied. With a sufficient current se-
quence, data from both acceleration and braking can be used to derive the magnetic
model without knowing the value of the stator resistance. These methods avoid the
drawbacks of both the constant-speed and the standstill procedures: they do not de-
mand a load machine and time demanding test setups, and they include the linked
magnetic flux from the permanent magnets in the identification. However, post-
installation testing requires that the shaft of the machine can be decoupled from the
load (if the load cannot rotate freely). Furthermore, the mechanical dynamics of the
rotor might be very fast if the torque is high compared to the moment of inertia of
the rotating parts of the machine. The method presented in this thesis, which we call
the dynamic test method, is a part of this category of magnetic model identification
strategies.

2.3 The dynamic test method for magnetic model parameter de-
termination

The dynamic test method evaluates a machine with measurements from when it accelerates
and brakes, and the only thing that limits the mechanical dynamics during the tests is the
moment of inertia of the rotating parts. As a consequence, the shaft of the test object does
not have to be connected to a dynamo that assures a constant speed throughout the test,
and the complexity of the test setup is thereby significantly reduced. The exact value of the
moment of inertia of the rotating parts is irrelevant since it does not yield any necessary
information to estimate the linked magnetic flux of the machine³. However, the moment
of inertia must be high enough so that the rotor does not reach the maximum speed too
quickly. On the other hand, it is desirable to make the tests as short as possible to avoid
an increase in temperature in the windings and in the permanent magnets of the machine.
The following section describes the approach of this work.

³However, an estimation of the mechanical torque on the rotor shaft requires detailed knowledge about
the moment of inertia. This is discussed further in chapter 3.
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2.3.1 Test execution

The list below describes the test sequence that has been used throughout this work

1. Themachine is accelerated up to a pre-defined speed. A speed controller accelerates
the machine until the pre-defined speed is reached.

2. The test currents are applied to the machine. The test currents brake the machine
towards zero speed and continue to accelerate the machine in the opposite rotational
direction until it reaches the pre-defined speed.

3. The machine is braked back to zero speed. A speed controller brakes the machine
back to standstill.

The rotor position and the voltages are measured during the sequence, and a post-processing
procedure estimates the magnetic model from measurements from point 2 in the list above.

Figure 2.6 shows an example of the part of the dynamic test sequence that is used for
the magnetic model derivation (point 2 in the list above). This test evaluates the current
combination id = −40 A, iq = 20 A. The active part of sequence (point 2) takes about
0.65 seconds to perform. Together with the starting acceleration up to -1750 rpm (point
1 in the list above) and the braking from 1750 to 0 rpm (point 3 in the list above) the
complete sequence takes about 1.5 seconds to execute. Considering a resting time around
2 seconds between the current combinations it takes less than six minutes to evaluate 100
current combinations (the testing time is of course dependent on how much torque the
currents create, the maximum speed and the moment of intertia of the rotating part of the
machine).

As Figure 2.6 shows, the voltages in the dq frame contain significant harmonics. The har-
monics are expected since the induced voltages in the machine are non-sinusoidal: The
current controller aims to keep the currents as sinusoidal and consequently tries to gener-
ate inverter voltages that follow the induced voltages as much as possible; notice that the
currents contain much less harmonics than the voltages. Since the harmonics do not con-
tain information that is relevant for the magnetic model estimation, they should be filtered
in an appropriate way before the calculations. Section 2.3.3 discusses the post-processing
procedure of the measured data.

Alternative Sequences

The previous section presents one example of a dynamic test sequence. The sequence is
designed for easy implementation and to avoid that the iron losses influence the results. It
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Figure 2.6: A dynamic test sequence.

is however possible to design the sequence in different ways. An example of an alternative
design accelerates and brakes the machine with the same rotational direction [36]. This
approach makes it possible to shorten the sequence, and some position error sensitivity
can be eliminated. However, with such an approach the iron losses can affect the results
negatively. This can be understood by considering the equivalent circuits of the IPMSM
(Figure 2.4). Since the rotational direction does not change, the induced voltages maintain
the same sign throughout the whole sequence. Consequently, the signs of the iron loss cur-
rents (iFe

d,q) also remain. This results in magnetising currents (iψd,q) which are either always
greater or smaller than the stator currents (isd,q). On the contrary, if rotational direction
changes but the currents remain, which is the case in the algorithm that is proposed in this
work, the sign of the iron loss currents change. As a consequence, the magnetising currents
are higher than the stator currents in one rotational direction, but smaller in the other.
Therefore, the impact of the iron losses almost disappears if measurements from both gen-
erator and motor operation are used in the derivation. In the end, the test sequence should
be designed to suit the intended application as good as possible.
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Current control and overlying algorithm

The mechanical dynamics of the machines potentially become very high during the tests,
and the current controller of the drive system must consequently perform well during high
accelerations and retardations. The direct current controller (DCC) meet these prerequisite
in a satisfactory way (see paper IV in the list of publications). Nevertheless, due to the vari-
able switching frequency the DCC is rarely used in automotive applications. Instead, the
field oriented PI controller (FOC) is a more common alternative. However, without know-
ledge of the magnetic model of the machine, accurate estimations of the induced voltages
cannot be feedforwarded in the FOC algorithm. This leads to bad load disturbance rejec-
tion performance and the controller becomes sensitive to fast accelerations. On the other
hand, if the linked flux is approximately known – either from background data, or from a
first test iteration where one accept a drift in the current – the emf can be estimated. In
previous works the author performed tests with the DCC, but all the tests of this work were
made with an FOC; see Appendix C for a thorough description of the current controller.
The FOC was chosen as control because of three reasons:

1. Most variable speed drive control systems work with some kind of pulse width mod-
ulation based current controller that needs feedforwarding to perform well. Con-
sequently, if machines should be tested after installation, the method would probably
run with a controller similar to the FOC.

2. Since the FOC works with constant switching frequency it is easier to obtain a quasi-
instantaneous mean value of the voltage (it is straight forward to integrate over one
switching period since the switching frequency is constant and known).

3. The reference value of the FOC can be used directly to derive the magnetic model.

To obtain accurate results, the whole range of tests is run twice. In the second iteration, the
estimated linked magnetic flux from the first iteration is used to feed forward the induced
voltage to the current controller. This enhances the performance of the controller and
makes the currents more equal to their references. Consequently, the estimated relationship
between the currents and the linked magnetic fluxes becomes more accurate. In addition,
the temperature of the test object is measured before the testing: Since the tests are so quick
the temperature does not increase much during each iteration. However, if the machine is
tested quickly with many testing points with high current, the temperature might increase
significantly from the first current combination to the last. The temperature measurements
are necessary for a detailed evaluation of the temperature characteristics of the machine,
but can be left out for e.g. fast in-situ testing. Figure 2.7 shows the overlaying algorithm
of the magnetic model identification that was used throughout this work.
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Figure 2.7: Overlaying algorithm for the magnetic model derivation.

2.3.2 Parameter measurements

As mentioned above, the obtained voltage and position data from the dynamic test sequence
contain the necessary information to derive the magnetic model. Therefore, it is worth
to describe approaches to measure these parameters. This section discusses measurement
techniques in general, but focuses on the methods that were used during the experiments
of this work.

Position measurements

The choice of position sensor and demodulation technique can influence the results of the
magnetic model derivation quite much. If there already exists a position sensor installed
on the machine it can be used for the testing (this is a prerequisite for a machine already in-
stalled in a vehicle). In the case of traction IPMSMs a resolver, which was employed during
the experiments of this work, is frequently used. A resolver works as a rotating transformer.
An excitation signal in the rotor windings induces voltages in two stator windings that are
positioned in quadrature. The amplitudes of the induced voltages in the two windings give
information about the rotor position as
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ur1 = û sinωet sin θ (2.36)
ur2 = û sinωet cos θ (2.37)

assuming that the resolver has the same number of poles as the machine. The parameters
ωe and θ in (2.36) and (2.37) are the excitation angular velocity and the rotor position,
respectively. The first step to obtain the position from ur1 and ur2 is to remove the ex-
citation signal (sinωet). The most straight forward way to achieve this is called the fringe
detection technique (FDT) [37]. The FDT measures ur1 and ur2 when sinωet reaches its
peak, which results in signals that are only functions of the peak value the of voltages û and
the rotor position θ. After the excitation signal is removed, an arctangent operation on the
obtained signals yields the rotor position as

θ̂ = atan

(
û sin θ

û cos θ

)
(2.38)

where zero division is avoided using the CORDIC algorithm [38]. This demodulation
method is generally called the trigonometric method. The trigonometric method tends to
give quite noisy results if it is used in environments with a lot of disturbances. Instead, the
general recommendation is to use a angle tracking observer (ATO) for demodulation [39].
Figure 2.8 shows a flowchart that describes the concept of the ATO.

Figure 2.8: Flowchart of the basic angle-tracker-observer algorithm.

The estimated position error, which is calculated by (supposing û = 1 for convenience)

θ̃ = θ − θ̂ ≈ sin(θ − θ̂) = sin θ cos θ̂ − cos θ sin θ̂ (2.39)
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is suppressed by the feedback loop. In addition to a more stable angle derivation, the ATO
also gives a direct and accurate estimation of the angular velocity. However, the ATO
also imposes a small delay on the angle derivation during mechanical dynamic conditions,
which is unfavorouble for dynamic testing applications [40]. There exist techniques to
compensate for the delay in the ATO, but due to the simplicity of the algorithm and the
controlled environment, the trigonometric method is chosen as the demodulation tech-
nique throughout this work.

As in all experimental procedures that derive the electromagnetic characteristics of a PMSM,
the results from the dynamic tests are sensitive to disturbances in the rotor position meas-
urements. Typical disturbances of the position measurements include

• A constant offset of the position.

• A position error that depends on the speed.

Figure 2.9 shows illustrations of the impacts of the disturbances.

d

q

θ̃
θ̂

(a) Shift in torque angle due to offset in

the resolver measurements. θ̂ is the es-
timated angle and θ̃ + θ̂ is the actual.

d

q

θ̂
θ̃

(b) Shift in torque angle due to speed-
dependent error in the position de-
modulation. θ̂ is the estimated angle
and θ̃ + θ̂ is the actual.

Figure 2.9: Impact of errors in the position measurements.

A constant position error (Figure 2.9a) normally occurs when the d axis in the dq coordin-
ate system is not aligned with the linked magnetic flux from the permanent magnets. This
make the apparent synchronous coordinate system differ from the actual. Consequently,
the linked magnetic flux maps become erroneous. The errors have especially severe impacts
in the high field weakening region since the q current – which affects the torque signific-
antly – changes the most. Figure 2.9a shows an example of how an error in the positions
measurements changes the operating point of the machine.
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A speed-dependent position error (Figure 2.9b) occurs when the rotor of the machine has
time to rotate before the position is demodulated and used in the dq transformations. Since
the demodulation and time between the sampling and the transformation is constant, the
error increases with the speed. Furthermore, the direction of the rotation influences the
direction of the error. Figure 2.9b shows an example of how a speed-dependent position
error causes the operating point to change depending on the speed.

Voltage measurements

Phase voltages of machines connected to switching power converters are not trivial to meas-
ure due to their rapid dynamics. The voltages are typically measured with high bandwidth
voltage probes, but the conversion between analog measurements to digital signals need
to be significantly faster than the converter switching frequency to obtain a satisfactory
number of samples per switching period. Furthermore, the A/D converters also need high
resolutions for accurate measurements. Considering this, the amount of saved data per
second can be overwhelming. If the data is processed in real-time in steady-state – as is the
case with power analysers and oscilloscopes – this does not introduce a problem since only a
few fundamental periods of the voltage must be stored continuously. However, if the data
must be saved over a complete dynamic test cycle, the size quickly becomes unhandable.

One way to overcome this problem is to integrate the voltages in real time and save the
mean value for each switching period. The integration greatly reduces the data that must
be saved, and it also yields enough information about the voltage to derive the magnetic
model of the test object. However, even though fast and accurate A/D converters can
achieve highly accurate voltage measurements with a reasonable size, they are expensive,
and the signal processing of the instantaneous measurements can be challenging. With this
in mind, other methods for obtaining the voltage are looked into. Three main approaches
are considered here:

• Analog circuits. Traditionally, analog circuits have been used to perform the integ-
ration of the voltages due to lack of fast analogue-to-digital (A/D) converters of a
reasonable price, and they still give good results in controlled laboratory environ-
ment [41, 42]. The circuits can achieve good accuracies, but are sensitive to electro-
magnetic interference and changes in the temperature.

• Duty-cycle measurements. Another approach uses differential probes on each con-
verter leg to observe when the actual switching occurs. The switching instances then
yield the duty-cycles of the three converter legs. When the duty-cycles are known
multiplications between the cycles and the converter DC-link voltage give an approx-
imation of the mean value of the voltage of each switching period. This approach
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takes all dead-time effects and delays that can occur from the controller to the ac-
tual switching instance into account. However, compensation for the voltage drops
over the semiconductor devices and rise and fall times are still necessary. This can be
done straight forwardly if datasheet information of the semi-conductor devises are
available.

• Current controller voltage references. The voltage reference signals from the cur-
rent controller gives the most easily accessible estimations of the phase voltages. If
the nonlinearities of the converter are compensated for by the controller, the ref-
erences can give a very good approximation of the mean value of the voltages for
one switching period. The approach is especially attractive when an already installed
machine and drive performs self-commissioning without being separated from its
application.

Since one of the main purposes of this work is to make the measurements as simple and
cheap as possible, the two last procedures (the duty-cycle measurement approach and the
reference values) are chosen as voltage estimation methods. It should be mentioned that
earlier publications discuss the impact of voltage measurements quite extensively and reach
the conclusion that the duty-cycle measurements yield quite inaccurate results [29, 31].
However, these publications fail to take the voltage drops over the semiconductor com-
ponents into account.

To clarify the duty-cycle measurement procedure, Figure 2.10 presents the different variables
that are used to estimate the voltages.
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(b) Simple equivalent model.

Figure 2.10: Converter and machine voltages defined.

High-bandwidth differential voltage probes, connected to high-speed digital inputs, meas-
ure va, vb and vc. The digital signals give information about if the voltages are close to
UDC (which gives a digital 1) or to zero (which gives a digital 0). When the control system
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obtains the signals an algorithm accumulates the digital ones and zeros over one switching
period and divides by the number of samples. The operation yields the duty cycle of each
converter leg. A multiplication between dutycycles and UDC together with compensations
for the voltage drops over the semi-conductor components give estimations of va, vb and
vc.

The voltage drop over the semi-conductor components can be estimated if the sign of the
current is known. Figure 2.11 illustrates the resulting voltage drops depending on the current
(the current does not flow through the IGBT and diode at the same time – when the IGBT
opens the current flows through the free-wheeling diode when the magnetic energy in the
machine starts to discharge).

+

-

+

-

uigbt

udiode

(a) Voltage drops when the cur-
rent is negative.

-

+

-

+

udiode

uigbt

(b) Voltage drops when the cur-
rent is positive.

Figure 2.11: Illustration of how different signs of currents affect the voltage drop over
the semi-conductor components.

Regardless if the current flows through the diode or the IGBT, the voltage drop always de-
creases the phase potential when the current is positive and increases it when the current is
negative. The diode and IGBT have slightly different forward voltage drop characteristics,
but the amount of time that the current flows through each component during one switch-
ing period is given by the duty cycle. The semi-conductor voltage drop in one half-bridge
converter over one switching period can be formulated mathematically as

udrop =

{
−d · uigbt(i)− (1− d ) · udiode(i), sgn(i) = +;
d · udiode(i) + (1− d ) · uigbt(i), sgn(i) = −;

where d is the duty cycle and udiode and uigbt can be found in the datasheet as functions
of the current. The resulting phase potentials become

va = da · UDC + ua−drop (2.40)
vb = db · UDC + ub−drop (2.41)
vc = dc · UDC + uc−drop (2.42)
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To obtain the phase voltages in relationship to the neutral point of the wye connected
machine, it is necessary to estimate the potential of the neutral point. The potential of the
neutral point is calculated by

vn =
1

3
(va + vb + vc) (2.43)

The phase voltages are given by the phase potentials minus the potential of the neutral point
of the wye connection

ua = va − vn (2.44)
ub = vb − vn (2.45)
uc = vc − vn (2.46)

If voltage references from the current contoller are used for the identification they generally
require compensation for the converter nonlinearities. There exist numerous strategies to
compensate for the nonlinearities (mainly the dead-times) and there is still ongoing research
on the subject [43, 44]. These papers generally propose methods that work online, and the
compensation strategies are often used to facilitate accurate online parameter estimation
[45]. However, there are also suggestions on methods that do the compensation straight
forwardly offline with look-up table approaches [46]. This type of compensation strategy
is used in this work, and a description of the method can be found in Appendix C.

Figure 2.12 shows comparisons between the measured voltage and the voltage reference
with and without compensation during motor and generator operation. The compensation
yields a significantly better match between the reference value and the measured voltage.
However, the difference between the measurements and the reference without compensa-
tion is approximately the same in motor and generator operations, but with different signs.
Since the calculation of the magnetic model uses measurements both from generator and
motor operation, the difference tend to cancel out and the final results become approxim-
ately correct. Therefore, the converter nonlinearity compensation makes a small difference
to the results of the magnetic model characterisation considering the derivation strategy of
this work. Nevertheless, a compensation is recommended to assure good results.

Comments

This section describes methods to obtain the variables that derive the magnetic model and
focuses on the approaches that have been used throughout this work. Of course, other
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(a) Measurement vs. reference without
non-linearity compensation.

(b) Difference between the measured
voltage and the reference without
compensation.

(c) Measurement vs. reference with non-
linearity compensation.

(d) Difference between the measured
voltage and the reference with
compensation.

Figure 2.12: Phase voltage measurements and controller references, and the difference
between them.

methods can be considered as well. The position can be obtained by an externally mounted
enconder instead of a resolver (if there is not an encoder already installed on the machine).
The encoder significantly simplifies the demodulation and gives possibilities to increase the
resolution of the position measurements in a straight forward manner. Furthermore, it is
also possible to evaluate the possibility of obtaining the magnetic model with a sensorless
approach. Nevertheless, most traction machines feature a position sensor, and this work
does therefore not evaluate whether this is possible with a good result or not.

2.3.3 Post-processing

Once the voltage and the position measurements are obtained, the linked magnetic fluxes,
and consequently also the magnetic model, can be derived by (2.10) and (2.11). However,
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the measured data require processing to give good results. Since the induced voltage of a
machine can be highly nonsinusoidal, especially with high field-weakening currents, the dq
representations of the voltages tend to be very noisy. Furthermore, the angular velocity is
derived from the derivative of the position which makes it very sensitive to position sensor
noise. Another thing worth pointing out is that (2.10) and (2.11) have the angular velocity
in the denominator. Consequently, the calculations become unstable when the rotational
speed approaches zero. Therefore, samples at low speeds should not be used in the magnetic
flux estimations; the lower fourth of the measurements are suitable to be left out of the post-
processing calculations. The following sections present and discuss the data post-processing
strategies that are used in this work.

Position

Since the position measurements yield the electrical angular velocity through derivation,
noise in the data affect the results of the magnetic model estimation significantly. Further-
more, due to the uneven reluctance in the stator core there are fluctuations in the rotation of
the rotor. As only the fundamental component of the angular velocity contains the useful
information for the magnetic model derivation, these fluctuations should not be taken into
consideration when deriving the magnetic model. Therefore, the position measurements
need to be filtered before proceeding with the angular velocity derivation.

The data can be filtered in many ways, but it is very important that the filtered signal follows
the measured position locally, and that it does not introduce a time delay. Considering
this, a spline fit approach suits the demands of the filtering well. The spline fit algorithm
divides the vector of data in a specified number of segments. Polynominal functions of
chosen orders are fitted to the data in each segment by means of least-square minimisation,
with the constraint that the derivative in each break point is the same for both intersecting
functions. In addition, other constraints, such as making the functions more robust to
outliers in the data, can be introduced as well. Since this thesis does not focus on data
processing, the premade excellent Matlab function “splinefit” by Jonas Lundgren was used
for the data filtering throughout the project [47].

Figure 2.13a and Figure 2.13b show the obtained position signal, and the position when is
unwrapped, which means the discontinuous jumps between -180o and 180o are removed.
Since the magnitude of acceleration is lower during the acceleration than the retardation
phase of the test sequence, the machine turns more revolutions when it accelerates. This
is seen explicitly when the position signal is unwrapped (Figure 2.13b): The position grows
bigger than the starting point in the end of the sequence. The unwrapping of the position
facilitates the filtering considerably since it makes it change continuously throughout the
sequence. Figure 2.13c and Figure 2.13d show a local comparison between the measurements
and fitted position, and the position residuals, respectively. The residuals are calculated by
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(a) Position measurements expressed in a
±180 degree frame.

(b) Position measurements expressed as a
continuous quantity.

(c) Position measurements and model
zoomed in.

(d) Position measurements vs. model re-
siduals.

Figure 2.13: Position measurements and filtering.

∆θ = θmeas − θfit (2.47)

The graphical residual analysis is a good tool to spot if the filtering behaves well throughout
the whole sequence. As Figure 2.13d shows, the quasi-instantaneous mean value of the
residuals does not deviate significantly from zero through out the test, and the spline fit
consequently works well. The mean residual value is in this case 0.02 degrees which is a
satisfyingly low value.

Voltage

As stated above, only the fundamental frequencies of the voltages give useful information
for the magnetic model estimation. Nevertheless, due to the converter switching and spatial
preconditions, the phase voltages always contain significant harmonics that must be filtered
away. Firstly, the switching harmonics that the pulse-width modulation gives rise to should
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be removed. However, with the voltage measurement technique that this thesis discusses
(section 2.3.2) the voltage is integrated over one switching period online, and the switching
harmonics therefore disappear automatically. In addition to the PWM noise, the voltage
also contains spatial harmonics due to the geometry of the machine. These harmonics also
exist in the reference signal since the controller tries to follow the induced voltage as much as
possible (to keep the currents as sinusoidal as possible). A preferable approach to filter away
the spatial harmonics of the data is to first transform the voltages to dq quantities without
any filtering. By doing so, the odd harmonics are transferred to the dq voltages (but with
one order down⁴). However, the fundamentals of the dq voltages change approximately
linearly with the angular velocity which makes the filtering much more straight forward
compared to oscillating voltages.

The filtering can be conducted in different ways: One alternative is to assume that the
voltages have a completely linear relationship with the speed. With such an assumption
the dq voltages can be described by linear functions as

uω<0
d = k1 + k2ω (2.48)
uω>0
d = k3 + k4ω (2.49)
uω<0
q = k5 + k6ω (2.50)

uω>0
q = k7 + k8ω (2.51)

These functions can then be used to calculate the linked magnetic fluxes according to (2.10)
and (2.11). Number II in the list of publications present results that are derived in this man-
ner. The assumption that the speed and the voltages have a completely linear relationship
is however not true due to phenomena such as iron losses. Therefore, another attractive
alternative is to use a spline algorithm to approximate the quasi-instantaneous voltage over
the whole measurement interval, similar to the strategy that the preceding section presents
for the rotor position. Figure 2.14 shows measured voltages in the dq coordinates together
with spline fits and the resulting residuals. As seen, the harmonic contents of the voltages
are significant. In particular, there is a very prominent sixth harmonic in the dq refer-
ence frame that likely arises due to winding configurations, saturation phenomena and the
spatial asymmetry in the stator due to the teeth and the slot openings.

⁴This statement is correct if harmonics with a negative phase sequence are considered ”negative”: A fifth
harmonic with a negative phase sequence (i.e. a ”minus” fifth harmonic) becomes a sixth harmonic with a
negative phase after the transformation (i.e. a ”minus” sixth harmonic).
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(a) Unfiltered and filtered d-axis voltage
measurements.

(b) Unfiltered and filtered q-axis voltage
measurements.

(c) Residuals of the d-axis voltage. (d) Residuals of the q-axis voltage.

Figure 2.14: The voltage reference, measurement and the difference between them for
uan.

Comments

This section presents alternatives to process and filter the position and voltage measure-
ment data from a dynamic test sequence. The presented approaches make use of a spline
algorithm that creates polynomial functions for local segmented pieces of the data. How-
ever, the spline algorithm does have some drawbacks: The fitting can add additional noise
such as oscillations in the filtered data, which is mainly due to that the derivative of two in-
tersecting polynomial functions must be the same. However, this does generally not cause
a problem since 1) the derivation uses data over the whole test sequence and 2) the addi-
tional noise is usually insignificant compared to the useful information. Nevertheless, it is
recommend to graphically investigate the filtered position and voltage to make sure that
the eventual oscillations are not significant.

Another point worth mentioning is that a decrease of the controller gains can be favour-
able. The decrease results in more sinusoidal voltages, but also in more harmonics in the
currents, which, out of a operational point of view, can be unfavourable since the iron losses
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increase. However, the iron losses do not affect the outcome of the magnetic model deriv-
ation significantly, and the gains can consequently be adjusted specifically for the testing
procedure to avoid strong harmonics in the voltage.

2.4 Experimental tests

To try out the proposed magnetic model identification method the author, together with
colleagues, prepared a test rig for a thorough evaluation. Appendix A and C present de-
tailed information about the test object and the control and data acquisition hardware and
software of the tests. The following section describes the proposed and implemented setup
of the tests, the procedure of the testing and the final results from the experiments.

2.4.1 Setup

The dynamic sequence for the magnetic model derivation sets the basic requirements of the
test setup: The test object is mounted on a firm foundation, and the shaft of the machine
features a small flywheel to slow down the mechanical dynamics throughout the tests. To
be able to achieve different and approximately uniform temperatures of the test object,
an insulating material wraps the machine completely. As the following section explains,
it is necessary to measure the temperature of the rotor at times during the testing. This is
made possible by a PT100 sensor mounted close to the permanent magnets in the machine.
However, the associated cables of the sensor rotate together with the rotor, and it is therefore
not obvious how to reach them without affecting the setup. To achieve this, a small tube
is mounted on the rotor of the machine. During the tests, the associated cables of the
permanent magnet thermal sensor rotate inside the tube. When the machine stands still,
one can reach the cables to measure the temperature of the rotor. A point worth mentioning
is that the tests also require temperature sensors in the windings of the test object to control
the temperature rise during the testing (the test objects of this work have such sensors
installed). Furthermore, the sensor of the winding together and the sensor of the rotor can
show if the temperature is approximately uniform in the machine. Figure 2.15 shows the
test object of this work when when it is installed according to the proposed setup.

2.4.2 Test procedure

The test procedure starts with heating the stator windings electrically by accelerating and
braking the machine with sufficiently high currents. When the windings have reached a
certain temperature, a speed controller brakes the machine to standstill, whereupon the
temperature sensor of the permanent magnet is connected to a measuring device. When
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Figure 2.15: Test object isolated for tests.

the rotor and the winding have approximately the same temperature, the algorithm per-
forms a complete dynamic test cycle, as described by Figure 2.7. The temperatures in the
windings are monitored all the time during the whole test. Since the majority of the losses
are copper losses (due to a relatively low speed limit in the test sequence), and since the
thermal time constant between the windings and the permanent magnets is very high, the
winding temperature is allowed to increase 5oC throughout the whole test procedure – this
is considered a low enough increase to leave the permanent magnet temperature almost un-
affected within the time frame of a test. When all current combinations have been tested
for the specific temperature, the windings are once again heated electrically until they reach
a new chosen temperature, whereupon the testing restarts. It should be said that, since it
takes a while for the machine to reach quasi-uniform temperature, these tests demand a
lot of time. However, as many of the previous sections mention, the testing goes very fast
when the magnetic model parameters are determined for one temperature.

2.4.3 Results

Figure 2.16 shows the estimation results of the linked magnetic fluxes and the inductances
with a machine temperature of 30oC. Both the apparent and the differential inductances

are shown. However, the differential cross-coupling inductances (L(
isd,i

s
q)

dq differential from (2.17)

and L(
isd,i

s
q)

qd differential from (2.18)) are left out since they become significantly lower than the

self-inductances (L(
isd,i

s
q)

dd differential from (2.15) and L(
isd,i

s
q)

qq differential from (2.16)). The magnetic flux
results are shown with contour plots (Figure 2.16a) that give a quantitative representation
of the results, and surface plots (Figure 2.16b) that present them in a more qualitative way.
The inductances are shown with surface plots (Figure 2.16c). As expected the results show
a significantly higher q- compared to d-axis inductance since the interior permanent mag-
nets, which have a relative permeability of approximately one, are aligned with the d axis. In
an ideal machine the dq-axes inductances are constant and the magnetic flux consequently
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(a) Contour plots of the linked magnetic fluxes.

(b) Surface plots of the linked magnetic fluxes.
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Differential

(c) Surface plots of the inductances.

Figure 2.16: Plots of the linked magnetic flux and inductance as a function of the dq
currents with a machine temperature of 30oC.
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increases linearly with the current. Furthermore, there should be no cross-coupling, and
the q-axis current should therefore not affect the linked magnetic flux in the d axis, and
vice versa. However, due to saturation and flux leakage effects this is not the case. The
q-axis inductance drops significantly when the q-axis current increases since the iron satur-
ates. The drop can also be observed in the d-axis inductance due to cross-saturation of the
magnetic flux, even though the effect is significantly lesser.

Comparison to steady-state measurements

To confirm the validity of the results from the dynamic method, additional tests were per-
formed with a conventional constant-speed approach similar to the one presented in [27].
The constant-speed test procedure starts by connecting the test object to a similar ma-
chine by the rotor shaft. The additional machine keeps the rotational speed approximately
constant regardless of which torque the test object produces. The resistance of one of the
test object’s windings is measured before the tests to assure that the temperature is 30oC,
whereupon different current combinations are evaluated at a constant speed (500 rpm).
In between each current combination, the machine is allowed to rest so that the winding
temperature decreases to its initial value. This assures a constant resistance value in the
beginning of each current combination test. However, since the dynamo of the test setup
is not strong enough to handle high torque transients, the controller of the test object
must ramp up the currents to their reference. Therefore, the winding temperature might
rise enough to affect the results noticeably; this is an important drawback of the constant-
speed estimation approach. After the measurements, the linked magnetic fluxes are derived
by (2.8) and (2.9) using the initial winding resistance value. Figure 2.17 shows the results
of the comparison.

The estimated linked magnetic fluxes from the two methods fit remarkably well except
in deep field-weakening region where the constant-speed tests show a slightly higher flux
linkage in the d axis compared to the dynamic method. The reason for the difference is
difficult to deduce, but a part of it can relate to an eventual underestimation of the stator
resistance that would yield an overestimation of the flux. This is more likely to occur in
high field-weakening operation points since it take longer time for the q-axis current to
reach its reference (the torque increases faster with the q-axis current, which means the
ramping of the current needs to be slower to guarantee the stability between the test object
and the dynamo). Furthermore, the absolute value of the current is higher, which yields a
faster increase of the temperature and consequently also the resistance of the winding. This
explanation holds for the 0.07 [Wb] line in Figure 2.17 since the difference increase also for
the q current, which relates to the linked magnetic flux estimation in d. However, for the
0.05 [Wb] line, the explanation is not sufficient since the offset between the dynamic and
the constant-speed method is approximately constant regardless of the q-axis current. Nev-
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Figure 2.17: Comparison between the dynamic method and the constant-speed
method results.

ertheless, the difference is still small enough to be regarded as negligible out of a validation
point of view.

Influence of temperature

Figure 2.18 shows the results from the magnetic model derivation with machine temperat-
ures of 30oC, 60oC and 90oC. The linked magnetic flux in the d axis drops significantly
with the temperature while the q-axis flux remains fairly constant except in high saturation
where the flux increases with temperature. The drop in the d-axis flux is mostly due to
the temperature’s influence on the magnetic characteristics of the permanent magnets: The
temperature also changes the electromagnetic properties of the electric steel of the core of
the machine slightly, but this influence is low compared to the change of the remanent flux
and the magnetic coercivity of the permanent magnets. The temperature’s influence on the
magnetic model is discussed further in Appendix B that presents the FEM model of the
machine. When the d-axis flux decreases the saturation of the iron due to cross-coupling
effects between the q- and d-axis flux decreases, and the iron in the q axis path consequently
saturates less with the q-axis current.

Figure 2.18b shows a comparison between the results from the measurements and finite-
element method (FEM) simulation results. Appendix B presents the FEM model together
with a discussion about the sensitivity of the simulation results and an explanation to how
the temperature dependence is included in the model. The results fit well considering that
manufacturing tolerances in the machine make it difficult to achieve a perfect fit. The
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(a) Linked magnetic flux for the machine temperatures 30oC, 60oC and 90oC.
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(b) Linked magnetic flux for different temperatures: measurements vs. FEM simula-
tions.

Figure 2.18: Measurements and simulations of the linked magnetic flux for 30oC, 60oC
and 90oC.

only thing that changes in the FEM model with a temperature variation is the estimated
magnetic coercivity characteristics of the permanent magnets. The results indicate that the
change in the magnetic characteristics of the permanent magnets is the dominating factor
for why the magnetic model of the machine varies with temperature.
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Comparison between using voltage measurements and reference signal

This section presents a comparison between the results when the estimated voltage and
the voltage reference from the current controller derive the magnetic model (the current
controller and the generation of the voltage references are described in Appendix C). This is
an important comparison for validation of the possibility to obtain an accurate estimation
of the magnetic model without any voltage measurement equipment. The choice of current
controller affects the results since they depend on how well the current controller’s reference
match the actual inverter voltages. Therefore, the conclusions drawn here are only valid for
the specific current controller that was used throughout this work. Nevertheless, the results
still indicate if it is possible to use voltage references instead of measurements or not. Figure
2.19 shows a comparison between the magnetic model estimation from the reference and
measurements.
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Figure 2.19: Linked magnetic flux, voltage measurement vs. reference.

The results are almost completely consistent and the voltage reference can therefore be used
for the magnetic model parametrisation in in-situ implementations of the method.

2.5 Summary

The main purpose of this chapter is to show how the relationship between the currents and
the linked magnetic fluxes in IPMSMs can be estimated with voltage and rotor-position
measurements from when the machine operates under mechanical transient conditions.
The chapter proves that the relationship can be obtained relatively easily, and with very
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good results, if measurements from both motor and generator operation are used in the es-
timation. The following sections present possible applications of the method and conclude
the chapter.

2.5.1 Possible applications

The magnetic model estimation method of this work can be analysed from two perspectives:
On one hand, the method is capable of performing rapid characterisation of the magnetic
model of a machine. On the other hand, the shaft does not need to be connected mechan-
ically to any dynamo or load during the characterisation. The first perspective shows that
the method suits end-of-line testing well. The test sequence can be designed to take no
more than a minute to perform. Furthermore, in an automated process, tests can be set
up quickly, even if a flywheel must be mounted on the shaft. With such tests, each manu-
factured machine can have an individual magnetic model map that could be used for e.g.
optimal control algorithm designs. Furthermore, such tests also make it straight forward
to control the health of e.g. the permanent magnets in the machines.

The second view point implies that 1) the dynamic method is a good alternative to evaluate
prototype machines in different environments under different conditions (e.g. uniform
temperature in the machine) and 2) that it makes it possible to evaluate already installed
machines, supposing that the drive shaft can be disconnected from the load. As this chapter
shows, the magnetic model can be derived with the temperature as a variable. Such models
can be used to investigate if the permanent magnet flux decreases as expected with temperat-
ure. Furthermore, it is possible to use the models as look-up tables to track the change of the
temperature of the permanent magnets online in a straight forward fashion. As mentioned
above, post-installation testing requires that the shaft can rotate freely. Unfortunately, in
many traction applications the machine cannot be disconnected from the wheels. How-
ever, in a workshop the vehicle can be lifted to release the wheels from the ground. In such
situations, it is straight forward to perform the test, even if they might take relatively long
time to perform due to the moment of inertia and the losses of the drivetrain.

Conclusions

This chapter presents a dynamic test approach that derive the electromagnetic characterist-
ics of PMSMs, and shows how the method can be extended to include the temperature as
a variable. The benefits of the approach include rapid testing times, relatively little neces-
sary equipment and an insignificant increase of the machine temperature during the tests.
Since the evaluated machine stands alone during the evaluation, it is straight forward to
wrap it in insulating materials. This makes it possible to achieve an approximately uni-
form temperature distribution in the machine after electrical heating. As a consequence,
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the magnetic model can be derived for arbitrary temperatures independent of the ambient
temperature. Validation of the results show that the method performs well, and it can be
considered mature enough to be of interest for the industry.
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Chapter 3

Loss Analysis

3.1 Introduction

Estimation and modelling of power losses are fundamental parts of the overall performance
evaluation and characterisation of electrical machines. However, the mechanisms and dis-
tribution of the losses in a machine are very complex, and to derive an accurate picture of
where the losses arise is a difficult undertaking. When the magnetisation of the machine
can be turned off, the indirect method yields a division between the mechanical losses, the
iron losses during open circuit operation and the copper losses [48,49]. However, when the
magnetisation cannot be turned off a separation of speed-dependent losses into different
componenets becomes rather limited and difficult¹. Furthermore, the magnetic flux dens-
ity distribution in the core of the machine contains a lot of harmonics when the machine
works in field-weakening operation and saturation, and to find coherent analytical models
over the whole operating range of a highly dynamic drive is therefore nearly impossible.

With this being said, it is still important to find approximate estimations and models of how
the losses behave under different operation conditions. In recent years, many proposals have
been presented on how to evaluate and model highly dynamic permanently magnetised
machines over a wide operating range; [53] gives a review of many different types of power
loss estimation and modelling methods, but the literature also presents numerous other
approaches. Generally, the power loss models are based on results from conventional input-
output tests (with a dynamo, a power analyser, and a torque sensor [48,49]) or simulations,
and there is relatively little research being published on alternative test approaches especially

¹It is possible to perform tests with the indirect method if the magnetised rotor of the machine is replaced
with one without permanent magnets in the first stage of the testing. This is however a quite demanding and
difficult procedure since the non-magnetised rotor must replicate the initial rotor in terms of mass and bearing
losses very well. Nevertheless, the litterature shows that these types of tests can yield accurate results [50–52].
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dedicated to electrical machines. This chapter presents ways to derive the loss profiles of
IPMSMs with measurements from from dynamic measurements, i.e. with the machine
accelerating and braking rather than running at constant speed. The main goal is to provide
a toolbox to analyse loss results from dynamic measurements and to show how the results
can be used for modelling. The list below gives a brief introduction to the different sections
of the chapter

3.2 Conventional machine testing gives a brief description of established test methods;

3.3 Loss calculation describes different approaches to calculate the losses from measure-
ments;

3.4 Models of losses presents established models of loss phenomena in different parts of
a machine, and describes the modelling approach of this thesis;

3.5 Dynamic tests for loss estimation explains the dynamic test approach for loss estim-
ation and discusses aspects that are important;

3.6 Experimental tests gives a walkthrough of the preconditions and limitations of the
testing, and shows results of the measurements, together with modelling results and
validation;

3.7 Summary discusses the advantages and disadvantages of the method. Furthermore,
suggestions to extensions of validation and possible additions to the test equipment
are presented.

3.2 Conventional machine testing

Traditional machine test methods evaluate machines in both electrical and mechanical
steady-state operation. Four reasons to this are:

1. During steady state operation it is enough to evaluate just a few periods of the fun-
damental frequency in order to obtain accurate results, and the amount of necessary
data can therefore be held within reasonable limits, even though the sampling fre-
quencies and the resolutions of the measurement system’s A/D converters are high.

2. Many industrial machines operate with constant and well-defined torques and speeds.
Therefore, it makes sense to evaluate these specific working points very carefully.

3. It is relatively easy to estimate the uncertainties of the results, which are essential for
e.g. benchmarking.
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4. The majority of the test methods that the standards propose work under these con-
ditions.

The conventional setups generally include a dynamo that counteracts the torque from the
test object, a torque sensor, power electronic drives for the test object and the dynamo, and a
control and data acquisition system, which includes sensors, data communication systems,
gate signal controls, and so forth. Figure 3.1 shows an example of a setup for conventional
tests [48].

Figure 3.1: Typical test setup for classic (converter driven) input-output and indirect
efficiency testing.

Tests with the setup in Figure 3.1 give information about e.g. the magnetic characterist-
ics, the torque performance and the losses of the machine. The litterature generally pro-
poses two methods to derive the losses of electrical machines: the input-output (or direct)
method or the indirect method [48–52]: The input-output method measures electrical (or
mechanical) input power and the mechanical (or electrical) output power and calculates the
difference. This method derives the losses in a straight forward fashion but it does not give
any explicit insight into the origin of the power losses or how they are distributed in the ma-
chine. The second approach, the indirect method, aims to find individual loss components
and add them up. This is a well established method for machines where the magnetisation
can be turned off. The tests typically include no-load tests (with and without a magnetised
rotor if it is possible to turn it off). However, in the case of a radial-flux inner-rotor PMSM
the rotor needs to be replaced with one that does not include permanent magnets when
deriving the mechanical losses.

Figure 3.2 presents another type of setup that is used for efficiency and loss measurements
of electrical machines: the calorimetric method (the drive system, the cabling and the
DAQ/control system are left out of the figure for clarity). The calorimetric test measures the
heat produced by the losses when the machine works under defined operating conditions.
The machine is placed in a thermally insulated compartment (a calorimeter), and a fluid
is inserter into and abstracted from the calorimeter with a controlled flow rate. Once the
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Figure 3.2: Typical test setup for calorimetric measurements.

temperature has reached steady state inside the calorimeter, a calculation of the difference
between the inlet fluid temperature and the outlet fluid temperature yields the heat that the
losses in the machine give rise to (the example in Figure 3.2 uses air as machine cooler, but
it is also possible to use a liquid through a heat exchanger) [54]. The losses can be derived
if the specific heat and density of the coolant is known and approximated to be the same
at the inlet and outlet through

Ploss = CpV̇ ρc∆ζ (3.1)

where Cp is the specific heat, V̇ is the volumetric flow rate, ρc is the coolant density and
∆ζ is temperature difference between the fluid inlet and the fluid outlet of the calorimeter.

Another variant of the calorimetric test replicates the temperature difference that the ma-
chine losses give rise to with a heating resistance, where the ohmic losses can be calculated
accurately. Firstly, the machine is placed inside the calorimeter where it operates until the
outlet fluid temperature reaches steady-state. Secondly, the machine stops to operate, and
a resistance in the calorimeter is excited with a sufficient current so that the outlet fluid
reaches the same steady-state temperature as for when the machine operated. Since the
resistance and the current of the heater can be measured relatively easily and accurately,
the power loss of the machine can be estimated. This method does not require knowledge
of the specific heat and the density of the coolant, and it removes the uncertainty that the
approximation that the properties of the coolant are the same in the inlet and the outlet
gives rise to. However, the heater should preferably be placed in a fashion that replicates
the placement and spatial features of the machine as much as possible. Ideally, the heater
should be distributed on top of the machine [55]. The calorimetric method significantly de-
creases the uncertainty of the loss/efficiency measurements compared to the input-output
method [7]. The main drawbacks of the calorimetric tests are the time for the installation
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of the machine, and the long execution time of the tests. The inside of the calorimeter
including the test object needs to reach thermal equilibrium before the tests. This can take
several hours. If the machine operates over a wide speed and torque range as a traction
machine does, the setup must be in thermal equilibrium for each operation point (each
combination of torque and speed). This leads to extremely long testing times if the whole
operation range of the machines should be evaluated.

3.3 Power loss calculation

The most straight forward approach that estimates the power losses in electrical machines
calculates the difference between the electrical and the mechanical power. The instantan-
eous voltages and currents in the stator windings give the electrical power while the mech-
anical torque and the mechanical angular velocity give the mechanical power according
to:

Pe = uaia + ubib + ucic (3.2)
Pm = Tmωm (3.3)

where ua,b,c are the phase voltages, ia,b,c the phase currents, Tm and wm the mechanical
torque and angular velocity, respectively, and Pe and Pm are the electrical and mechanical
power. Normally, the conventional test approaches evaluate the machines when they rotate
with constant speed (as described in the previous section). A sensor installed on the shaft
in between the test object and the load machine measures the torque and the speed, and
consequently also the mechanical power according to the expression above. However, when
the machines operate during unloaded and dynamic conditions, the acceleration and the
moment of inertia of the rotating mass yield Tm, and consequently also the mechanical
power as

Tm = J
dωm
dt

→ Pm = J
dωm
dt

ωm (3.4)

where J is the moment of inertia. Therefore, it is theoretically straight forward to estimate
the losses of a machine during unloaded and dynamic operation if the moment of inertia
is known, and the shaft speed, the currents, and the voltages are measured. Unfortunately
it is challenging to measure all of the needed parameters accurately and to process and
synchronise the measured data after the acquisition. Furthermore, estimations of the un-
certainty of the measured data is complicated. Due to these reasons, little research looks
into dynamic test methods for loss estimation. Nevertheless, this work does not focus on
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accuracy but aims to give an approximate assessment of the losses, where the results can
be used for thermal modelling and prediction of heat dissipation. With this focus, the
dynamic approach provides an interesting alternative to the conventional test methods.

If the machine is controlled to maintain the same dq-axes currents in both motor and gen-
erator operation, the losses are approximately the same if the magnitude of the angular
velocity is the same (the motor and generator operations are achieved by rotating the ro-
tor in different directions). The copper losses do not change and the flux characteristics
remain alike. As a consequence, the average of the loss estimations from the motor and
the generator operation gives a good approximation of the losses. The averaging makes
the calculations more robust to miscalculations of the powers. For example, if the calcula-
tions overestimate the mechanical power, which can be happen if the estimated moment
of inertia value is too high, the loss calculations become too high in generator operation
but too low in motor operation, and the averaging results in an approximately correct loss
estimation. The losses are formulated mathematically as

P̂loss,mg =
|Pe − Pm|motor + |Pe − Pm|generator

2
(3.5)

where the subscript loss,mg stands for loss calculation with measurements from motor
and generator operation.

Another approach, which estimates the speed-dependent losses of the machine, analyses
the difference between the electromagnetic and the mechanical torque. As described in the
previous chapter the electromagnetic torque is given by (2.19). Substituting the fluxes in
(2.19) with the expressions form (2.8) and (2.9) the electromagnetic torque can be estimated
with the measured voltages and currents, the electrical angular frequency and the stator
resistance

T̂e = npp

(
uq −Rsi

s
q

ω
isq +

Rsi
s
d − ud
ω

isd

)
(3.6)

where npp is the number of pole pairs in the machine, ud and uq are the dq voltages, Rs
the stator resistance, ω the electrical angular velocity and isd and isq are the dq-axes stator
currents. The difference between the electromagnetic (3.6) and the mechanical torque (3.48)
gives an estimation of the loss torque

T̂loss = |T̂e − Tm| (3.7)

A multiplication between the estimated loss torque and the mechanical angular velocity
yields an estimation of the speed-dependent power losses
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P̂loss,sd = T̂lossωm (3.8)

As mentioned above, (3.8) only estimates the speed-dependent losses (hence the subscript
loss, sd), and consequently excludes the speed-independent resistive losses in the stator
windings. It should also be pointed out that since the estimation of T̂e depends on the
stator resistance, the temperature must be monitored throughout the tests due to its influ-
ence of the conductivity of the electrical conductors. Furthermore, the estimation assumes
that the linked magnetic flux linkage is independent of the frequency, which is not true
due to e.g. iron losses. Consequently, the estimation of T̂e must be seen as quite an un-
certain approximation. Regardless, T̂loss makes it possible to graphically analyse the losses
qualitatively in a way that P̂loss,mg does not provide (at least not as explicitly as T̂loss).
Furthermore, a comparison between P̂loss,sd and P̂loss,mg gives a good indication indica-
tion of whether the estimations are valid or not. Therefore, both loss estimation approaches
help with analyses of the power loss characteristics of the machines.

To facilitate the notation of the modelling of the losses that section 3.4 presents, we assume
that

Ploss ≈ P̂loss,mg (3.9)

and

Tloss ≈ T̂loss (3.10)

Consequently, the next coming section models Ploss and Tloss instead of P̂loss,mg and
T̂loss.

3.4 Power loss models

3.4.1 Established power loss models

If one is to analyse and model power losses in electrical machines it is important to under-
stand where the losses occur and why. This section presents an overview of the main loss
components in electrical machines and how they behave according to theory. In particular,
the section focuses on the relationships between the power losses and the current and the
frequency since these are the parameters that the models of this thesis are based upon.
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Power losses in the iron core

Even though many papers present models that divide iron losses into separate parts that can
be interpreted as different loss phenomena, more strict literature on applied physics con-
clude that all electromagnetic losses in ferromagnetic materials consist of energy dissipation
due to eddy currents generated from magnetic domain wall movement [56]. Modelling of
this loss phenomenon has attracted enormous amount of research (and still does). Never-
theless, this section only includes the aforementioned model approaches that separate the
losses into different components; the separation approach is most relevant for this thesis
since it shows explicitly how the losses approximately relate to the current and the fre-
quency. In addition, the temperature’s influence on the losses is also discussed due to its
relevance in this context. However, it should be mentioned that the loss separation ap-
proach often is trumped by other loss models – like hysteresis models (e.g. the Preisach
models, which should not to be confused with the hysteresis part of the loss seperation
models), or empirical models based on the early work by Steinmetz – in terms of accur-
acy [57, 58].

The interaction between the eddy currents on a microscopic level is complicated to model,
and since the energy dissipation (or energy loss per magnetisation cycle) starts already at
seemingly zero frequency, it makes sense out of a model point of view to include a constant
term when modelling the energy loss in ferromagnetic materials under magnetisation (this
loss part is often called the static losses, or the work required for remagnetisation, in the
literature). This transfers into power losses that are linearly dependent on the frequency.
These losses also have a relationship to the peak of the magnetic flux density (Bp); a famous
publication by Steinmetz concludes that the losses relates to B1.6

p while later publications,
e.g. by Pry and Bean, preferB2

p [59,60]. The static energy loss is generally called hysteresis
loss in terms of power and is included in the majority of all iron loss models that work
with loss separation in the frequency domain. Mathematically, the hysteresis loss can be
formulated as

Ph = khfB
αh
p (3.11)

where kh and αh are material and geometry dependent constants and f is the frequency.

On a macroscopic level, the eddy current losses can be understood through Faraday’s law
of induction that relates the induced voltage to the derivative of the magnetic flux. Since
the amplitude of the induced voltage relates linearly to the frequency and amplitude of the
varying magnetic flux, the power losses due to the induced voltage that creates the eddy
currents relate to the frequency and peak magnetic flux density squared (voltage squared
divided by resistance yields the electrical power). This loss component is generally denoted
the classical loss, or simply the eddy current loss and can, just like the hysteresis loss, be
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found in most existing iron loss models. Mathematically, the classical loss is given by

Pc = kcf
2B2

p (3.12)

where the constant kc relates to the geometry and resistivity of the material.

For some applications, the simplified energy loss per magnetisation cycle model that only
contains a static component and a dynamic component that relates linearly to the frequency
is not sufficient. Considering that the eddy currents that the magnetic wall moment gener-
ates interact with each other on a microscopic scale, it stands to reason that the losses have
a more complex relationship to frequency than the hysteresis and classical models present.
Losses that do not fit into either the hysteresis or the classic model are generally grouped
together and are called the anomalous or simply the excess losses. Studies by Bertotti [61]
show, and explain why, these losses can be modelled as a function of the square root of the
frequency in terms of energy per cycle. The excess power losses are formulated as

Pe = kef
1.5B1.5

p (3.13)

where ke relates to the intricate magnetic and electrical properties of the material.

The temperature influences the conductivity of iron, and therefore also the iron losses.
Since the conductivites of soft magnetic materials generally decrease when the temperat-
ure rises, the induced eddy currents, and hence the losses, decrease. The change of losses
depends heavily on the rate of induction, where a higher Bp yields a greater difference in
losses. Publications [62–64] show a slight linear decrease of losses in the temperature region
of interest for silicon iron magnetic steels. However, the temperature has a much more sig-
nificant impact on the losses in other soft magnetic materials [65]. Another point worth
noticing is that if the temperature of the permanent magnets in the machine increases, the
remanent flux density and the absolute value of the coercive field strength decrease as well.
This leads to a lower peak magnetic flux density in the machine, which in turn results in
lower losses (but also lower torque).

Power losses in the electrical conductors

This section treats the power losses in copper conductors in machine windings, but the
same models that are presented here work for other winding materials as well. These losses
can be divided up into a part that is due to the DC resistance of the winding, and an AC
loss part that eddy currents give rise to. The electrical power loss density due to the DC
resistance is formulated as
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pDC =
(Jrms)

2

σCu
(3.14)

where σCu is the conductivity of copper, and Jrms is the root mean square value of the
current density [66]. For a specific current in a well-defined circular winding, the power
losses can be written as

PDC =
l

r2π

i2rms
σCu

= RDCi
2
rms (3.15)

where l is the length, r is the radius of the conductor, irms is the root-mean-square current
and RDC is the DC resistance of the conductor. If the dq-axes currents are derived with a
power invariant transform, (3.15) can be rewritten to

PDC = RDC

√
is2d + is2q (3.16)

The eddy-current part of the copper losses is considerably more complicated to express and
quantify accurately compared to the DC resistance part. The increased losses due to eddy
currents can be divided into two major parts: The losses due to the skin effect and the
proximity losses [67]. The skin effect arises due to the eddy currents inside the conductor
in which the current flows. If the current in the conductor changes, eddy currents arise due
to the induced magnetic field. These currents oppose the main current in the middle of the
conductor, but enforce it in the outer periphery. Therefore, the net current remains, but
the cross-sectional area of the conductor that conducts current decreases. As a consequence,
the resistance of the winding increases, and therefore also the losses. The proximity losses
arise from eddy currents that are induced by an external magnetising field. The field typ-
ically comes from parallel conductors in the windings or from the magnetising permanent
magnets.

It is complicated to find accurate analytical expressions for the eddy-current losses due to
their complex relationship with frequency. However, the components can be estimated
separately and added together according to superposition [68]. Both components depend
on the ”skin depth” that, in circular conductors, is approximately given by

δ =

√
2

σCuωµ0µCu
(3.17)

where ω is the angular frequency of the current and µ0 and µCu is the magnetic permeability
of free space and copper, respectively. The skin effect and proximity losses can be calculated

62



accurately with quite complicated equations that make use of the Bessel function of the first
kind [69]. However, if the ratio between the radius r of a strand in the conductor and the
skin depth is low, the additional power dissipation can be approximated by considerably
simpler equations. Supposing r/δ < 2.2, the additional resistance due to skin effect can
be approximated by [70]

Rskin = RDC
1

48

(r
δ

)4
(3.18)

Supposing the skin effect due to the external field is negligible, the proximity effect is ap-
proximately given by

Pprox =
πlr4B2

pω
2σCu

768
(3.19)

where Bp is the peak value of the external magnetic flux density that passes the wind-
ing [71, 72]. These equations hold if the frequency and the radius of the conductor are
relatively small; if not, the expressions overestimate the losses significantly. It should also
be mentioned that the windings in low voltage, medium power electrical machines often
are distributed quite randomly in the stator slots, which makes it challenging to foresee the
external B field that crosses the individual conductors. Therefore, accurate estimations of
the proximity losses generally demand time consuming simulations or measurements [73].
In addition, the aforementioned equations hold for circular strands, and e.g. rectangular
conductors demand different equations.

Figure 3.3 shows calculations of the relative increase in resistance due to the skin effect, also
called the skin-effect coefficient, which are derived by

kskin =
Rskin +RDC

RDC
(3.20)

Furthermore, the figure shows the proximity losses, calculated with (3.19), compared to
more accurate calculations with equations from [69], over a large frequency spectra. A
strand diameter of 2 mm, which is large for typical machines with a conventional wind-
ing scheme [74], is considered (the difference between the calculation approaches decreases
significantly with a smaller diameter). Figure 3.3a shows the increase of resistance due to
the skin effect, and Figure 3.3b shows the normalised proximity loss. Whether the approx-
imation holds or not is dependent on the machine design, but for general state-of-the art
machines designed for traction, the winding losses can be said to be dependent on the
square of the fundamental frequency. It should be emphasised once again that this only
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(a) Resistance change due to skin ef-
fect.
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(b) Normalised proximity losses.

Figure 3.3: Comparison between accurate and simplified calculations of the skin effect
and proximity losses.

holds for conventional circular windings. for different approaches such as non-circular hair
pin windings a specific analysis should be made for each design.

Since the electrical conductivity of copper (and other conducting materials) depends on
temperature, so do the resistive losses. The change of the electrical conductivity of copper
with temperature is generally expressed as

σCu =
σCu0

[1 + αCu (ζ − ζ0)]
(3.21)

where αCu is the temperature coefficient of copper, which is approximately 0.004 1/K in
the relevant temperature range [75], σCu0 is the electrical conductivity of copper at zero
degrees Celcius, ζ is the temperature and ζ0 is zero if the temperature is given in Celcius
or 273 degrees if the temperature is given in Kelvin. This means the DC resistance, and
hence the losses due to it, increase linearly with temperature. The eddy-current losses have
a more complicated relationship with the temperature since the proximity effect in (3.19)
decreases when the conductivity drops. Due to the complicated relationship, [76] sug-
gests an empirical approach to find the relationship between the AC and DC losses in the
windings. Whether this is necessary, or if (3.18) and (3.19) are sufficient to estimate the
temperature dependence for round wires with a low r/δ ratio is out the scope for this work
to investigate.
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Power losses due to mechanical phenomena

The two major parts of mechanical losses in radial flux electrical machines with an inner
rotor are friction losses in the bearings and windage losses in the airgap. The bearing manu-
facturer SKF provides generous information on how to estimate the friction torque in bear-
ings [77]. Furthermore, an online tool for calculations of the bearing friction torque can
be found in [78]. SKF suggests a division of the torque in four main components: rolling
friction, sliding friction, friction due to the sealing of the bearing and oil drag friction. The
bearings of test objects of this work are equipped with non-contact seals. Consequently,
the rotating and stationary part of the bearings are not in contact with each other, and the
losses in the seals are therefore negligible [79]. Furthermore, the bearings are lubricated
with grease and the oil drag losses are therefore zero. The rolling friction torque is given by

Trr = ΦishΦrsGrr(νgn)
0.6 (3.22)

where νg is the viscosity of the grease and n is the rotational speed. The factors Φish and
Φrs are the inlet shear heating reduction factor and the kinematic replenishment/starvation
reduction factor, respectively. Both factors are geometry-dependent, empirical and decrease
with the speed and the viscosity of the grease. The reduction factors have a significant
impact on the friction torque at low bearing temperatures since the viscosity of the grease is
high, but affect the torque less when the temperature increases. The parameterGrr depends
on the type, geometry, and the radial and axial load of the bearing.

The sliding friction torque is given by

Tsl = Gslµsl (3.23)

where µsl is the sliding friction coefficient and Gsl is a parameter that depends on the
bearing type, the geometry, and the radial and axial load. The sliding friction coefficient
depends on the lubrication and is given by

µsl = (Φblµbl + (1− Φbl)µEHL) (3.24)

where Φbl is the weighting factor for the sliding coefficient, µbl is 0.15 when the machines
stands still and 0.12 when it rotates, and µEHL is the sliding coefficient in full-film condi-
tions which is significantly lower than µbl. The factor Φbl decreases with the speed and the
viscosity of the grease. Consequently, µsl, and therefore also the sliding friction torque,
is higher in low speeds than in high. Furthermore, a higher temperature of the bearing,
which lowers the viscosity of the grease, results in a greater sliding friction coefficient over
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a longer speed span. When the radial load is fairly low the rolling friction dominates the
sliding friction over the whole speed range. However, when the load gets close to 1 kN and
the temperature is high, the sliding friction constitutes the greatest part of total bearing
friction at low speeds since Gsl increases faster with the radial load compared to Grr. All
the empirical equations to derive the factors in (3.22) and (3.23) for various types and sizes
of bearing types can be found in [77].

SKF online tool for the bearing calculation uses the aforementioned equations to calculate
the friction torque of the bearings. Figure 3.4 shows the friction torque calculated with
the online tool for the bearing “SKF 6208” that is mounted in one of the tested machines
(Figure 3.4a) and retardation test results as a function of different temperatures (Figure
3.4b)².

(a) Estimation of friction torque in a
bearing.

(b) retardation tests at different tem-
peratures.

Figure 3.4: Bearing friction torque analysis.

The calculations assume zero axial load, an operating temperature varying between 30 and
70oC, and a radial load that varies between 0.2 kN (around 20 kg of mass) and 1 kN (around
100 kg of mass). Furthermore, the grease viscosity of the calculations is set to 96 mm2/s
at 40oC and 10.5 mm2/s at 100oC (SKF LGHP 2 grease specifications). The effect of the
reduction coefficients in (3.22) is seen clearly when the temperature of the bearing is 30oC:
the torque increases fast due to the high viscosity of the grease, but drops fast after the speed
reaches a value where the reduction coefficients become significant. When the load is 1 kN
and the temperature is 70oC the torque is high at low speeds due to the sliding friction
torque. However, when the speed increases the rolling friction is the dominating part of
the total bearing friction torque.

As Figure 3.4 shows, the bearing friction torque has a very non-linear relationship with the
speed, load and temperature, and is therefore difficult to separate from the other speed-

²The retardation test procedure is described in section 3.5.2

66



dependent loss torque components after testing. The retardation tests show that the tem-
perature has a significant impact on the shaft torque (Figure 3.4b), and the trend is more
or less in line with the expectations from the calculations (Figure 3.4a), even though the
difference between the different temperatures is significantly larger in the results from the
measurements. However, it should be pointed out that a large part of the retardation torque
is due to iron losses that decrease with temperature as well. Since the relationships between
the temperatures and the losses in both the bearings and the iron are complex, it is difficult
to deduce which component that changes the most. In either case, the decrease of losses is
consistent with the theory for both categories of loss phenomena.

The windage losses of an inner rotor radial flux machine can be estimated by considering
the rotor and stator as two perfect cylinders in close proximity where the inner (the rotor)
rotate in relation to the outer (the stator). This creates a so called Couette flow where viscous
effects dominate and the inertial effects become negligible [80]. Considering a completely
circumferential flow, the torque due to the Couette flow can be estimated by

Twind = 4πvAirωm
r2ror

2
si

r2si − r2ro
(3.25)

where vAir is the viscosity of air (which changes with temperature); ωm is the angular speed
of the rotor; and rro and rsi are the outer radius of the rotor, and the radius of the in-
ner boundary of the stator, respectively. The equation above suggests a linear relationship
between the windage torque and the mechanical angular velocity, and thus a power loss
that depends on the angular velocity squared. However, after the rotor reaches a critical
speed, so called Taylor vortexes appear in the air gap. A detailed analysis and description of
this phenomenom is out of the scope of this thesis, but a good qualitative and quantitative
explanation can be found in [80]. The critical angular speed when the air-gap width is
negligible compared to the rotor radius is given by

ωc = 41.19
vAir

ρAir(rsi − rro)1.5
√

rro+rsi
2

(3.26)

where ρAir is the density of air. After this angular speed is reached, the relationship between
the windage torque and the angular speed becomes non-linear and hard to estimate. Fur-
thermore, other flow regimes can occur after the first transition to Taylor vortex flows.
These regimes further change the torque profile, and to do an accurate analytical estim-
ation of the windage losses therefore becomes difficult. According to (3.26), the critical
speeds for the two machines this work analyses become
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nc,m1 = 1183 [rpm]
nc,m2 = 2115 [rpm]

Since these speeds are well within the operating range of the machine, the windage loss is
difficult to predict. Furthermore, the irregularities in the stator due to the slot openings
make the flow profile, and hence the torque due to windage, even more complex to foresee.

It should be mentioned that many publications suggest another equation for estimation of
the windage torque

Twind =
ρAirπω

2
mr

4Cmc
2

(3.27)

where Cmc is the moment coefficient and r is the radious [81–83]. Whether (3.27) holds
or not depends on Cmc. However, the calculations of [81–83] use a formula found in [84],
which relates the moment coefficient to turbulent flows rather than flow domains as de-
scribed in [80].

Power losses in the permanent magnets

Since permanent magnet materials are electrically conductive, eddy currents arise if magnets
are subjected to a varying external magnetic field. In machines, this typically happens due
to time harmonics (mostly due to the current ripple from the switching converter) and/or
space harmonics (due to slotting effects and winding distribution). Generally, the losses
in the magnets in IPMSMs with distributed winding schemes and sinusoidal modulations
are quite small compared to the other speed-dependent loss components [85]. However,
these losses may still have an important impact on the performance of the machine since 1)
the rotor is rarely actively cooled, which means that the rate of heat transfer from the rotor
to the stator and the surroundings is quite small, and 2) the skin effect yields highly con-
centrated losses. Considering this, the losses may lead to high enough local temperatures
to irreversibly damage the magnets. With very short axial magnets, the loss density in the
frequency domain can be quantified by

Ploss,mag =
σpml

2
mω

2B2
p

24
(3.28)

where σpm is the conductivity of the permanent magnet material, lm is the axial length
of the magnet, and ω and Bp are the electrical angular velocity and the top value of the
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external magnetic flux density, respectively [86]. However, in many cases the permanent
magnets in machines are not laminated to the point that the aforementioned assumption
holds. Therefore, the reaction field that the eddy currents in the permanent magnets give
rise to must be taken into account for a more general solution to estimate the PM losses. To
do this, an appropriate approximation assumes that the magnet is a rectangular conductive
plate, and that the external magnetic field faces the plate perpecicular to its surface [87]. A
change in the magnitude of the field gives rise to a current that circulate around the direction
of the field vector. However, these currents give rise to a magnetic field that opposes the
external source field. Therefore, the circulating currents in the plate are a function of both
the external and the opposing field. A mathematical derivation of an expression for this
includes Ampere’s law, Faraday’s law of induction, Helmholtz equations and Fourier series
expansion and can be found in [86, 87]. A small modification of the method that includes
the air gap in the loss estimation has proven relatively accurate for estimation of permanent
magnet losses in IPMSMs [88, 89]. The equation is given by

Ploss,mag = abd
(ge
d

) 32σpmω
2B2

p

4π

∞∑
n=1

∞∑
m=1

fn(n,m)

fd(n,m)
(3.29)

where a, b and d are the length, width and depth of the magnet, respectively; ge is the
effective air gap that is defined as the magnet depth plus the length of the physical air
gap; σpm is the conductivity of the PM material; and ω and Bp are the angular frequency
and the magnitude of the external flux density, respectively. The numerator fn(n,m) and
denominator fd(n,m) of (3.29) are given by

fn(n,m) =

(
1

a(2n− 1)

)2

+

(
1

b(2m− 1)

)2

(3.30)

fd(n,m) = π4

((ge
d

)((2n− 1)

b

)2

+
(ge
d

)((2m− 1)

a

)2
)2

+ ωµ0σpm

(3.31)

whereωµ0σpm represents the reactive field from the eddy currents in the permanent magnet.
To visualise how the losses evolve with frequency according to (3.29), Figure 3.5 shows
estimations of permanent magnet losses when varying the PM width and the segmentation
of the magnets. The dimensions of the simulated magnet is 1 cm width, 10 cm axial length
and 3 mm radial depth. Furthermore, the peak value of the external field is 0.01 T and the
conductivity of the magnet is 6.7C · 105 S/m (0.01 T is an arbitrary value chosen to give
an example of the losses, while the conductivity of the magnet is found in [23]). Both the
change in width and the segmentation change the losses’ relationship with the frequency
(even if it is more prominent when the width increases). The field reaction of the permanent
magnet is very visible when the width is 2 cm (Figure 3.5a), and it is clear that the reaction’s
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(a) Calculated losses in permanent
magnets with different magnet
width.

(b) Estimated losses in axially segmen-
ted permanent magnets.

Figure 3.5: Calculated permanent magnet losses for arbitrary magnets; the dimen-
sions are described in the text.

influence of the losses is highly nonlinear and difficult to predict without calculations from
e.g. (3.31).

Even though (3.29) yields a sound estimation of PM losses when the external field is si-
nusoidal and perpendicular to the surface of the magnet, the highly non-sinusoidal profile
of the flux harmonics in the rotor of an IPMSM makes it challenging to estimate the per-
manent magnet losses accurately without FEM simulations. Studies show that in the case
of machines where the permanent magnets are embedded in the rotor, time harmonics
are the dominating cause of power losses in the permanent magnets [90]. However, this
clearly depends on the number of slots per pole, winding distribution and current control
strategies of the machines [85]. Furthermore, the placement of the magnets within the ro-
tor also has an effect on the losses. As a conclusion, it is complicated to derive a direct
connection between both the frequency and the magnitude of the currents and the losses
in the permanent magnets. Consequently, this work does not attempt to distinguish the
PM power losses form the total frequency-dependent power losses when the loss profiles of
the machines are analysed.

Conclusions

The following main conclusions regarding the relationship between the power losses and
the currents and the frequency can be drawn from the foregoing sections:

• The relationship between the frequency and the losses is very complicated. However,
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the losses can be approximated to have a part that relates linearly to the frequency,
consisting mainly of hysteresis losses and to a certain extent friction losses in the bear-
ings. In addition, there is a part that relates to the square of the frequency consisting
of macroscopic eddy currents in the iron, the windings and the permanent magnets,
and to a certain extent windage losses. As described in the previous sections, these
are crude estimations since the losses’ relationship to the frequency changes a lot de-
pending on dimensions, temperature, degradation and other factors. However, the
simplification holds surprisingly well for the speed range that the following sections
evaluate.

• The stator currents affect both the copper, the iron, and the permanent magnet losses.
The microscopic eddy-current power losses in the iron (i.e. the hysteresis losses) tend
to relate linearly to the frequency, while the rest of these losses relate to the square
of the current, except in deep saturation, where the permeability of the iron, and
hence the stator current’s relationship to the magnetic flux density in the machine,
change. Due to the spatial magnetic asymmetry of the stator (because of the slots
and teeth) and the ripple of the current, the magnetic flux density in the machine
tend to be nonsinusoidal, and it is therefore difficult to quantify the losses without
FEM simulations. However, the losses due to the DC resistance and skin effect in
the windings always relate to the square of the current, and since the DC resistance
constitutes a large part of the losses in the machine in most operating points, the
relationship is prominent in its loss profile (the following results section shows this
explicitly).

3.4.2 Power loss models of this work

One of the purposes of this chapter is to find loss models that can be used for thermal
modelling of machines. The models should estimate the losses using the same parameters
the control system uses, i.e. the dq-axes currents and the frequency. One dynamic test
sequence evaluates the losses for one specific current combination and the whole available
speed range. Therefore, the first natural step in the modelling procedure is to find individual
models that estimate the losses as functions solely of the frequency for each specific current
combination. The second step combines these individual models to a holistic model that
represents the loss behaviour of the whole operating range of the machine. Of course,
as discussed earlier, the phenomena that govern the losses in electrical machines are very
complex, and it is nearly impossible to find a model that takes all of them into account
accurately. However, one can achieve an approximate model through the aforementioned
steps with good results.
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First step: models as functions of the speed

A loss model as a function of the speed (and consequently the angular velocity and the
frequency) for one specific current combination can be created based on the loss torque
estimations Tloss from (3.10) or on the power loss estimations Ploss from (3.9), depending
on its purpose and the measurement data. The loss torque models provide good insights
into the speed-dependent loss behaviour of the test objects. Considering the conclusions
of section 3.4.1, the loss torque for one current combination can be modelled with a first
order polynomial as a function of the magnitude of the angular velocity

T̂loss = k̂l + k̂q |ω| (3.32)

where k̂l and k̂q change depending on the currents. The first coefficient, k̂l, approximates
the loss torque that does not change with the angular velocity. Consequently, it quantifies
the losses that increase linearly with speed. Therefore, the subscript of the coefficient is l,
which stands for linear, even though the coefficient stands alone in (3.32). The value of
k̂l depends mainly on the hysteresis losses in the core of the machine, but it also relates
to e.g. standstill friction torque of the bearings. The second coefficient, k̂q, quantifies
the loss torque that increases with the angular velocity, and consequently the losses that
increase with the square of the angular velocity. It has the subscript q, which stands for
quadratic due to its relationship with the losses. The coefficient k̂q depends mainly on the
macroscopic eddy-current losses in the iron core, but also on the eddy-current losses in the
windings and the permanent magnets and on additional mechanical loss phenomena. The
least-square method provides a straight forward solution to derive the model coefficients
of (3.32). A finite number of torque observations and regressors are obtained for each dq
current combination

Tloss,N =

 Tloss,1
...

Tloss,N

 ,ΦN =

1 |ω1|
...

...
1 |ωN |


where all the observations in the Tloss,N array are derived with (3.10). A least-square estim-
ation gives k̂l and k̂q as [91]

(
k̂l
k̂q

)
=
(
ΦTNΦN

)−1
ΦTNTloss,N (3.33)
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Figure 3.6 shows typical examples of loss torque estimations form (3.10) together with the
models from (3.32) for two dq-axes current combinations (remember that the coefficients in
(3.32) differ for each current combination). It is straight forward to qualitatively estimate if
the loss torque agrees with the proposed model from (3.32) by analysing the results graphic-
ally. If the loss torque estimation results show a very nonlinear relationship with the speed,
one can suspect that either 1) there are errors in the measurements or 2) the estimations
of the electromagnetic torques are insufficient. The graphical analysis also gives an explicit
indication to if the estimations are too noisy to result in satisfying models. This happens
when the magnitude of acceleration becomes high, generally due to a high resulting torque
from the tested current combination and/or a low moment of inertia of the rotating parts
of the machine. Figure 3.6b shows a typical example of loss torque estimations that are too
noisy for modelling purposes.

(a) Clean estimations fit for modelling. (b) Noisy estimations unfit for model-
ling.

Figure 3.6: Loss torque estimations and model example.

In addition to the loss torque estimations from (3.10), Ploss from (3.9) can be used as a base
for modelling of the losses as well. The Ploss estimations are generally more resilient to
noise than loss torque estimations, and the Ploss model approach is therefore advantageous
if the tests are performed under high mechanical dynamics (however, the dynamics still
must be fairly slow to yield good results). Furthermore, the Ploss estimations include the
standstill losses, consisting mainly of losses due to the DC resistance in the copper winding.
Consequently, the total losses can be modelled directly from the estimations, in contrast
to (3.32) that only gives information about the losses that depend on the speed. However,
compared to the Tloss estimations, Ploss results do not give the same possibility to explicitly
analyse the speed-dependent loss behaviour of the machine graphically. According to the
conclusions of section 3.4.1, the Ploss estimations can be modelled fairly accurately with a
second degree polynomial
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P̂loss = k̂ss + k̂l |ω|+ k̂qω
2 (3.34)

where the coefficient k̂ss quantifies the speed-independent losses, which consist mostly
of ohmic losses in the stator windings but also of e.g. time harmonics due to the current
ripple. The other two coefficients, k̂l and k̂q, scale the estimations of the losses that increase
linearly and quadratically with the speed, respectively, as in (3.32). An observation array and
a regressor matrix are formulated as

Ploss,N =

 Ploss,1
...

Ploss,N

 ,ΦN =

1 |ω1| ω2
1

...
...

...
1 |ωN | ω2

N


whereupon the coefficients in (3.34) are derived by least-square minimisation

k̂ssk̂l
k̂q

 =
(
ΦTNΦN

)−1
ΦTNPloss,N (3.35)

A comparison between the coefficients from the model based on Ploss (3.34) and the coef-
ficients from the model based on Tloss (3.33) is a good approach to analyse the validity of
the models. Similar k̂l and k̂q in both models point toward good consistency of the results.
It should be emphasised that (3.35) holds for one specific arbitrary dq-axes current combin-
ation. Consequently, the equation models the frequency dependence of the losses for one
specific loading point.

Second step: models as functions of the currents

The second step of the modelling process aims to find appropriate models for the coeffi-
cients k̂ss, k̂l and k̂q from (3.33) and (3.35) as functions of the d- and q-axis currents. This
makes it possible to estimate the loss torque and the power losses as functions of both the
angular velocity and the currents. To derive models for the coefficients, the polynomials
from the first modelling step, (3.32) and (3.34), are firstly assumed to give the true loss
torque/power losses for each current combination. Furthermore, the coefficients are as-
sumed to be functions of the currents only. Following this, the assumed “true” loss torque
and power losses can be formulated as

Tloss = k
(isd,i

s
q)

l + k
(isd,i

s
q)

q |ω| (3.36)
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and
Ploss = k

(isd,i
s
q)

ss + k
(isd,i

s
q)

l |ω|+ k
(isd,i

s
q)

q ω2 (3.37)

The list below presents the equations that are used to model the coefficients.

k
(isd,i

s
q)

ss The first coefficient, which represent speed-independent losses, is modelled as

k̂
(isd,i

s
q)

ss = R̂eq
(
is2d + is2q

)
(3.38)

where R̂eq is an unknown coefficient. Notice that k̂ss has the unit Watt. There-
fore, R̂eq becomes an equivalent resistance with the unit Ω. The model is designed
as (3.38) since the losses from RDC , (3.15), dominate the speed-independent losses.
Consequently, R̂eq has a similar value to Rs in most machines if the dq currents are
obtained with a power-invariant transformation. When estimating R̂eq, the obser-
vations are the estimated k̂ss from (3.34) for different currents, and the observation
array and the regressor array for the least-square minimisation therefore become

k
(isd,i

s
q)

ss,N =

 k̂ss,1
...

k̂ss,N

 ,ΦN =

 is2d,1 + is2q,1
...

is2d,N + is2q,N


The equivalent resistance is estimated by least-square minimisation according to

R̂eq =
(
ΦTNΦN

)−1
ΦTNk

(isd,i
s
q)

ss,N (3.39)

k
(isd,i

s
q)

l Due to the highly non-linear behaviour of the microscopic eddy currents and the
complicated characteristics of the mechanical losses, it is difficult to derive models
based on physics that accurately predict the losses that increase linearly with the
frequency. In this case, the model is based on the assumption that the losses relate
to the square of the top value of the magnetic flux density (αh in (3.11) is two).
Furthermore, the d- and q-axis currents are assumed to affect the flux density linearly.
In addition, a coupling term between the dq-axes currents is added to model cross-
coupling phenomena between the magnetic fluxes that the currents give rise to. These
assumptions result in the model

k̂
(isd,i

s
q)

l = k̂1
l + k̂11

l · is2d + k̂111
l · is2q + k̂1v

l · isqisd (3.40)
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where k̂1
l is a function of the flux density in the machine due to the permanent

magnets and the friction torque of the bearings. An observation array, based on k̂l
from (3.32) or (3.34), and a regressor matrix are formulated as

k
(isd,i

s
q)

l,N =

 k̂l,1
...

k̂l,N

 ,ΦN =

1 is2d,1 is2q,1 isq,1i
s
d,1

...
...

...
...

1 is2d,N is2q,N isq,N i
s
d,N


whereupon the coefficients from (3.40) are estimated by

k̂1
l

k̂11
l

k̂111
l

k̂1v
l

 =
(
ΦTNΦN

)−1
ΦTNk

(isd,i
s
q)

l,N (3.41)

This model can prove to be insufficient when the machine saturates deeply since the
relationship between the currents and the magnetic flux density is no longer linear.
Therefore, the model must be validated to confirm that it represents the losses with
satisfying accuracy.

k
(isd,i

s
q)

q The loss coefficient that relates to the square of the frequency is modelled based
on the equation for the classical iron losses (3.12). Assuming a linear relationship
between the currents and the magnetic flux density, the model becomes

k̂
(isd,i

s
q)

q = k̂1
q + k̂11

q · is2d + k̂111
q · is2q + k̂1v

q · isqisd (3.42)

where k̂1
q is a function of the flux density from the permanent magnets and mech-

anical loss phenomena, and k̂1v
q · isqisd models the effects of magnetic cross coupling.

The observation array and the regressor matrix are formulated as

k
(isd,i

s
q)

q,N =

 k̂q,1
...

k̂q,N

 ,ΦN =

1 is2d,1 is2q,1 isq,1i
s
d,1

...
...

...
...

1 is2d,N is2q,N isq,N i
s
d,N


and the coefficients from (3.42) are estimated by

k̂1
q

k̂11
q

k̂111
q

k̂1v
q

 =
(
ΦTNΦN

)−1
ΦTNk

(isd,i
s
q)

q,N (3.43)
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As shown in the coming section 3.6, these loss torque and power loss models yield satisfying
results for the machines that are evaluated in this thesis within the tested current and speed
range. However, the good results cannot be taken for granted in a general case, and the
outcoming models must always be analysed before confirming their validity.

Conclusions

The sections above describe an approach to model the losses of an IPMSM based on meas-
urements of the loss torque and the power losses. The main conclusions from the sections
are

• The first step of the modelling treats each current combinations separately. Estima-
tions of both Tloss and Ploss can be used as data for the modelling procedure. The
loss torque model includes two constants, where the first represents a constant brak-
ing torque and the second a braking torque that increases linearly with frequency.
The model based on the Ploss estimations includes three terms: one represents the
speed-independent losses in the machine, one the losses that increase linearly with
frequency, and one the losses that increase with the square of the frequency. Res-
ults from the following section 3.6 show that these models represent the losses of the
evaluated test objects well.

• The second step derives models that estimate the constants of the individual Ploss
models from the first step. The new models are based on analytical expressions of
the DC resistive losses, the hysteresis losses, and the classical eddy current losses.

• It is very important to be attentive and flexible in the modelling procedure. The
models of this section work as a good starting point and give good results for the
machines that this work evaluate (within the tested current and speed range). How-
ever, even if the proposed models are based on a generic and somewhat physical
approach, this thesis does not prove any generality of the developed models and they
should be revised for each individual machine design.

3.5 Dynamic tests for loss estimation

3.5.1 Measurement procedure

The dynamic measurement procedure for the loss estimation tests is almost identical to the
test procedure for the magnetic model derivation presented in section 2.3.1. Nevertheless,
there are some additional aspects that must be taken into account.
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Maximum speed

The rotational speed of the rotor should be as high as possible for each evaluated current
combination to make the test range sufficiently wide. The derivation of the maximum an-
gular velocity is not trivial since it depends on many things: Which DC voltage is available?
Which modulation strategy is used? Should it be possible to go into over modulation dur-
ing the tests? In either case, it is clear that the maximum angular velocity relates mostly to
the induced voltage and the resistive voltage drop over the stator windings as long as the
maximum speed limit for the bearings is not exceeded and the mechanical integrity of the
rotating parts is not compromised. The magnitude of the voltage vector can be expressed
as a function of dq-axes stator currents and linked magnetic fluxes, the angular velocity and
the stator resistance by substitution with (2.6) and (2.7)

|−→u | =
√
u2d + u2q =

√√√√(Rsisd − ωψ

(
iψd ,i

ψ
q

)
q

)2

+

(
Rsisq + ωψ

(
iψd ,i

ψ
q

)
d

)2

(3.44)

The linked magnetic fluxes stay approximately the same regardless of the angular velocity,
and their notation can therefore be rewritten for space convenience

ψ

(
iψd ,i

ψ
q

)
≈ ψ(i

s
d,i
s
q) = ψ. The expression for the magnitude of the voltage vector is

expanded to

|−→u | =
√
R2
s

(
is2d + is2q

)
+ ω2

(
ψ2
d + ψ2

q

)
+ 2Rsω

(
isqψd + isdψq

)
(3.45)

If the dq currents and the linked magnetic fluxes are constant, the angular velocty is the
only thing that affects the magnitude of the voltage vector. A rearrangement of (3.45) gives
the expression for the maximum angular velocity of a specific current combination

ωmax =

√
R2
s(ψqid − ψdiq)

(ψ2
d + ψ2

q )
2

−
R2
s(i

2
d + i2q)− |−→u |2max
ψ2
d + ψ2

q

− Rs(ψqid − ψdiq)

ψ2
d + ψ2

q

(3.46)

where |−→u |max is the maximum allowed voltage, which is decided by the converter DC
voltage and the modulation index. For example, a pure sinusoidal modulation (often de-
noted suboscillation modulation) allows a maximum voltage of Udc2 , while introductions
of various zero sequence components in the inverter voltage yield an increase in the al-
lowed voltage. In this work, symmetrical suboscillation modulation (or simply symmetical
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modulation) is applied. This modulation technique yields a maximum voltage vector mag-
nitude of Udc√

2
with a power-invariant transformation. The technique is explained further

in Appendix C.

Moment of inertia of the rotating parts

A significant difference between the estimation of the magnetic model and the estimation
of the power losses is that it is not possible to average all measurements over a complete
dynamic test sequence when estimating the losses³. Therefore, the dynamic tests for the loss
estimation require that the magnitudes of acceleration are significantly lower than in the
magnetic model estimation tests. It is difficult to give an absolute recommendation to how
fast/slow the dynamics should be to yield sufficiently accurate results. The experiments in
this work show that a torque of around 50 Nm, which gives a magnitude of acceleration of
around 185 m/s2 is on the limit. Higher torques results in measurements that include too
much noise to be analysed properly. However, variables such as stability of the mechanical
test setup, the current controller of the drive and the intrinsic design of the test object surely
affect this limit significantly.

In addition to have a sufficiently high moment of inertia it is necessary to have an accurate
estimate of it to calculate the mechanical power from the measurements. One way to slow
down the mechanical dynamics is to mount a flywheel on the shaft. If the moment of
inertia of the rotor and the flywheel is known, the total moment of inertia of the rotating
mass can be calculated with addition. However, sometimes information about the moment
of inertia is not available. In such cases, one can compare the electromagnetic torque with
the acceleration to find the moment of inertia. The acceleration of an unloaded electrical
machine can be expressed as

dωm
dt

=
Tem + Tloss

J
(3.47)

where Tem is the electromagnetic torque, Tloss is the loss torque and J is the moment of
inertia. The magnitude of the loss torque is regarded as approximately the same independ-
ently if the machine works in generator or motor operation as long as the stator currents
that yield Tem remain the same (the currents remain but the rotational direction of the
rotor changes from motor to generator operation). However, in generator operation Tloss
has the same sign as Tem, while it has the opposite when the machine operates as a motor.
Therefore, the electromagnetic torque can be calculated as the mean value of the acceler-

³The averaging of data is possible when the proposed method estimates the magnetic model since it suppose
that the flux linkage is independent of the speed, see section 2.3.1.
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ation times the moment of inertia for motor and generator operation if the magnitude of
the angular velocity is the same

(∣∣∣∣∣dω|ωJ |
m

dt

∣∣∣∣∣+
∣∣∣∣∣dω−|ωJ |

m

dt

∣∣∣∣∣
)

= 2
Tem
J

(3.48)

where |ωJ | is the magnitude of an arbitrary angular velocity. Combining (2.19) and (3.48),
it is possible to find an expression for the moment of inertia of the machine

J = 2

npp

(
isqψ

(isd,i
s
q)

d − isdψ
(isd,i

s
q)

q

)
(∣∣∣∣dω|ωJ |

m
dt

∣∣∣∣+ ∣∣∣∣dω−|ωJ |
m
dt

∣∣∣∣) (3.49)

Publications from the author show that this method of inertia estimation works well com-
pared to a trifilar pendulum method; the study is presented in paper IV in the list of pub-
lications.

3.5.2 Retardation tests

The retardation test is an excellent complement to the dynamic tests for derivation and
analyses of the losses. The test is well defined and included in testing standards for electrical
machines [48, 49]. The list below describes the procedure

1. The machine is accelerated up to base speed where the induced voltage limits the
angular velocity⁴.

2. The reference current is set to zero and the phases are disconnected.

3. The internal power losses slow down the machine to zero speed. In this stage the
shaft torque and speed yield the mechanical power, which corresponds to the losses
in the machine.

The shaft torque and speed can be measured in different ways, but if a position sensor
is mounted on the shaft of the machine, a multiplication between the derivative of the
position (the speed) with the second derivative (the acceleration) and the moment of inertia

⁴It is however possible to reach significantly higher speeds if a field-weakening current is applied during
the retardation. Nevertheless, this obviously affects the losses and therefore gives a different (but not necessarily
less relevant) result.
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of the shaft constitutes the most straight forward way to obtain the braking power. In
addition to actually disconnecting the phases during the retardation, it is also possible to
open the switches of the converter, or to set the reference of the current controller to zero.
This gives additional information about the loss behaviour of the machine. In addition to
the power losses from the retardation tests, the shaft torque during the braking process gives
substantial information about the different components of the losses. This type of analysis
is used to a high extent in the following sections.

3.6 Experimental tests

3.6.1 Experimental preconditions and limitations

The reader should notice that the current and the speed range of the results that the fol-
lowing section presents are limited considering that the machines are designed for traction
applications (a more elaborated presentation of the machines can be found in Appendix
A). The narrow range of the results is due to some important restrictions in the test setup
that was used throughout the work:

• Voltage limit. The DC-link voltage for the power converter of the test setup was
supplied by a rotating converter in which a grid connected induction machine drives
a DC generator. This solution has some drawbacks: When the power dynamics of the
load (in this case the test object) are high, the DC voltage tends to rise if the test object
works as a generator, and fall if the test object works as a motor. Furthermore, the
voltage oscillates when the machine changes fast from motor to generator operation,
or vice versa. Because of this, the maximum speed of the results that are presented
is lower than the actual tested maximum speed. The maximum DC voltage in the
test setup was 400 V, with a maximum total swing of about 20 V at the maximum
loading current. The voltage is sufficient for the first test object, but not the second
one, which is rated for 600 V. The next section introduces the test objects of the
study.

• Current limit. The maximum average DC current supply that could be achieved
before tripping the fuse was 63 amperes. However, the power of the rotating con-
verter limited the DC current to around 50 Amperes with a sufficiently high DC
link voltage. Consequently, the maximum power of the system is around 20 kW.

• Mechanical limits. In addition to the electrical constraints, the maximum speed
was limited by mechanical safety issues. The energy of the rotating mass becomes
very high at high speeds – especially when a flywheel with a high moment of inertia
is mounted on the rotor shaft. Therefore, the definitive maximum speed limit of
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the tests was 5000 rpm (however, due to the aforementioned limitations of the DC
source, the presented results does not exceed 4500 rpm).

The full description of the test setup including a presentation of sensors and drives is found
in Appendix A.

Test objects

The first test object that this chapter evaluates – machine 1 – is the same machine that acts
as test object in chapter 2 and 4; appendix A presents details about the test objects of the
thesis. The test object is a 20 kW machine designed to be operated with a DC-link voltage
of 300 V. It has a base and a top speed of 3000 rpm and 15000 rpm, respectively, and a rated
and a peak torque of 60 Nm and 100 Nm, respectively. A flywheel with a high moment
of inertia was mounted on the rotor shaft during the tests to slow down the mechanical
dynamics. This is crucial to derive usable results with the dynamic procedure. As a matter
of fact, even with the heavier flywheel, the moment of inertia of the rotor shaft was still too
small to measure losses at currents significantly higher than the rated. Therefore, the q-axis
currents only reach 50 A, which results in a maximum acceleration of around 189 rad/s2.
This can be compared to the tests for the electromagnetic characterisation that evaluate the
machine up to a q-axis current of 70 A, resulting in a maximum acceleration of 244 rad/s2.
These results confirm the need of a high enough moment of inertia of the rotating part of
the machine for loss measurements over a wide speed and torque range.

The second machine that this work evaluates –machine 2 – has a considerably higher power
rating than machine 1. The test object is a 80 kW machine designed to be operated with
a DC-link voltage of 600 V. It has a base and a top speed of 6000 rpm and 15000 rpm,
respectively, and a rated and a peak torque of 125 Nm and 250 Nm, respectively. Due to
the limitation of the test setup, the tests only cover a small part of the operating range
of the machine in terms of both current and speed. Nevertheless, the following sections
still confirm the usability of the evaluation and modelling approaches of this work. The
same flywheel that was mounted on the rotor shaft of machine 1 throughout the tests was
also mounted on machine 2. Since machine 2 has a lower nominal torque for the same
current compared to machine 1, the mechanical dynamics did not limit the tests within
the allowed testing current range of the electrical power source. However, at the loading
point where the machine produces the highest torque (the maximum acceleration in this
operation point is around 189 rad/s2) the estimations are quite noisy.
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Conventional tests

Unfortunately there was no possibility to test the machines with a dynamo and a torque
sensor in the same facilities as where the dynamic tests were conducted due to lack of
equipment and funds. This is of course a setback for the credibility and impact of this work.
However, conventional tests with the input-output method were performed in AB Volvo’s
facilities onmachine 2 (but it should be emphasised that Dr Rasmus Andersson did perform
the tests and not the author). The drive and control system at Volvo was not accessible and
the controller of the machine could consequently not be affected. Furthermore, the DC
bus voltage was set to 600 Volts while the maximum voltage at the dynamic test facilities
was 400 V. Considering this, the results from the conventional tests and the dynamic tests
are expected to diverge. Regardless, a comparison is still valuable to confirm that the results
are relatively consistent.

Influence of the flywheel

During the tests of the machines, the same heavy flywheel was mounted on the rotor shafts
of both the machines to decrease the magnitudes of acceleration. However, even though
the slower dynamics help with the tests, the flywheel also introduces additional losses to
the systems. At first, these losses were assumed to be so small that they would not affect
the outcome of the results significantly. However, after analyses of results from retardation
tests, it became apparent that the losses the flywheel introduces cannot be neglected in
the total loss estimation of the machines. Figure 3.7 shows results of the loss torque form
retardation tests of both machines when the flywheel is mounted and when it is not, and also
the estimated retardation torque after a compensation strategy is introduced. The flywheel
introduces similar losses to both the machines (with the exception of an additional small
offset which is introduced inmachine 1). Since the difference in loss torque depends on the
speed, a reasonable theory is that the major part of the additional losses are due to windage
torque. The torque due to windage on a rotational cylinder can be estimated by (3.27),
where the moment coefficient is a function of the Reynolds number

Cmc =
(

1
-0.8572 + 1.25Reϕ

√
Cmc

)2

(3.50)

The rotational Reynolds number Reϕ in the equation above is expressed as

Reϕ =
ρAirωr

2

vAir
(3.51)

where vAir is the viscosity of the air (equation (3.50) only holds if the flow is tubulent). Since
(3.50) cannot be calculated analytically, it is not possible to introduce (3.27) directly as an

83



(a) Machine 1 (b) Machine 2

Figure 3.7: Retardation torque with and without the flywheel mounted on rotor shaft
together with a compensation for the additional retardation torque that
the flywheel introduces.

analytical compensation for each frequency. However, one can derive an estimation of the
torque for a number of frequencies (for each frequency, the moment coefficient is derived
numerically), and fit a polynomial that estimates the losses. Figure 3.8a shows the moment
coefficient as function of the speed, and Figure 3.8b shows the resulting calculated windage
torque for a number of speeds together with the fitted polynomial. The moment coefficient
drops significantly when the speed increases, which means that the windage torque does not
relate completely quadratically to to the speed as (3.27) suggests. However, a second order
polynomial still suffices to approximate the calculated windage torque well. If the windage
torque is estimated only by the aforementioned second order polynomial, it becomes too
low to compensate for the extra torque the flywheel gives rise to. However, if the polynomial
is scaled by a factor 2.8 the compensated torque fits almost perfectly. This scaling factor was
derived empirically and does not have any known relationship to any physical phenomenon.
Consequently, the author does not have any explanation or reason to why it results in such
good compensations. Nevertheless, it should be emphasized that this model does not aim
to give an explicit explanation to the extra torque; it is only designed to compensate for the
torque the flywheel introduces. As such, the model gives sufficiently good compensation
results regardless of the lack of physical understanding.

In addition to the speed-dependent torque, the flywheel introduces a speed-independent
braking torque on machine 1. A probable explanation to this is that axial load that the fly-
wheel introduces on the bearings give rise to an increase in the mechanical friction. How-
ever, it can also be due to a small error in the estimation of the moment of inertia. The
additional braking torque is quantified to 0.012 Nm.
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(a) Moment coefficient. (b) Estimated windage torque and fit-
ted polynomial.

Figure 3.8: Moment coefficient calculated with (3.50) and (3.51), and windage torque
estimations together with a fitted second order polynomial.

Influence of the converter

The retardation test yields a straight forward way to investigate how the converter, and
consequently also the current controller, affect the losses in the machine. Firstly, the ma-
chine is retarded without the converter. Secondly, the converter is connected, and the same
current controller that controls the machine throughout the dynamics tests holds the cur-
rent to zero while the machine retards. Two important aspects must be considered when
performing the tests: Firstly, the quasi-instantaneous mean value of the electrical power
must be zero during the retardations. If not, the acceleration does not yield only the losses,
but it also reflects the power that flows in or out from the machine during the tests. If
the electrical power is not zero it must be compensated for in the post-processing of the
data. Secondly, the converter influences the losses differently depending on which loading
point the machine operates in; even if the time harmonics from the current ripple are ap-
proximately equal, the harmonic content of the induced voltage changes with the current
combination. The more harmonics the induced voltage contain, the harder it is for the
current controller to output a voltage that yields a sinusoidal current. As a consequence,
the harmonic content of the currents that correlates with the speed-dependent losses of the
machine changes. Since the harmonic content of the induced voltage increases steeply with
the field-weakening current, the speed-dependent losses due to the converter are expected
to increase with a negative d current.

It is difficult to predict the current controller’s influence on the machine losses. Therefore,
simulations generally neglect the influence of the converter, which is one of the reasons why
they often underestimate the losses. To minimise this error, one can create an approximate
model that simulates the influence of the current controller from the retardation test results.
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As discussed above, the model cannot be expected to accurately estimate the losses over
the whole operating range since the harmonic content of the induced voltage changes.
Nevertheless, the aforementioned compensation strategy is better than not taking the losses
from the power converter into account at all. An analysis of the results from the retardation
tests with and without a power converter shows that a model that increases linearly with
the speed models the additional losses due to the converter quite well. This implies that
the additional losses mainly consist of classical eddy current losses. However, it should be
emphasised that the model does not aim to explain specific physical phenomena since that
is out of the scope of this thesis. Instead, the model simply gives a quantitative estimation
of the losses. Mathematically the model is formulated as

Tconverter = κ · |ωm| (3.52)

where κ is an empirically derived constant and ωm is the mechanical angular velocity. The
compensation constants for the two evaluated test objects become

κ1 = 4.29 · 10-4 (3.53)
κ2 = 6.39 · 10-4 (3.54)

The results from retardation tests with and without converter together with the model for
the losses are shown in Figure 3.9.

(a) Machine 1 (b) Machine 2

Figure 3.9: Loss torque measurements with and without a converter together with the
compensated results.
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3.6.2 Results from moment of inertia estimations

The moment of inertia of the rotating parts of the machines are estimated according to
the method presented in section 3.5.1 with (3.49). The rotating parts include the rotors the
flywheel that was used for both the machines throughout the tests. Table 3.1 shows the
results for each tested current combinations.

Table 3.1: Moment of inertia estimation of the two machines [kg ·m2].

isq/isd  - - - - - - -
 . . . . . . . .
 . . . . . . . .
 . . . . . . . .
 . . . . . . . .
 . . . . . . . .

(a) Machine 1

isq/isd  - - - - - - - -
 . . . . . . . . .
 . . . . . . . . .
 . . . . . . . . .
 . . . . . . . . .
 . . . . . . . . .
 . . . . . . . . .
 . . . . . . . . .
 . . . . . . . . .

(b) Machine 2

The mean value and the standard deviation of the moment of inertia estimations of the two
machines become

J1 = 0.271 kg · m2 (3.55)
η1 = 0.000292 kg · m2 (3.56)

J2 = 0.282 kg · m2 (3.57)
η2 = 0.0000807 kg · m2 (3.58)

The machines have unexpectedly similar moment of inertia values considering that ma-
chine 2 is rated for a significantly higher torque than machine 1. However, the mounted
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flywheel has a considerably higher moment of inertia than the rotors of both the machines.
Consequently, the relative difference between the total moment of inertia of the two ma-
chines when the flywheel is mounted on the rotor shafts is small. Since the moment of
inertia estimation of machine 2 includes more data points the standard deviation of its
results is lower compared to the estimations of machine 1. Nevertheless, both standard
deviations are small enough to confirm that the results are consistent. Moment of inertia
estimations of this kind is looked in detail in number IV in the list of publication.

3.6.3 Results of P̂loss,mg estimations

Figure 3.10 shows qualitative representations of the P̂loss,mg estimations from machine 1
derived with (3.5) (the difference between the mechanical shaft power and the electrical
power on the machine terminals averaged over motor and generator operation, see section
3.3).

Figure 3.10: Estimated power losses (P̂loss,mg) results from Machine 1. The figures
are shown from two different perspectives to clarify the results.

The results are shown as functions of all tested d- and q-axis currents, and for three speeds.
The figure shows the results from two different perspectives for better visibility. The losses
increase with the currents (mainly due to copper losses) and with the speed (mainly due to
iron losses), which is in accordance with theory. Figure 3.11 shows the P̂loss,mg estimations
as in Figure 3.10 but for Machine 2. It is however hard to analyse the currents’ influence
on the speed-dependent losses in Figure 3.10 and Figure 3.11 since the speed-independent
losses are very prominent.
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Figure 3.11: Estimated power losses (P̂loss,mg) results form Machine 2. The figures
are shown from two different perspectives to clarify the results.

To give a clearer overview of the results, Figure 3.12 shows the losses as a function of the
speed for different dq-axes current combinations; in Figures 3.12a and 3.12b, the d-axis
current is zero and the q-axis current increases (from 10 to 50 A in steps of 10 A in machine
1, and 10 to 70 A in steps of 20 A in machine 2); in Figures 3.12c and 3.12d, the q-axis
current is constant (10 A) and the d-axis current increases (from -10 to -70 A in steps of -10
A for machine 1, and 0 to -80 in steps of -20 A for machine 2). The figure shows that both
the d- and the q-axis currents increase the losses in both machines. The results are quite
surprising at a first glance since the fundamental part of the linked magnetic flux decreases
with the negative d-axis current, which, according to the iron loss models in section 3.4.2,
should result in reduced losses. However, the harmonic contents of the flux profiles of the
machines increase in the field-weakening operation, and the losses consequently increase as
well. Furthermore, the d-axis current imposes an external field on the permanent magnets.
Even if this field should be constant, time and space harmonics make it vary. The variation
yields eddy currents in the conductive coarsely laminated magnets, which in turn lead to
additional losses.

Two other points worth to note from Figure 3.12 are that 1) the currents result in higher
standstill losses in machine 1 than in machine 2, and 2) machine 1 reaches a lower speed at
low field-weakening currents, and higher speed with high field-weakening currents com-
pared to machine 2. The reasons for these phenomena are straightforwardly explained:
the higher standstill losses in machine 1 are due to a higher winding resistance, and the
differences in speed are due to the different inductances in machine 1 and 2. The higher
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(a) Machine 1 isq increases from 10 to
50 A in steps of 10 A.

(b) Machine 2 isq increases from 20 to
80 A in steps of 20 A.

(c) Machine 1 isd increases from -10 to
-70 A in steps of -10 A.

(d) Machine 2 isd increases from 0 to
-80 A in steps of -20 A.

Figure 3.12: P̂loss,mg estimations for increasing d and q currents.

inductances of machine 1 yield higher linked magnetic flux for the same current, which
means that the q-axis currents generate a higher induced voltage, while the field-weakening
currents lower the induced voltage more.

3.6.4 Analysis of T̂loss estimations

A reasonable first step in the analysis of the loss torque is to examine how the electromag-
netic torque estimations (derived by (3.6)) change with the frequency, and to compare them
graphically to the mechanical torque estimations derived by (3.48). Figure 3.13 shows the
electromagnetic and the mechanical estimated torque as functions of the speed for four
different current combinations.
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(a) Machine 1 isq = 10, isd = 0 A (b) Machine 1 isq = 10, isd = −70 A

(c) Machine 1 isq = 50, isd = 0 A (d) Machine 1 isq = 50, isd = −70 A

(e) Machine 2 isq = 10, isd = 0 A (f) Machine 2 isq = 10, isd = −80 A

(g) Machine 2 isq = 80, isd = 0 A (h) Machine 2 isq = 80, isd = −80 A

Figure 3.13: Comparison between the estimated electromagnetic torque and the
mechanical torque.
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The figure illustrates two phenomena that should be noticed:

1. The electromagnetic torque estimations change with the speed. This is especially
conspicuous in the results of machine 1 when the field-weakening current is high
(Figures 3.13b and 3.13d). The speed’s influence on the electromagnetic torque es-
timations is not expected since the dq-axes currents remain the same over the whole
speed range. However, since equation (3.6) does only remove the voltage drop due
to the stator resistance from the dq-axes voltages when it estimates the linked mag-
netic flux, other phenomena that affect the voltage, but not necessarily the funda-
mental component of the electromagnetic torque, such as an increased AC resist-
ance in the windings due to eddy-current phenomena, are not taken into account.
Consequently, T̂e does not only represent the electromagnetic torque, but it also
includes other phenomena that affect the phase voltages of the machine. Another
possible reason to why the torque estimations change is that the alignment of the
dq-axes current reference frame can change depending on the speed and the rota-
tional direction. Such a change can occur with e.g. an insufficient demodulation,
and would affect the torque in deep field-weakening operation since a misalignment
there primarily affects the q-axis current. However, it is difficult to investigate if
a change in the alignment of the reference system actually occurs, and due to the
complex phenomena that can affect the relationship between the speed and the elec-
tromagnetic torque, the author refrains from giving a definitive theory on the reason
behind the results.

2. The estimations become so noisy at high q-axis currents that it is not possible estimate
the loss torque in a useful way. Both machines have a top magnitude of acceleration
of around 189 rad/s2 when the current combinations that yield the highest torque
are applied (Figures 3.13d and 3.13h). This magnitude of acceleration results in high
oscillations, especially at lower speeds. The measurements can still be used to derive
useful estimates of P̂loss,,mg with (3.5). Nevertheless, it is clear that high accelera-
tions introduce oscillations also in the P̂loss,,mg estimations when the torque is high
(Figures 3.12a and 3.12b). In either case, the noisy results indicate that the moment
of inertia of the rotating parts of the machine should be increased to estimate the
speed-dependent losses from the loss torque over the whole torque range.

Regardless of the limitations of the loss torque measurements, the results can be used to
analyse the losses qualitatively. Figure 3.14 shows the loss torque as a function of the speed
for different current combinations. An increase in the q-axis current (Figures 3.14a and
3.14b) yields a higher incline of the loss torque with speed. According to theory this im-
plies an increase of the classical eddy current losses. The increase is expected since the
amplitude of the fundamental component of the magnetic flux increases with the current.
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(a) Machine 1 isd = 0 A, isq increases
from 10 to 30 A in steps of 10 A.

(b) Machine 2 isd = 0 A, isq increases
from 10 to 70 A in steps of 30 A.

(c) Machine 1 isq = 10 A, isd in-
creases from 0 to -60 A in steps
of -20 A.

(d) Machine 2 isq = 10 A, isd in-
creases from 0 to -80 A in steps
of -40 A.

Figure 3.14: Analysis of T̂loss increasing d- and q-axis currents.

However, the constant braking torque increases only marginally with the q-axis current –
this is especially true for machine 1 (fig 3.14a). Considering the fundamental component of
the linked magnetic flux, the small increase is surprising since the hysteresis loss generally
relates to the flux density squared in iron loss models. One possible explanation to these
results is that there exists a big component in the constant braking torque that does not
relate to the hysteresis loss (e.g. mechanical braking torque due to bad bearings). If the
mechanical loss torque component is significant, it can be difficult to draw a conclusion
regarding how much the total loss torque actually does increase when the linked magnetic
flux increases. The trend of how the losses change with the d-axis current is not as clear as
for the q-axis current (Figures 3.14c and 3.14d). This is not surprising since field-weakening
currents introduce a lot of harmonics in the flux density of the machine, which makes it
complicated to predict the losses. Both the incline and the offset increase when the d-axis
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current increase, which implies an increase in both classical eddy currents and hysteresis
losses. Possible explanations to these results are discussed in section 3.6.3.

In addition to analysing the estimations of the loss torque as a function of the speed, the
speed-dependent power loss estimation results, P̂loss,sd from (3.8), can be compared to
the results from the P̂loss,mg estimations. Figure 3.15a shows the comparison for a current
combination that yields a relatively small torque (isd = −40 A and isq = 20 A). In addition,
Figure 3.15b shows the difference between the P̂loss,sd and the P̂loss,mg estimations.

(a) Power loss estimations. (b) Difference between power loss es-
timations.

Figure 3.15: Comparison between P̂loss,mg and P̂loss,sd estimations (isd = −40 A, isq =
20 A).

As expected, the calculations for each individual machine yield similar speed-dependent
loss results, and the difference between the P̂loss,sd and P̂loss,mg calculations is approxim-
ately constant if oscillations and noise are disregarded. Calculations of the resistive losses
according to (3.15) yields PR = 210 [W] and PR = 42.9 [W] formachine 1 andmachine 2,
respectively (the measured resistance of the windings are given in Appendix A). The calcu-
lated powers correspond approximately to the derived quasi-constant estimations in 3.15b,
which points towards accurate results.

Another point that must be addressed is the oscillations in the loss torque estimations that
occur when the mechanical torque increases (see Figure 3.14a and Figure 3.14b). The oscilla-
tions may arise due to many different phenomena. However, since the spline fit approach,
which is used for filtering the position, potentially adds noise to the signals (see chapter 2,
section 2.3.3 for a more elaborated discussion regarding the filtering of the position meas-
urements), the oscillations can also be due to the data post-processing. This underlines the
importance of being attentive when analysing estimations that have been derived from pro-
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cessed measurements. In this case, the oscillations are disregarded since they do not yield
any explicit useful information to the analysis.

3.6.5 Sensitivity analysis

As discussed in section 3.3, the P̂loss,mg estimations are resilient to measurement errors since
data from both generator and motor operation are used in the loss estimation. To evaluate
this statement, this section presents a sensitivity analysis where the value of the voltage
measurements and the moment of inertia on the rotor axis change, whereupon the impact
of the changes on the power estimation are evaluated. Errors in the current measurements
are not considered since they affect the electrical power estimations in a similar way as errors
in the voltages.

Figure 3.16 illustrates the outcome when the scaling factor of the DC-link voltage and the
value of the moment of inertia are changed one percent (for machine 1).

g +1%
m +1%
a +1%
g -1%
m -1%
a -1%

(a) Changes of the DC-link voltage
scaling factor.

(b) Changes of the moment of inertia.

Figure 3.16: Influence of voltage and moment of inertia measurements; g stands for
generator operation, m motor operation, and the a an average of the
two.

The power when the parameters have increased and decreased are included in the figure.
The evaluated operating point is isd = -70 A and isq = 10 A since this current combination is
found to be most sensitive to errors in the parameters (the operating point yields the worse
torque to current ratio, which means relatively small changes in the input parameters have
a big impact on the relative errors).
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Table 3.2 shows numerical values of the impact of changes in the gain of the voltages and in
the moment of inertia. The table presents six parameters: number one and two are ∆P̂abs
and ∆P̂rel, which are the maximum absolute and relative difference between the results
with and without an erroneous parameter, receptively.

Table 3.2: Impact of error in measurement parameters.

isd/isq [A] ∆P̂abs [W] BIASabs [W] ηabs [W] ∆P̂rel [] BIASrel [] ηrel []
. ·vabc

 / . -. . . . .
-/ . . . . . .
 / . -. . . . .
-/ -. -. . . . .

. ·J
 / -. -. . . . .
-/ -. -. . . . .
 / -. -. . . . .
-/ -. -. . . . .

The differences are given by

∆P̂abs = P̂loss,mg − P̂ eloss,mg (3.59)

∆P̂rel = 200
∣∣∣∣ ∆P̂abs
(P̂loss,mg+P̂

e
loss,mg)

∣∣∣∣ (3.60)

where P̂loss,mg and P̂ eloss,mg are the power estimates without and with an erroneous gain,
respectively. The four remaining parameter are the absolute and relative bias (BIASabs and
BIASrel) and standard deviations (ηabs and ηrel).

Changes in the DC-link voltage scaling factor

When the scaling factor of the DC-link voltage measurements is too high (see Figure 3.16a),
the calculation underestimates the power losses in generator operation, but overestimates
them in motor operation. However, an average of the two gives similar results as the ori-
ginal estimation without the error in the scaling factor of the DC-link voltage. A decreased
gain yields similar results but opposite relationship between the sign of error and gener-
ator/motor operation. The behaviour is expected since a higher DC-link voltage scaling
factor results in a higher electrical power, which means a lesser difference between the
mechanical and electrical power in generator operation, but a greater difference when the
machine operates as a motor.
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It is difficult to identify a clear relationship between the DC-link voltage scaling factor and
the losses (see table 3.2). However, there seems to be a bigger bias when the q-axis current
increases; a higher q-axis current leads to higher mechanical dynamics, which in turn can
lead to more noise in the voltage measurements.

Changes in the moment of inertia

When the estimated value of the moment of inertia increases (see Figure 3.16b), the differ-
ence between the mechanical and electrical power becomes greater in generator operation
but lesser in motor operation (and vice versa when the moment of inertia decreases). How-
ever, the average value between the motor operation and generator operation when the
moment of inertia estimation increases overestimates the losses slightly compared the aver-
age without any parameter change. Furthermore, the difference increases with speed. This
is due to the difference in shaft torque when the machine works as motor and generator if
the dq-axes currents are held constant; the higher the original torque, the higher the ab-
solute change in the torque does a change in the moment of inertia inflict. Therefore, an
increase or decrease in the moment of inertia value used in the estimations affect the mech-
anical power more when the machine brakes than when it accelerates. This phenomenon
becomes more apparent with higher losses, but also if the electromagnetic torque changes
with speed, which is clearly the case for this operating point (see Figure 3.13b).

The impact that a change of the moment of inertia has on the loss estimations is quite clear
(see table 3.2). The current combination isd = -70 A and isq = 10 A is by far the most sensitive
to a change in the moment of inertia. As explained before, this is due to a relatively low
average shaft torque but a relatively big difference between the torque in the generator and
the motor operation (Figure 3.13b). The second worse operating point (of the four analysed
points) in terms of absolute errors is the current combination isd = -70 A and isq = 50 A.
However, the worse operating point results in an error that is more than four times as big
as the second worse.

Conclusion of sensitivity analysis

The general conclusion from the sensitivity analysis is that an average between the motor
and generator operation gives results that are less sensitive to errors in the input parameters
compared to if only measurements from the motor or the generator operation are used.
Furthermore, an erroneous moment of inertia generally has a greater impact on the results
compared to a change in the voltage. The numerical results from table 3.2 show relatively
moderate impact on the estimations for the relatively big change of the input parameters.
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3.6.6 Loss models

First step

As discussed in section 3.4.2, loss models as functions of the speed for specific current com-
binations can be derived from both the P̂loss,mg estimations, calculated with (3.5), and
the T̂loss estimations, calculated with (3.8)⁵. The loss torque estimations, T̂loss, provide
an attractive starting point since they give a clear insight into whether the simplification
that the speed-dependent losses can be approximated by a constant loss torque and a loss
torque that increases linearly with the speed holds (see section 3.4.2 for the motivation of
this modelling approach). Based on the results from Figure 3.14 this assumption is con-
sidered valid for the machines analysed in this work, within the analysed speed range. The
model based on the P̂loss,mg (based on (3.37), see section 3.4.2) estimations include the
speed-independent losses, and it therefore models the whole loss profile of the machine.
Consequently, it is more useful in other contexts, such as in thermal models. Figure 3.17
shows the P̂loss,mg estimations from Figure 3.12a together with their resulting models.

(a) Machine 1 isq increases from 10 to
50 A in steps of 10 A.

(b) Machine 2 isq increases from 20 to
80 A in steps of 20 A.

Figure 3.17: P̂loss,mg estimations together with the resulting models. The same
graphs without the model results can be found in Figure 3.12.

A good first step in the validation procedure of the models is to investigate how well the
model constants for the T̂loss (equation (3.32)) and the P̂loss,mg models (equation (3.34))
agree. Figures 3.18a and 3.18c show the constants k̂h and k̂c, estimated with least-square
minimisation according to (3.33), for a set of dq current combinations. The constants match

⁵The header “First step” means individual models for each current combinations, as explained section
3.4.2.
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Figure 3.18: Loss model coefficients from T̂loss (3.32) and P̂loss (3.34) estimations.
Figures (a), (c) and (e) show the constants from the individual models
(the constants in equations (3.32) and (3.34)), while Figures (b), (d) and
(f) show the resulting surfaces from the models of the constants (results
from equations (3.38), (3.40) and (3.42)).
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fairly well, though k̂h is generally higher in the model from the P̂loss,mg estimations, while
the opposite is true for k̂c. The results can be interpreted as the P̂loss,mg model supposes
a little bit higher hysteresis losses and smaller classical eddy-current losses compared to the
T̂loss model. However, the results agree well enough to be considered good and consistent
within the tested range of current combinations.

Figure 3.18e show the obtained constants that represent the standstill losses estimatied by
the least-square minimisation of (3.34). Naturally, only the P̂loss,mg models yield these
constants since the loss torque does not give any information about the losses when the
machines do not move. The results are very similar to the estimated losses due to the
DC phase resistance. In other words, the values of the constants can be interpreted as the
dissipated heat in the windings due to resistive losses that is independent of the speed.

Second step

The second step of modelling process creates models of the constants from the first step:
Equations (3.38), (3.40) and (3.42) are used to model k̂Ω, k̂h and k̂c as functions of the
dq-axes currents. Consequently, the resulting models estimate the loss model constants as
functions of the currents, whereupon the constants are used in (3.34) to estimate the losses
as functions of the angular velocity. Figures 3.18b and 3.18d show constants derived from
(3.40) and (3.42) with least-square minimisation according to (3.33) using the estimated
constants from the first modelling step presented in the foregoing section. The models of
the second machine yields higher k̂c and k̂h, which results in higher losses using (3.34), than
the first machine (see Figures 3.18b and 3.18d). This is expected since machine 2 is rated
for a significantly higher power than machine 1 (see Appendix A). On the other hand, the
modelled loss constants k̂c and k̂h of machine 1 increase more with the q-axis currents
compared to machine 2. The difference in current dependency is also expected since the
first machine features significantly higher inductances than the second, which means that
the flux density, and therefore also the losses, increase faster with the currents. The estimated
constants from the model also increase with a negative d-axis current. As explained in the
preceding sections, this can be because of complex flux distribution in the machine when
the field from the magnets and the d-axis currents interact, and/or because of eddy currents
that arise when the magnets are subjected to an external field that alternates due to time
and space harmonics.

Figure 3.18f shows the model of the constant k̂Ω, derived by least-square minimisation of
(3.38) using the values of k̂Ω derived in the first modelling step (see Figure 3.18e). The
match is very similar which implies that (3.38) gives an accurate estimation of the speed-
independent losses of the machine.
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Model validation

Model validation can be performed in many ways, but this analysis focuses on the model
results that diverge most from the estimations⁶. Firstly, some fundamental parameters are
derived: The mean and maximum deviation between the estimations of P̂loss,mg derived
with (3.5) and of the model results (derived from least-square minimisation of (3.38),(3.40)
and (3.42) together with (3.34)) in both absolute and relative terms. The absolute deviations
considering all operating points and available speeds become:

∆Pmax = 39.2 [W]
∆Pmean = 3.79 [W]

where the maximum deviations occur in the operating point isq = 20 A, isd = -80 A. In
relative terms, the maximum and mean deviation are

∆Pmax = 16.1 []
∆Pmean = 1.38 []

In this case, the maximum deviation occurs for the current combination isq = 20 A, isd = 0
A. Figure 3.19 shows comparisons between the two operating points that feature the worst
match between power loss from the model (3.34) and the P̂loss,mg estimations from (3.5).
The significant maximum relative difference in isq = 20, isd = 0 (Figure 3.19a) is due to an
oscillation in the estimations at zero speed. This is considered a minor issue since the abso-
lute value of the deviation is low. The trend for the model from (3.34) and the estimation
from (3.5) are similar in the operating point isq = 20, isd = -80 (Figure 3.19b). However,
one should be careful to note if the derivative of the losses start to deviate at high speeds
(even though this is not obvious in this case). If the trend deviates, an extrapolation of the
losses versus speed with (3.34) can quickly lead to a significant erroneous estimation. In
either case, considering that Figure 3.19 shows results from the operation points where the
model deviates the most from the estimations from the prior can be said to give an accurate
picture of how the losses evolve with the currents and the speed.

⁶This section only shows results from machine 1, but the same analysis for machine 2 yields similar results
(with a bit more discrepancy due to the oscillations in estimations). Furthermore, only the model based on
the P̂loss,mg estimations is considered since it represents the whole loss profile of the machine.
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(a) Comparison between the model
and the estimation for the cur-
rent combination that yields the
greatest relative difference between
the two (isq = 20 A, isd = 0 A).

(b) Comparison between the model
and the estimation for the cur-
rent combination that yields
the greatest absolute difference
between the two (isq = 20 A,
isd =-80 A).

Figure 3.19: Comparison between the model and estimations of P̂loss,mg for the op-
erating points that yield the greatest relative and absolute difference.

3.6.7 Comparison to FEM simulations

It is difficult to obtain accurate estimations of speed-dependent losses from finite-element
method (FEM) simulations since phenomena such as power losses due to manufacturing
(mostly due to damaged varnish by the edges and joining processes of the laminations [92])
are challenging to model. Furthermore, most FEM models simulate the machines in 2D
since 3D models generally demand a significant simulation time. In addition, effects due to
the characteristics of power converters and current controllers are excluded if the models are
excited with sinusoidal currents. Therefore, it is common to adjust the FEM models with
experimental measurements of the power losses after testing. On the other hand, experi-
mental measurements that deviate unrealistically much from the uncalibrated simulation
results point towards errors in the measurement procedure. Considering this, comparis-
ons between the estimations based on experimental data and results from finite-element
method simulations are relevant in this context. Figure 3.20 shows a comparison between
calibrated FEM simulation results compared with P̂loss,mg power loss estimations. The
FEM simulation models that derived the results in this section are presented in Appendix
B, and the calibration strategies are described below.

It is possible to compensate for the manufacturing’s influence on the losses by multiplying
the FEM simulation loss results with a factor, often referred to as the building factor. This is
of course a significant simplification, but suffices for the scope of this work. The estimated
compensated losses become
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(a) machine 1 (b) machine 2

Figure 3.20: Measurements vs. FEM simulations using (3.54) and (3.55) for addi-
tional loss compensation for machine 1 and machine 2, respectively.

P̂loss,FEM1 = Ploss,FEM1 · χ1 (3.61)

P̂loss,FEM2 = Ploss,FEM2 · χ2 (3.62)

where the scaling factors are derived empirically based on the measurements. For machine
1 the scaling factor becomes χ1 = 2.5, and for machine 2 it becomes χ2 = 1.5. Since the
machines are laser cut and welded, these values are within a realistic range [92].

The aforementioned compensations do not make the results from the estimations from (3.5)
and the simulations match completely. The most noteworthy differences arise when the
d-axis current reaches a great negative value: The loss estimations from the measurements
increase significantly more when the d-axis current increases compared to the simulation
results. Since the magnetic flux profiles of the core and the permanent magnets become
complicated in field-weakening operation, it is difficult to deduce the origin of the ad-
ditional losses. However, the most probable reason for the increased losses is that eddy
currents arise due to harmonics in the magnetic flux. Therefore, the difference between the
experimental estimations and the simulation results are considered to be proportional to
the square of the frequency. The new expressions for the compensated losses become
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P̂loss,FEM1 = Ploss,FEM1 · χ1 + χd1(id) · ω2 (3.63)

P̂loss,FEM2 = Ploss,FEM2 · χ2 + χd2(id) · ω2 (3.64)

where ω is the electrical angular velocity, index 1 stands for machine 1 and index 2 stands
for machine 2. Comparisons show that the additional losses increase fast with the d-axis
current at low currents, but flattens out and remain constant once a sufficiently high field-
weakening current is reached. Vectors that compensate well for the additional losses due
to the d-axis current are presented table 3.3.

Table 3.3: Compensation factor for FEM simulations.

isd [A] - - - - - - - -
χd (· −) .  .     -
χd (· −) - . - . - . - .

Since the inductance is higher inmachine 1 compared tomachine 2, the higher loss/current
ratio is expected.

Another part of the speed-dependent losses that the FEM simulations do not take into
account are the mechanical losses. These losses are often assumed to be small enough to
be negligible. However, whether this is an accurate assumption or not clearly depends on
the preconditions of the machines under test and the speed range of the tests. In this case,
the test speeds are so low that the losses due to windage in the air gap are neglected. The
bearing losses are, on the other hand, considered. This is especially relevant for machine
1 that had been driven with high mechanical dynamics for a long time without bearing
maintenance prior to testing.

As shown in section 3.4.1, the relationship between the losses in the bearings and the speed
is complicated. Nevertheless, the losses can be approximated to increase linearly with the
speed. Considering this simplification, an additional loss term is added to the loss calcula-
tions. Investigations show that this additional compensation is redundant for machine 2.
For machine 1, however, the compensation for the mechanical losses is set to 0.07 times
the angular velocity, which is a significant part of the speed-independent torque of the
machine. This compensation yields a good match between the simulations and the meas-
urements, but whether it is realistic that the bearings have such a big influence on the losses
can be discussed. The final expressions for the losses of machine 1 is formulated as

P̂loss,FEM1 = Ploss,FEM1 · χ1 + χd1(id) · ω2 + χb · |ω| (3.65)
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3.6.8 Comparison to constant speed tests

Figure 3.21 shows a comparison between the P̂loss,mg estimations, calculated with (3.5),
together with constant-speed tests using the input-output method and estimations of the
resistive losses derived from (3.15) for machine 2⁷.

(a) 1000 rpm

(b) 2000 rpm

(c) 3000 rpm

Figure 3.21: Comparison between input-output measurements, P̂loss,mg and estim-
ated resistive losses. Notice the different scales on the Power loss estim-
ation axis.

⁷The input-output tests were, as described in section 3.6.1, performed in facilities of AB Volvo with a
different drive system.
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There is a power loss offset between the P̂loss,mg estimations and the input-output measure-
ment results for each speed. Notice that the power loss estimation axis in the figure changes
to make a closer analysis of the difference between the input-output measurements and the
P̂loss,mg estimations possible. However, this can make it seem like the difference is sig-
nificantly greater at 3000 rpm (Figure 3.21c) rpm compared to 2000 rpm (Figure 3.21b),
which it in actuality is not. In either way, the offset can be explained partly by the signific-
antly higher DC link voltage in the input-output test setup, and partly by the difference in
current control strategy, the converter and the switching frequency. However, regardless
of the possible explanations, the offset is still much higher than expected. Unfortunately,
the standstill losses were not measured with the input-output test setup, and it is there-
fore difficult to draw a final conclusions regarding how the measurements compare to the
estimated resistive losses. However, if the constant speed input-output loss measurement
results are extrapolated to zero speed, the results are between 50 and 100 Watts higher than
the resistive loss calculations.

Despite the offset difference, the results agree quite well in terms of the speed dependency
of the losses. This is further visualised in Figure 3.22, which shows a comparison between
the P̂loss,mg model from (3.34) together with (3.38), (3.40) and (3.42), and the measure-
ments from the input-output method for four different dq current combinations. The off-
sets between the model results and the measurements are approximately constant up until
5000 rpm, where the model yields higher loss estimations. However, the trend of the con-
ventional loss measurements is highly unexpected since the derivative of the losses against
speed decreases when the speed reaches 5000/6000 rpm (Figure 3.22). This points towards
measurement errors since (theoretically) the losses always increase more than linearly with
the speed.

3.7 Summary

This chapter gives an in-depth picture of the power loss characteristics of two traction
IPMSMs, and shows how measurements from accelerations and retardations can be used
to analyse the losses. The P̂loss,mg loss calculations, derived by (3.5), give estimations of
the total losses losses in the machines. Since the machines are evaluated continuously over
the whole speed range, the results give a direct, qualitative and complete picture of the loss
characteristics. Furthermore, the results can be used quantitatively for modelling purposes.
In addition, the loss torque analysis gives feedback on how the losses evolves with the speed,
which in turn indicates which phenomena that dominate in the total loss profile. However,
there are still challenging aspects of the procedures that must be considered. Below follows
a discussion about the problems of the methods, and possible solutions to them.
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(a) isd = 0, isq = 0 (b) isd = −60, isq = 0

(c) isd = 0, isq = 60 (d) isd = −60, isq = 60

Figure 3.22: Comparison between loss model results and conventional measurements
for four different current combinations.

Limitations and solutions

As the preceding sections show, P̂loss,mg and P̂loss,sd loss estimations from the dynamic
measurements, calculated by (3.5) and (3.8), give good insights into the performance of a
machine. In addition, the results are robust to measurement errors and agree well with
theory. However, there are some points that must be addressed: In this work, the evaluated
test range is limited. This is mainly due to 1) constraints in the voltage and current supply,
and 2) safety issues due to the rotating mass. Furthermore, the moment of inertia of the
rotating mass must be higher for higher torque ratings, which would result in even more
kinetic energy in the rotating mass, and consequently more severe safety issues. Because of
these limitations, the test setup should be modified to include higher speeds and torques in
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the tests by matching the electrical power source to the needs, and by securing the flywheel
with a sufficient mechanical safety installation.

An additional big challenge of the dynamic test method is to obtain uncertainty estimations
of the results, which are important for standardised test procedures. It is especially chal-
lenging to derive the uncertainty for the mechanical power estimations since the speed and
acceleration are the first and second derivative of the position, respectively. It is possible that
these issues can be more or less resolved with different measurement and post-processing
procedures. However, as is mentioned many times in this thesis, the dynamic method is
not primarily intended for benchmarking tests. Instead, it should be seen as an approach
to analyse, understand and model the loss characteristics of a machine relatively quickly
and with relatively small means. Indeed, conventional measurements cannot provide as
informative data sets without a very prolonged testing time, but, on the other hand, they
produce results with low and quantifiable uncertainty. Therefore, the two methods are
excellent complements to each other; one excels where the other one suffers.
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Chapter 4

Thermal characterisation and
modelling

4.1 Introduction

Thermal modelling of machines designed to occasionally operate with currents higher than
what the windings can sustain indefinitely attracts a lot of attention from designers, man-
ufacturers and users today. This is mainly because 1) the temperature limits how much
current the windings can sustain without damage, and 2) permanent magnets can degrade
or even demagnetise with too high temperatures. Consequently, good models can predict
how cooling approaches of a machine affect its performance in terms of maximum torque
and power. As in the case of the electromagnetic models of electrical machines, the thermal
models can be divided into two main categories: numerical models (finite element mod-
els together with computational fluid dynamics simulations), and equivalent circuits. The
numerical models are primarily used in the design phase of a machine, or during in-depth
analyses of the spatial temperature distribution. However, due to difficulties in predicting
e.g. the thermal conductivity in the insulation of the winding, and to find suitable meshes
for the computational fluid dynamics (CFD) simulations, lumped-parameter equivalent
circuits often perform almost as well as the numerical methods, even though they are sig-
nificantly less demanding in terms of computational power. In addition, the parameters
of the equivalent circuit can be calibrated relatively straight forwardly with experimental
data if the model is designed in the right way. Therefore, this work focuses on a thermal
equivalent circuit, which is designed based on the thermal sensors that are integrated into
the test object of this work.

The equivalent circuit approach describes the thermal behaviour of a machine with a limited
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set of lumped parameters. The circuits are similar to the electrical counterparts, where the
temperature replaces the voltage, the rate of heat transfer the current, and the thermal
resistance and capacitance the electrical resistance and capacitance, respectively. However,
since the conductive path of the heat is much less unified compared to a conductor for
an electrical current, the design of the thermal equivalent circuit is less intuitive than the
electrical. In addition, the heat paths of a modelled machine include compositions of
different materials and fluids (e.g. coolant fluids that acts as model boundaries and air
in the air gap between the rotor and the stator). Consequently, the lumped parameters of
the thermal circuits are generally complicated and difficult to estimate accurately with only
analytical equations.

Since this chapter focuses mainly on modelling it introduces terminology from system iden-
tification theory to describe the equivalent thermal circuit. A model where pure analytical
calculations estimate the parameters is defined as a white-box model, whereas models where
experimental feed-back helps with the parametrisation are called grey-box models. Since
lumped parameters can be difficult to estimates accurately with only analytic equations,
many lumped-parameter models are calibrated with experiments. Consequently, these
models can be labelled as grey-box models. It is possible to divide the experimentally cal-
ibrated thermal models into two categories: The first one identifies the components of the
model individually, while the second category identifies optimal parameters of the model
globally through some kind of optimisation procedure. Since the purpose of this thesis is to
find methods to evaluate machines that are already assembled the focus lies on the second
category.

The grey-box models of the aforementioned second category that can be found in the lit-
terature either include the whole loss behaviour and operational range of the machines, or
focus on the windings since they are prone to experience quick thermal transients. How-
ever, models that include the whole loss behaviour generally demand detailed knowledge
about the loss characteristics of the test objects before the identification of the thermal
properties begin [93–96]. The aforecited literature measures and estimates the losses with
a conventional test setup, which includes a power analyser and a torque sensor¹. Con-
sequently, the modelling procedure becomes time consuming and the test setup becomes
costly. On the other hand, most methods that estimate the temperature of the winding
either includes only one step response, or many tests, to derive the thermal characteristics
of the temperature evolution of the windings [97–101]. As a consequence, the model deriv-
ation procedures either work with little information about the overload characteristics of
the machine, or demand prolonged testing procedures. Considering the requirements and
limitations above, the goal of this chapter is to propose a modelling methodology that 1)
require as little test equipment – which includes power supply, sensors, mechanical setups
and so forth – as possible, and 2) only needs one test to derive the thermal behaviour of

¹See chapter 3, section 3.2 for a description of a conventional test setup for loss estimation
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the machine with the full current range. To achieve these goals, models that predict the
thermal behaviour at standstill and low-speed operation are considered. Due to the scope
of the model, the speed-dependent losses are not included, and they consequently do not
have to be measured and characterised in the initialisation of the modelling. It should be
said that the continuing ambition is to include the loss models from the previous chapter
into the thermal equivalent circuits. However, due to time restrictions speed-dependent
losses are not yet included, and the proposed models of this chapter consequently give a lot
of room for future work. The list below describes the content of the chapter

4.2 Thermal lumped-parameter models gives an introduction to the lumped-parameter
equivalent circuit approach to thermal modelling of machines. The section describes
the physical meanings behind the components of the circuit to give the reader an
understanding of the difficulties in estimating the models analytically. Furthermore,
the section gives a brief introduction to the white-, grey- and black-box model con-
cepts, and explains why the experimentally calibrated lumped-parameter circuit is a
typical grey-box model.

4.3 Test object and modelling procedure describes the thermal modelling approach of
this work. The modelling is based on the thermal sensors of the test object and of two
cooling circuits: an oil circuit that cools the machine, and a water circuit that regu-
lates the temperature of the oil. The section emphasises the importance to approach
each machine design separately – especially if the cooling strategies differ. Two mod-
els are proposed: one that makes use of all the available sensors, and one that only
includes the sensors that are normally available in a manufactured machine. In addi-
tion, the section describes the process of deriving good model parameters, including
initial parameter estimations and calibration of the parameters with experimental
data.

4.4 Experimental procedure, setup and results describes the setup of the experiments,
together with the motivation behind the input current sequences for the identifica-
tion and the validation, and the control for the two coolant circuits. Furthermore,
parameter results from the identification, together with results from a thorough val-
idation procedure are presented.

4.5 Summary summarises the results and discusses limitations and future work.

4.2 Thermal models of electrical machines

The most common approaches to model the thermal behaviour of electrical machines are
based on either lumped-parameter models or finite-element method (FEM) models, which
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are often coupled to electromagnetic simulations². Since this thesis focus first and foremost
on experimental work, simple lumped-parameter circuits, where the parameters can be
found straight forwardly with grey-box modelling, are considered. Therefore, theory of
FEM and CFD analyses are left out, and the machine modelling focuses only on lumped-
parameter circuits. More information regarding FEM and CFD for thermal modelling can
be found in [102].

The thermal lumped-parameter circuits are similar to their electrical counterparts, where
temperatures replace voltages (or potentials), rate of heat transfers replace the currents,
thermal resistances the electrical resistances, and the heat capacities of the different parts
of the machine the electrical capacitors [103]. The analysed object is typically divided into
several segments, where the nodes of the circuit represent the centres of each parts. Figure
4.1 shows an example of a simple thermal circuit design of an electrical machine stator in
two dimensions.

(a) Machine model without circuit. (b) Machine model with circuit.

Figure 4.1: Example of a lumped-parameter thermal circuit of a machine stator.

The stator is in this example divided up in three main parts: The slot, the stator teeth, and
the stator yoke together with the lower part of the machine housing. The cooling channels
(the small circles in Figure 4.1) act as a boundary condition in the circuit. Since the machine
is symmetrical, the model in Figure 4.1b yields a representation of the whole machine in
two dimensions. The following sections present a short introduction to the components of
a lumped-parameter thermal circuit.

²Many of the available softwares provide solution for combining electromagnetic and thermal finite ele-
ment simulations in an easy manner [102]. Furthermore, computational fluid dynamics (CFD) is used to
simulate the heat transfer characteristics between the machine and different fluids (typically coolants).
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Thermal resistances

Thermal resistances describe the steady-state relationship between the temperature and the
rate of heat transfer. Three different phenomena control this relationship: thermal conduc-
tion, convection and radiation [104]. Radiation is often neglected in modelling electrical
machines, and this section therefore focuses on conduction and convection. The conduc-
tion type of thermal resistance is based on Fourier’s law of heat conduction that relates the
temperature gradient to the rate of heat transfer in a medium where no bulk movements
are involved. Mathematically the relationship can be formulated as

Q̇cond = −λAdζ
dx

(4.1)

where Q̇cond is the rate of heat transfer, dζdx is the temperature gradient, A is the area and λ
is the thermal conductivity of the conductive path. If the rate of heat transfer is constant
over a certain distance x in the conductive path, (4.1) can be rewritten to

Q̇cond = λA
ζ1 − ζ2
x

(4.2)

Since the rate of heat transfer and the temperature represent the current and the voltage in
the electrical counterpart, it makes sense to rewrite (4.2) to

Q̇cond =
ζ1 − ζ2
Rcond

(4.3)

where

Rcond =
x

A · λ
(4.4)

In the circuit in Figure 4.1 A is the mean area, x is the distance, and λ is the average
conductivity of the materials between the nodes. There are some parts of the machine where
the equivalent resistances are difficult to estimate: Especially the conductivites of the radial
parts of the winding, the interface between the slot and the stator teeth, and the crossing
between the stator yoke and the housing are challenging due their arbitrary nature [105,106].
As a consequence, the literature presents many empirical studies on the conductivities of
these parts. The equivalent thermal resistance between the winding and the tooth depends
on various parameters such as the fill factor of the winding and the goodness factor of the
insulation, and therefore varies from machine to machine – this is especially true for pulled
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windings that have a stochastic conductor distribution in the slots [107, 108]. Therefore,
experimental tests for calibration of the estimated equivalent thermal resistance between the
winding and the teeth are next to mandatory for good thermal models. In addition, the
interface between the laminates of the stator and the machine housing tends to be uneven,
and the equivalent thermal resistance is therefore difficult to estimate [105, 109].

Equivalent thermal resistances of the convection type describes the relationship between
the rate of heat transfer and the temperature difference between a solid surface and a fluid
in motion. In most cases the term convection heat transfer coefficient, defined as ”the rate
of heat transfer between a solid surface and a fluid per unit surface area per unit temperature
difference” [110], is used to described this relationship. Mathematically it is formulated as

h =
Q̇conv

A(ζ1 − ζ2)
(4.5)

Since the relationship between the rate of heat transfer and the temperature difference does
not (explicitly) depend on a distance x, it cannot be related to a equivalent electrical res-
istance in a physical sense. However, the heat transfer coefficient can easily be rewritten to
relate the rate of heat transfer and temperature as a resistance

Rconv =
1

hA
(4.6)

Convection phenomena can be separated into two basic types: the forced convection and
the natural convection. As the names imply, forced convection arises when a fluid is forced
upon a solid surface, and natural convection when the fluid motion occurs due to natural
means. Both types are used to cool machines; however, electrical machines for traction,
which have a significant need for efficient cooling at high currents and speeds, are usually
cooled with forced convection that yields a much higher heat transfer coefficient compared
to natural convection. When forced convection cools the machine through e.g. water, oil
or air cooling, the natural convection generally has a small impact on the overall cooling
performance of the machine.

To express the characteristics of the relationship between the rate of heat transfer and the
temperature during forced convection, a dimensionless heat transfer coefficient, also called
the Nusselt number, is often used [104, 110]. The Nusselt number is a function of the
Reynolds and Prandtl numbers, which in turn are functions of the velocity of the flow,
the kinematic velocity, specific heat, and thermal diffusivity of the fluid. If there is an
estimation of the Nusselt number (Nu) available, the heat transfer coefficient between the
fluid and the wall can be calculated as
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h = Nu · λ
L

(4.7)

where λ is the thermal conductivity of the fluid and L is the characteristic length, which
varies with the geometry of the cooling channel. For a laminar flow the Nusselt number can
be found for common geometries, but when the flow turns turbulent it is almost impossible
to obtain the heat transfer coefficient without experiments or detailed 3D CFD simulations.

Thermal capacitances

The capacitances of the thermal circuit describe the heat mass of the segments and are
derived by

C = ρV Cp (4.8)

where ρ is the average density of the body, V is the body’s volume and Cp is the average
specific heat capacity. The thermal resistance together with the thermal capacitance yield
the thermal time constant of the body and consequently describe the transient behaviour of
the body’s temperature. Most thermal capacitances of a machine are quite straight forward
to derive if the geometry and materials are known. However, the thermal capacitances of
the windings are challenging since they depend on properties that are difficult to predict in
the practical realisation and production (e.g. insulation goodness factor). Furthermore, the
distribution of conductors between the end-winding and the active winding is quite ran-
dom and difficult to estimate in a pulled-winding machine. As a consequence, experimental
tests are often performed to derive the specific heat capacity of winding segments [107,108].

Heat sources

The heat sources in thermal lumped-parameter circuits represent heat dissipated from power
losses in the machine. The models of the power loss generation in IPMSMs are described
in chapter 3.

4.2.1 System modelling; the grey-box approach

The term ”grey-box modelling” is used later in this chapter when the procedure of deriving
the parameters of the lumped-parameter model is discussed, and a brief introduction to
system modelling in general, and grey-box modelling in particular, is therefore in place. In
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the litterature, models of physical systems are generally divided into three categories: the
black-box model, the white-box model and the grey-box model [111].

• The black-box model does not take any physical aspects of the system into account
and is purely based on the input and the output measurements. Consequently, it
is an arbitrary transfer function that gives similar outputs as the modelled system
for a given input. The black-box model can simulate an arbitrary system well, but
it does not give any information regarding its actual physical properties, and can
therefore not give information that can be reused in a redesign of the system (in this
case an electrical machine). Furthermore, since the model does not relate to physics,
a detailed validation becomes very important due to the risk that the model only
performs sufficiently for the identification data.

• The white-box approach models a system purely based on physical models. White-
box models are typically used when predicting the temperature in the design phase
of a machine; both FEM models and lumped-parameter models can be considered
to be white-box models. Since the white-box models do not use any experimental
data (at least not in a strict sense [111]), parameters that are difficult to predict can
distort the outcoming results of the models significantly. As discussed in the previous
section, the thermal resistance between the winding and the stator core, and the
contact resistances between the winding and the stator teeth and the stator yoke and
the housing are especially challenging to determine. Furthermore, if the machine
is cooled actively, the prediction of the heat transfer at the interface between the
machine and the coolant demands sophisticated fluid dynamic simulations for good
estimations.

• The grey-box models are based on both experimental measurements and physical
models, and considering electrical machines they can be divided up into two cat-
egories. The first type, which can be considered a light grey-box or a white-box
model with experimental feedback, bases some or all of its parameters on individual
measurements. The different parameters, e.g. the equivalent thermal resistance and
capacitance of the winding and the airgap, are derived individually, and the model is
then put together as a pure white-box model. The second type identifies the model
parameters globally through an optimisation algorithm; this is the approach that is
proposed in this work. The model parameters are usually initially guesstimated by
analytical calculations, whereupon they are refined to fit the available data. There-
fore, the model does not necessarily correspond directly to physics, even though its
foundation relates to a white-box model. Challenges lie in finding a model with
enough parameters to represent the measurements well, but at the same time limit
the number of parameters to avoid falling into local minima or divergence in the
optimisation process. Therefore, thermal lumped-parameter grey-box models of the
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second kind generally contain significantly less nodes than the corresponding white-
box models.

4.3 Thermal modelling of this thesis

As mentioned in the introduction, the models of this thesis aim to predict the temperatures
in different parts of a machine when it operates at low speed or when it stands still. Two
models are proposed:

1. The first model, which is called the full-order model, is derived from measurements
from all available thermal sensors in the machine. These are positioned in the end-
winding, in the active winding, at the outmost laminate of the stator teeth and yoke,
on top of the housing of the machine, and in the inlet and the outlet of the coolant
circuit. The model yields a good representation of the nature of the thermal beha-
viour of the machine and has potential to include speed-dependent losses (this is
discussed more in the conclusion of this chapter). However, in a real application, it
is more likely that the machine only feature a sensor where the hotspot likely occurs.

2. The second model, which is a reduced-order model, focuses on predicting the hotspot
temperature of the machine. The reduced-order model assumes that a sensor in the
end-winding, a sensor mounted on top of the housing, and two sensors in the oil
coolant circuit are available.

4.3.1 Test object and coolant circuit

The first step of the thermal model design process analyses the physical design and the
coolant characteristics of the machine. Here, machine 1 from Appendix A acts as the mod-
elling object. The machine is designed to operate over a wide speed and torque range, and
sometimes with currents that cannot be sustained indefinitely without causing damage to
the machine. Figure 4.2 shows a sketch of the machine and the cooling circuit. The circles
with crosses in the figure represent the thermal sensors that are installed in/on the machine
and in the coolant circuit. The housing of the machine features cooling channels for li-
quid oil. As mentioned above, PT100 sensors are mounted in the end-winding overhang
(not included in Figure 4.2), in the active winding inside the slots (2 in Figure 4.2), at the
outmost laminate of the stator teeth and yoke (3 and 4 in Figure 4.2), and on top of the
housing of the machine (5 in Figure 4.2). Furthermore, a cooling circuit that circulates oil
through the cooling channels of the machine’s housing is included in the test setup. PT100
sensors are mounted on the inlet and outlet of the machine house (6 in Figure 4.2), and the
temperature of the coolant can therefore be included in the thermal model. The oil circuit
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Figure 4.2: Sketch of the test object with the oil coolant circuit, heat exchanger and
the water coolant circuit. The black circles with crosses represent the
thermal sensors, where the numbers are different nodes in the equival-
ent circuit. The numbering starts at 2) since the end-winding sensor is
excluded from the figure.

is thermally connected to a temperature controlled water circuit through a heat-exchanger.
Therefore, it is possible to use the temperature of the water circuit as a boundary condition
for the model. The sensors define the nodes in the model that the next coming section
presents. Note that both the inlet and outlet sensors in the oil circuit have the number
6 in Figure 4.2. This is because the corresponding node temperature is the average of the
measurements from the two.

Four basic assumptions that simplifies the model are considered based on the previously
described system:

1. All the heat is transferred through the active coolant in the housing. This assump-
tion holds sufficiently for the analysed machine since there is no end-winding cool-
ing, since the thermal resistance between the rotor and the stator is so high that the
thermal dynamics of the rotor affect the temperature in the stator marginally, and
since the natural convection to the surrounding air is relatively small compared to
the forced convection to the coolant. However, with an active cooling of the end-
windings and/or the rotor the heat flow pattern becomes more complex, and tests
must be performed to investigate if similar assumptions hold. Furthermore, the ex-
pectation that the natural convection is so small that it can be neglected cannot be
taken for granted, and if the model does not suffice as a representation of the thermal
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behaviour of the machine, this assumption should be revised. The model does how-
ever behave acceptable in this study, and the approximation is therefore considered
sufficient.

2. The thermal resistances and capacitances of the machine do not change with tem-
perature. This is not completely true since the thermal conductivity and the specific
heat capacity of the materials change slightly with a varying temperature [112, 113].
However, the change is considered small enough to not have a significant impact
on the temperature characteristics of the machine within the considered operating
temperature range (the model is validated for temperatures from 60oC to 150oC).
However, if the temperature range of the model is extended significantly, it can be
necessary to include varying parameters in the model. Parameter varying systems are
out the scope of this work, but [95] discuss how this can be implemented extensively
for the interested reader.

3. The losses in the windings are the only significant sources of rate of heat trans-
fer. Copper losses dominate the heat dissipation in the machine at standstill and
low-speed operation, and the assumption is therefore sufficient in this context. It
is difficult to specify at which speed the speed-dependent losses, which primarily
arise in the electrical steel of the stator, start to affect the temperature of the ma-
chine significantly. Nevertheless, validation of the model of this work show that the
assumption holds for a rotating speed of 500 rpm.

4. The dynamics of the water circuit in the heat exchanger are so slow that the water
temperature can be considered to be constant. This assumption holds well and
makes it possible to introduce the temperature of the water as a boundary condition
in the model.

4.3.2 The full-order model design

As mentioned above, the full-order lumped-parameter circuit is built on all the PT100
sensors that are mounted in the windings, on the stator, on top of the housing of the
machine and in the coolant circuit. The aforementioned assumptions yield a lumped-
parameter circuit as depicted in Figure 4.3. The nodes represent the end-winding, the
winding, the teeth, the yoke, the housing and the coolant. Furthermore, the temperature
of the water in the heat-exchanger circuit acts as a boundary node of the model. The order
of the model is determined by the number of nodes that contain dynamic elements (the
thermal capacitances), and is consequently six. The rates of heat transfer into the winding
and end-winding nodes of the circuit simulates the losses that arise when the windings are
excited with a current.
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Figure 4.3: Lumped-parameter model of the test object.

State-space model for identification

The goal of the grey-box modelling is to find parameter values so that the equivalent circuit
of Figure 4.3 emulates the thermal behaviour of the machine as accurately as possible. To
achieve this, the first step is to represent the lumped-parameter circuit mathematically as a
state-space model. The state-space model is structured as

ẋ (t) = Ax (t) + Bu(t) (4.9)
y(t) = Cx (t)

where u(t) contains the inputs to the system, x (t) the state variables and y(t) the outputs.
The input vector consists of the electrical currents, the winding resistance and the temper-
atures of the winding and end-winding nodes in Figure 4.3 (this is discussed further down).
The state variable vector consists of the node temperatures, and the output vector is the
same as the state variable vector (i.e. C is the identity matrix). Mathematically, u(t) and
x (t) are formulated as

u(t) =



R0i(t)
2

(ζew(t)− ζcw)R0i(t)
2

(ζw(t)− ζcw)R0i(t)
2

0
0
0

 , x (t) =



ζew(t)
ζw(t)
ζt(t)
ζy(t)
ζh(t)
ζc(t)

 (4.10)

whereR0 is the resistance of the winding when it has the same temperature as the water. The
first element of the input vector consequently describes the rate of heat transfer when the
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temperature of the winding is the same as the temperature of the water, while the second
and the third elements take the temperature’s impact on the heat dissipation due to the
change of the resistivity of the windings into consideration. In a wye-connected three-phase
machine, i(t) is

√
i2d + i2q and R0 is the phase resistance Rs supposing a power-invariant

dq transformation. However, the machine must rotate to have an evenly distributed heat
generation when the machine is wye connected, and the thermal model can therefore not
be derived with tests when the machine stands still. To overcome this, the three phases of
the machine are connected in series, and the resulting electrical impedance is excited with
a time varying DC current. With the new connection, the same current flows through
all windings, and the heat generation is therefore evenly distributed in all the slots. The
resistance of the new connection, i.e. R0 in (4.10), is equal to 3Rs, and i(t) in (4.10)
becomes the time varying DC current. Section 4.4 explains the setup further.

As seen in (4.10), the input vector u(t) contains the state variables ζew and ζw. This is ne-
cessary due to the temperature dependence of the resistance of the windings, which affects
the losses, and therefore the rate of heat transfer, significantly. The connection between the
state variables and the input imposes a feedback on the system, which out of a simulation
and control perspective is problematic. However, since this system is designed for identi-
fication purposes, and all the state variables are measured during the experiments, this does
not cause a problem at this stage. The following section describes how the system can be
redesigned for simulation purposes.

The Kirchoff’s voltage equations of the equivalent circuit yield the matrix A as

A =



− 1
τew

1
τew

0 0 0 0
1
τw1

−
(

1
τw2

+ 1
τw1

)
1
τw2

0 0 0

0 1
τt1

−
(

1
τt2

+ 1
τt1

)
1
τt2

0 0

0 0 1
τy1

−
(

1
τy2

+ 1
τy1

)
1
τy2

0

0 0 0 1
τh1

−
(

1
τh2

+ 1
τh1

)
1
τh2

0 0 0 0 1
τc1

−
(

1
τc2

+ 1
τc1

)


(4.11)

where τ are the thermal time constants of the system (τw1 = CwRew↔w and τw2 =
CwRw↔t and so forth). The matrix B dictates how the inputs affect the state variables and
is formulated as
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B =



q 1
Cew

q αCu
Cew

0 0 0 0

(1− q) 1
Cw

0 (1 − q)αCu
Cw

0 0 0

0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0

 (4.12)

where q divides the total stator resistance R0 between the winding and end-winding, and
αCu defines the temperature dependence of the electrical resistance in the model; this factor
is generally called the temperature coefficient in the literature. Note that the values in the
second and third column of B relate to the second and third value in u(t). These inputs
take the temperature dependence of the heat dissipation in the windings into account. To
clarify, the resulting inputs to the end-winding and winding node can be expressed as

Q̇ew =

(
R0i(t)

2 · q 1

Cew

)
+

(
R0i(t)

2 · q αCu

Cew

)
(ζew(t)− ζcw)

Q̇w =

(
R0i(t)

2 · (1− q)
1

Cw

)
+

(
R0i(t)

2 · (1− q)
αCu

Cew

)
(ζw(t)− ζcw)

State-space model for simulation

As mentioned above, the state-space model for identification has an intrinsic feedback since
the rate of heat transfer due to the electrical current depends on the temperature of the
winding. The feedback creates an algebraic loop if the model is simulated without a delay.
Therefore, it makes sense to differentiate the system. Here, the forward euler method is
used to approximate the system’s dynamics

x (n+ 1)− x (n)

∆t
= Ax (n) + Bv1(n)x (n) + Bv2(n) (4.13)

where v1(n) and v2(n) are given by
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v1(n) =



0 0 0 0 0 0
R0i(n)

2 0 0 0 0 0
0 R0i(n)

2 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0

 , v2(n) =



R0i(n)
2

−R0i(n)
2ζcw

−R0i(n)
2ζcw

0
0
0



and where ∆t is the sampling time. This approximation is only sufficient if the noise to
signal ratio in the current sensor is low and the time steps are short compared to the system’s
dynamics; otherwise, the output signal becomes noisy and unstable. In this work, the data
was collected with one hertz, which suffices since the temperature dynamics of the machine
are relatively slow. Considering ∆t =1 [s], (4.13) can be rewritten to

x (n+ 1) = (I+ A+ Bv1(n))x (n) + Bv2(n) (4.14)

which is straight forward to implement in code. It should be mentioned that there are more
refined ways of simulating state-space systems that derives the results in more accurately
[114]. However, in this case (4.14) suffice well.

Analytical estimation of parameters

Even if the design of the grey-box model is based on physics, the optimisation process
only minimises the differences between the measured and estimated temperatures without
taking any physical aspects of the model into account. Therefore, it is important to have
initial estimations of the model parameters that correspond to reality as much as possible
(in this case, we suppose that a realistic thermal model predicts the temperatures better).
In addition, the analytical estimations should be compared to the final grey-box model
parameters to make sure that the results have a reasonable physical interpretation. Some
of the parameters are difficult to estimate: The heat transfer coefficients of the interfaces
between the cooling channels and the oil in the oil circuit (see Figure 4.2), and the oil and
the water through the heat exchanger, involve forced convection and demand extensive
CFD simulations or measurements for accurate estimations. Furthermore, the thermal
capacitance of the coolant node (the node of the temperature ζc(t) in Figure 4.3) in the
model is complicated to estimate if the volume of the coolant is not known. Therefore,
these parameters are given arbitrary values, within reasonable limits, in the initiation of
the optimisation. However, the rest of the parameters of the model can be estimated more
straight forwardly if the design and materials of the machine are known.
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Resistances. The thermal resistances Rw↔t, Rt↔y and Ry↔h are derived as suggested by
Figure 4.1, while the estimation of the resistance Rew↔w requires information about the
axial geometry of the machine. As mentioned in section 4.2, the thermal conductivities
of the interfaces between the winding and the teeth, and the yoke and the house, vary
from machine to machine and are complicated and difficult to determine. However, the
literature presents reasonable values that suffice as first estimations (respective references are
given for each parameter below). The following list describes the considered approaches to
derive the four resistances

• Rw↔t. Various publications state that the heat transfer coefficient between the
winding and the teeth depends largely on the conductivity of the epoxy and dif-
ferent fillers that are used during the manufacturing process. Furthermore, the fill
factor of the slot and the material of the conductors naturally affect the equivalent
thermal conductivity of the windings. Here, the fill factor of the slot is assumed
to be 40  (an arbitrary but common figure), and the conductors are made out of
copper. According to the litterature, these preconditions yield an equivalent thermal
conductivity between 1.5 and 3 W/(mK) for the winding and insulation in the radial
direction [107, 115, 116]. For this work, an equivalent thermal conductivity of λw↔t

= 2 W/(m·K) is used, which suffice for the final results of the thermal model estima-
tion. When the interface’s equivalent thermal conductivity is known, the tangential
length between the middle of a slot and the slot wall, and the total area of all the slot
walls, yield the resistance according to (4.4). The numerical values of the aforesaid
parameters become

λw↔t = 2 [W/(m · K)]
xw↔t = 0.0042 [m]

Aslot-walls = 0.0460 [m2]

Rw↔t = 0.0454 [K/W]

Note that the part of the core between the winding node and the teeth node is neg-
lected since the thermal conductivity of electrical steel is significantly higher than
the radial thermal conductivity of the slot (λE-steel ≈ 30 [W/(m · K)]).

• Rt↔y. In deriving the resistance between the teeth and the yoke, the mean area (A
in (4.4)) is calculated by first deriving the total cross-sectional stator area between the
teeth and yoke node (excluding the slot), then dividing it by the distance between the
radius of the nodes (x in (4.4)) and finally multiplying the results with the machine
length. Mathematically, the calculation of A can be expressed as
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At↔y =
lm

ry − rt

∫ 2π

0

∫ ry

rt

S(r, θ)drdθ (4.15)

where S(r, θ) is the supposed function for the 2D cross-sectional geometry of the
of the stator in polar coordinates, lm is the machine length, and rt and ry are the
radiuses to the node in the teeth and the yoke, respectively. When At↔y and xt↔y

are known, the thermal resistance is calculated according to (4.4), where the thermal
conductivity of electrical steel λE-steel is found in [117]. The numerical values of the
parameters of the considered machine become

λE-steel = 30 [W/(m · K)]
xt↔y = 0.0259 [m]
At↔y = 0.0276 [m2]

Rt↔y = 0.0218 [K/W]

• Ry↔h. The resistance between the yoke and the housing is quite arbitrary in its
nature since the interface between the laminations of the stator and the relatively
even surface of the housing varies from one machine to another, even if the design
is the same. However, for a rough estimation it is possible to model the interface as
an equivalent small uniform airgap. Here, the calculations of the parameters assume
an airgap of ∆lag = 0.07 mm [105]. The thermal resistances due to the iron and the
aluminium are neglected since the thermal conductivity of air is much lower than
that of the two metals (λE-steel

λAir
≈ 1136 and λAl

λAir
≈ 7765 [112, 118]). It should be added

that if the distances between the nodes and the equivalent air gap are multiple orders
of magnitudes longer than ∆lag they can have significance in the total thermal res-
istance between the nodes regardless of the big difference in thermal conductivity.
Nevertheless, the approximation suffice in this context since the parameter estim-
ations are optimised in the grey-box model estimation procedure after the analyt-
ical estimations. The numerical results for the parameters that derive the equivalent
thermal resistance and its resulting value become

λAir = 0.0264 [W/(m · K)]
xag = 0.00007 [m]

Aag = 0.0592 [m2]

Rag = 0.045 [K/W]

• Rew↔w. The estimation of the resistance between the end-winding and the active
winding requires insight in the axial geometry of the machine. Due to the arbitrary
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winding distribution of pulled windings, it is difficult to derive an accurate estim-
ation of the actual length between the middle of the end-winding and the active
winding. Furthermore, the exact placements of the sensors are not known in this
case, which means it is uncertain whether they measure the intended temperatures.
Despite the difficulties, one can derive an approximate value of the end-winding-
to-winding resistance: A crude estimation considers the end-windings to be perfect
half circles in between one slot to the next, and assumes that the end-winding and
winding sensors are mounted in the middle of the half circle, and in the middle of
the axial length of the machine, respectively. Figure 4.4 shows the diameter of the
assumed half circle for the machine that is evaluated in this work.

Figure 4.4: Length for end winding estimation.

The estimated length x in (4.4) between the nodes of the end-winding and active
winding becomes

xew↔w =
lewπ

4
+
lm
2

(4.16)

where lm is the axial length of the machine. The areas of the active winding and the
end-winding are considered to be the slot area. Furthermore, the thermal conductiv-
ity of the insulation is considered negligible compared to the copper. Therefore, the
parameter Aew↔w in (4.4) is estimated by the slot area multiplied by the winding
fill factor. The resistance is now derived with (4.4), where the thermal conductivity
of copper λCu is found in [112]. The numerical results for the parameters that derive
the equivalent thermal resistance and its resulting value become

λCu = 400 [W/(m · K)]
xew↔w = 0.078 [m]

Aew↔w = 0.0017 [m2]

Rew↔w = 0.112 [K/W]
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Thermal capacitances. Equation (4.8) gives the thermal capacitances of the equivalent cir-
cuit straight forwardly if the materials and geometries of the different parts of the machine
are known. Unfortunately, no geometrical data of the housing is available, which means
its equivalent thermal capacitance is estimated very roughly in the initialisation of the op-
timisation. Furthermore, the equivalent thermal capacitance of the node that represent the
oil circuit in Figure 4.2 is, as mentioned in the beginning of this section, complicated to
derive – especially when the volume of the coolant is not known. Nevertheless, the rest
of the thermal capacitances of the equivalent circuit in Figure 4.3 can be derived with the
available information:

• Cew. The estimation of the thermal capacitance of the end-windings assumes that
one end-turn is a perfect halfcircle with the diameter lew (the same assumption as
the estimation of Rew↔w does, see Figure 4.4). Considering the area of the slot and
the end-winding to be the same, the volume of the end-windings become

Vew =
lewAslotπ

2
nslots (4.17)

The windings consist both of copper and of insulation that have significantly different
density and specific heat capacity. However, the literature presents typical figures
that can be used for the calculations [107, 113]. Considering a fill-factor of 40 , the
density of the winding is approximated to

ρwind = 0.4ρCu + 0.6ρEpoxy

Here, an epoxy resin mass density of ρEpoxy = 1200 [kg/m3] and a copper mass
density of ρCu=8890 [kg/m3] are considered, and an approximate estimation of the
equivalent specific heat capacity of the windings Cp,wind is obtained from [107].
Considering (4.8), the parameter values of the equivalent thermal capacitance of the
windings together with its value become

ρwind = 4276 [kg/m3]

Cp,wind = 700 [J/(kgoK)]
Vew = 2.97 · 10-4 [m3]

Cew = 889 [J/oK]

• Cw. The thermal capacitance of the windings inside of the slots is calculated as
Cew, with the exception that the volume is the stack length times the slot area and
the number of slots
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Vw = lmAslotnslots (4.18)

The earlier presented equivalent mass density and specific heat of the windings to-
gether with the volume of the windings inside the slots give the equivalent thermal
capacitance

Vw = 3.84 · 10−4 [m3]

Cw = 1150 [J/oK]

• Ct. The volume of the teeth part of the stator can be described as

Vt = lm

∫ 2π

0

∫ rto

rti

St(r, θ)drdθ (4.19)

where rti and rto are the radiuses of the inner and outer boundaries of the teeth
segment, respectively. The density ρE-steel and the specific heat capacity Cp,E-steel
of electrical steel are found in [117], and the parameters of the equivalent thermal
capacitance becomes

ρE-steel = 7650 [kg/m3]

Cp,E-steel = 490 [J/(kgoK)]
Vt = 6.37 · 10-4 [m3]

Ct = 2387 [J/oK]

• Cy. The calculation of the yoke thermal capacitance is very similar as for Ct, except
that the boundaries of the radial integral in (4.19) change:

Vy = lm

∫ 2π

0

∫ rso

rto

St(r, θ)drdθ (4.20)

where rso is the outer diameter of the stator (the interface between the stator and
the housing). The volume of the stator segment, together with the mass density and
specific heat of the electrical steel, give the thermal capacitance according to (4.8)

Vy = 7.86 · 10-4 [m3]

Cy = 2748 [J/oK]
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Comments

The procedures above describe simplified strategies to derive the passive elements in the
equivalent circuit of the full-order model. A more thorough analyses can include e.g. the
stacking factor of the stator, a deeper investigation of an appropriate division between
capacitances in the machine, inclusion of the iron part in the winding-to-teeth and the
yoke-to-house resistance, and calculations of the housing capacitance that is straight for-
ward to achieve if the house geometry can be estimated. However, the analytically derived
parameter values suffice in this context since they are later on optimised in the grey-box
estimation procedure. All the analytically estimated parameters can be found together in
table 4.1 that appears in section 4.4.1.

4.3.3 The reduced-order model

Figure 4.5 shows the reduced-order model, which builds upon the sensors in the end-
winding, on the top of the housing, and in the coolant channels.

Q̇(t)

C
ew

+
w

C
h
+
s

C
c

ζcwζc(t)ζh(t)ζew(t)

Rew↔h Rh↔c Rc↔cw

Figure 4.5: Reduced-order lumped-parameter model of the test object.

In this model, the heat dissipation is not divided between the end-winding and the active
winding. Instead, all the losses are modelled to arise in the end-winding. The assumption
moves the model away from a physical representation of the machine, which in other words
makes the model a ”darker” grey-box representation compared to the full-order model.
The equivalent thermal capacitance of the end-winding node in Figure 4.5 is estimated as
the sum of the end-winding capacitance and the winding capacitance from the full-order
model, while the node that represents the house temperature has an equivalent thermal
capacitance equal to the sum the teeth, the yoke and the housing thermal capacitance. The
values of the new thermal capacitances are found in table 4.1 that appears in section 4.4.1.
Kirchoff’s voltage law yields the state-space matrices of the reduced-order model
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A =


− 1
τew

1
τew

0
1
τh1

−
(

1
τh2

+ 1
τh1

)
1
τh2

0 1
τc1

−
(

1
τc2

+ 1
τc1

)
 (4.21)

B =

 1
Cew

α
Cew

0

0 0 0
0 0 0

 (4.22)

The input vector and state vector become

u(t) =

 R0i(t)
2

(ζew(t)− ζcw)R0i(t)
2

0

 , x (t) =

ζew(t)ζh(t)
ζc(t)

 (4.23)

The state-space model for simulation is formulated in the same way as for the full-order
model (section 3.2).

4.3.4 Optimisation procedure

This work does not focus on the mathematical algorithm that optimises the model paramet-
ers, but rather on the step-by-step modelling procedure in a broader perspective (the main
focus is described further in the introduction and conclusion of this chapter). Therefore,
the System Identification Tool-box in Matlab, which features a predefined work package for
grey-box model identification, is used [119]. However, a brief introduction to the mathem-
atical concept of the optimisation algorithm is important to understand how the parameter
values are derived. Furthermore, there are some practical aspects, such as initialisation of
the optimisation, that should be discussed.

Initialisation of optimisation

Before the actual identification procedure starts, it is important to provide the optimisation
algorithm with good first estimations of the parameters. The analytical estimations of the
parameters that the preceding section presents give a first base for the initial values for the
optimisation. However, there are two additional measures that can be considered to get
better initial parameter values:
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1. A straight forward approach to obtain good estimates of all thermal resistances of
the model, except the one between the end-winding and the active winding, is to
let the system approach a quasi-steady-state temperature distribution in the end of
the identification test sequence. Since all the losses arise in the active winding and
end-winding, the rate of heat transfer from the winding node out to the coolant is
known. The rate of heat transfer together with the temperature drops between the
nodes of the circuit then yield the resistances according to

R =
ζ1 − ζ2

Q̇
(4.24)

2. Since (4.13) gives a straight forward solution to simulate the model, one can get an
understanding of how different parameters affect the temperature distribution by
manually changing them slightly and comparing the simulation output results with
the measurements. This procedure helps with obtaining suitable initial parameter
values for the optimisation algorithm, and it also indicates how the different para-
meters of the model affect its dynamics.

It should be emphasised that none of these measures require additional tests, but can be
performed with the same data that is used for identification supposing that the test sequence
ends in a quasi-steady-state temperature distribution.

In addition to good initial parameter values, it may be favourable to reduce the order of
freedom of the model by locking parameters that are well known, supposing they are rel-
atively temperature independent³. In this case, the temperature coefficient of copper αCu

is locked throughout the optimisation procedure since it has a well-defined value that re-
mains fairly constant in the relevant temperature range [75]. Furthermore, the end-winding
node temperature in the full-order model is affected by the end-winding capacitance, the
end-winding-to-winding resistance, and the q factor that divides the stator resistance into
an end-winding and a winding part. Since an infinite combination of these parameters
give the same results (supposing that the winding capacitance can change as well), the op-
timisation procedure has a high risk of deriving unrealistic parameter values, which can be
problematic in e.g. an extension of the model. However, by locking the end-winding-to-
winding resistance, the optimisation algorithm is able to derive realistic parameter values
that give accurate simulation results.

Concept of optimisation algorithm

Matlab’s toolbox for system identification provides a number of different optimisation al-
gorithms that can be used to derive the optimal parameters of the grey-box model. The

³Here, “locked parameter” means parameters which values do not change in the optimisation procedure.
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algorithms minimise the square of the errors between the measured values and the system
outputs by changing the system parameters. The sum of the squares of the errors can be
described with the cost function

f(x) =
m∑
i=1

ri(x)Tri(x) (4.25)

where x contains the parameters of the system, r(x) the residuals (the difference between the
measurements and the model outputs) andm is the number of observations. Ideally, f(x)
becomes as close to zero as possible after the optimisation procedure. Most optimisation
algorithms that are available in the grey-box work package are based on the Gauss-Newton
algorithm, which is a simplification of the Newton’s method for optimisation; a variant
of this algorithm is also used in this work. These methods try to find parameter values
that yield a zero derivative of the cost function without letting its value increase during the
search process. Naturally, this function finds the closest local minimum considering the
starting values of the parameters, and it is therefore important to choose parameters that
finds an as global optimum as possible. The Newton’s method with one identifiable variable
is formulated as

x(k + 1) = x(k)− f ′(x, k)

f ′′(x, k)
(4.26)

where k is the iteration index of the optimisation procedure. Considering f(x, k) to be
equal to the cost function (4.25), (4.26) becomes

x(k + 1) = x(k)−
∑m

i=1 ri
dri
dx(k)∑m

i=1
d2ri
dx(k)2

(4.27)

With multiple identifiable variables, the derivative of the cost function with regards to the
identifiable parameters is represented by the gradient vector, and the second derivative by
the Hessian matrix

x(k + 1) = x(k)−H−1g (4.28)

where H is the Hessian matrix and g is the gradient vector. The gradient vector is a column
vector with the same number of elements as number of identifiable parameters in the sys-
tem. Considering the cost function (4.25), one element of the gradient vector for one
specific k is derived as
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gj = 2

m∑
i=1

ri
∂ri
∂xj

(4.29)

The complete gradient vector is formulated as

g = 2JT r (4.30)

where J is the Jacobian matrix and r is a column vector containing the residuals. The
Hessian matrix is the derivative of the gradient in regard to the identifiable parameters, and
is consequently a square matrix with the same number of rows and columns as the number
of identifiable parameters in the system. One element in the Hessian matrix is given by

Hjl = 2

m∑
i=1

(
∂ri
∂xj

∂ri
∂xl

+ ri
∂2ri
∂xj∂xl

)
(4.31)

As seen in (4.31), the Hessian contains both first- and second-order derivatives of the resid-
uals with regards to all parameters. However, the second-order derivatives can be computa-
tionally demanding to calculate, and if the system is fairly linear and the residuals are small
around the minimum, the second-order derivatives can be approximated to zero; this sim-
plification yields the Gauss-Newton algorithm. Considering the second-order derivatives
in the Hessian to be zero, (4.28) can be rewritten to

x(k + 1) = x(k)− (JT J)−1JT r(x(k)) (4.32)

which, together with a set criteria when to stop (e.g. maximum iterations reached) yield
parameters that minimises the cost function as much as possible. The methods that are
available in Matlab’s tool-box manipulate the Jacobian and/or the Hessian and set up addi-
tional restrictions and rules for the optimisation process to perform more efficient estima-
tions. Furthermore, the algorithms work with subspaces to make the optimisation process
more efficient (this is the automatically choosen algorithm in the grey-box identification
package, and was used for the optimisation in this work). In addition, other methods, such
as the gradient-decent method, which only follows the negative gradient minimise the cost
function, and the Levenberg-Marquardt algorithm, which combines Gauss-Newton’s with
the gradient-decent method, are also available. More information regarding relevant op-
timisation algorithms can be found in [120].
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Comments

In addition to the underlying optimisation algorithm, it is also possible to include an over-
laying algorithm that automates the process to find the good initial parameters. One such
example is the particle swarm algorithm where different parameter values is located ran-
domly in a search space (within reasonable limits of course), and each of the initial para-
meter combinations are evaluated to find the best case [121]. In the next iteration the
particles move according to certain conditions, and a new optimisation with the under-
lying algorithm is performed. This approach may help a lot, especially if the numbers of
parameters is substantial and there are many parameters that are difficult to estimate ana-
lytically.

There are also additional measures one can take to further control the optimisation. The
parameters can be limited by bounds so they do not obtain values that deviates from physics
(e.g. negative impedances). Furthermore, weights can be put on different outputs if some
temperatures are more important than others. In some instances, it can be more important
to model the winding temperature accurately compared to the stator yoke temperature. In
such cases, higher weights can be put on the residuals from the more important temperat-
ures, which make the optimisation algorithm find parameter values that make the models
reflect these temperatures better.

4.4 Experimental procedure, setup and results

One of the main goals of the proposed test method is to avoid conventional converters and
a dynamo; the tests should be performed at standstill and at the same time capture as much
of the thermal dynamic behaviour of the machine as possible. It is therefore preferable
to include the thermal dynamics that arise when the current is significantly higher than
what the machine can sustain in a steady-state situation. Furthermore, the current should
contain as little harmonics as possible to make sure that the absolute majority of the losses
are dissipated in the windings. Considering these aspects, the test setup is assembled as
described in the following list

• Both the physical inputs and the outputs of the windings are available in the test
object of this work, and they can therefore be connected in series to create one circuit
that includes all the conductors of the machine.

• The end points of the circuit are connected to a supply voltage that excites the ma-
chine with current. The supply voltage is in this case a three-phase rectifier bridge
connected to a transformer rated for high current, which in turn is connected to a
variable transformer that can provide voltages between 0 and 230 Volts. Furthermore,
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a electrical capacitor is mounted on the output of the bridge to cancel out harmonics.
Consequently, an adjustable DC current with small harmonics is created and used
as excitation during the experiments.

• To obtain the input power, which is approximately the heat dissipated in the wind-
ings, the voltage over the input terminals of the machine is measured directly with
two cables that are connected to a differential input in the data acquisition (DAQ)
system. The current is obtained by measuring the voltage over a shunt resistor.

Figure 4.6 shows the circuit layout of the test setup.

V

A
Ra

La

Rb

LbLc Rc

ua

ub

uc

Figure 4.6: Setup configuration for the experimental tests.

The resistance R0 in the state-space models (the state-space model is presented in section
4.3.2) is equal to the sum of the phase resistances in Figure 4.6, i.e. R0 = Ra + Rb + Rc
at the same temperature as the water coolant (60o in the following experimental results).

Control of the excitation current

The input current of the experiments should result in a thermal dynamic behaviour of the
machine that simulates realistic thermal transients in the designated application. Since
the torque varies from zero to values that almost cause overheating in the stator windings
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in automotive applications, the current sequence includes both relatively high and low
currents. In the setup, the current is controlled manually by adjusting the voltage from
the variable transformer, and it can therefore not provide constant power pulses (the stator
resistance increases when the temperature increases and the current therefore decreases,
even though the voltage remains). However, this does not have a negative impact on the
quality of the results as long as the current is measured accurately, and a wide range of
current values are included throughout the test.

Another important aspect of the control of the input current is to not let the temperatures
in the machine reach levels where they can cause damage. Especially the winding temper-
atures must be supervised since their insulation starts to degrade above the rated limits.
Furthermore, the temperature sensor is never in the actual hot-spot of the winding, and
there should therefore be a margin between the thermal limits and the maximum temper-
ature of the experiments; the litterature suggests a limit of 10 oC below the rated maximum
temperature of the windings [101].

Control of the water coolant temperature

The identification procedure and the thermal model of the machine suppose that the tem-
perature of the water circuit (see Figure 4.2) of the cooling/heating setup remains constant
throughout the tests. This is achieved by controlling the fan of a radiator that is included
in the water circuit. The water temperature is measured at the inlet of the heat exchanger
that is connected to the oil circuit, and a PI controller increases the speed of the fan if the
temperature is too high, and vice versa if the temperature is too low. The heater makes it
possible to keep the water temperature higher than room temperature until the test object
reaches a quasi-steady-state temperature distribution, and the starting temperature of the
experiments can therefore be chosen freely (within the thermal limits of the system).

4.4.1 Identification results

Figure 4.7a shows the input current of the system identification input sequence for the
grey-box estimation. Since the voltage remains constant in the different operating points,
the input current drops when the winding resistance increase due to the increasing temper-
ature. The input voltage is changed six times to different values to provoke enough thermal
dynamics so the system can be identified from the measured data. The sequence is approx-
imately 50 minutes and includes currents that ranges from approximately 10 Amperes to
50 Amperes. It is difficult to draw a definitive conclusion regarding how long the sequence
must be, and how many times and how much the current needs to change throughout
the sequence to obtain enough information about the thermal transient behaviour of the
machine for a satisfying system identification. However, the currents should result in the
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(a) Input current for identification data-
set.

(b) Resulting node temperatures during
excitation.

(c) Measurements together with the
identified full-order grey-box model
simulation results.

(d) Measurements together with the
identified reduced-order grey-box
model simulation results.

Figure 4.7: Identification input current and resulting temperature measurements and
model simulations.

maximum temperature dynamics that can be expected during operation, and they should
make the temperatures increase to almost the maximum allowed temperature in the ma-
chine.

The resulting measured node temperatures from the identification sequence experiment are
shown in Figure 4.7b. The temperatures behave as expected: the hottest temperature arises
in the end-winding, and the lowest in the oil coolant, which remains similar to the water
temperature (60oC) throughout the sequence. Figure 4.7c and 4.7d show the measure-
ments together with the resulting full- and reduced-order model simulation results after
the identification, respectively. Both model results fit the measurements very well, which
is expected since the models are optimised based on the measurements.
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Parameter values

Table 4.1 shows the resulting numerical parameter values of the analytical estimations, and
of the initial and the resulting grey-box model estimations of the two models. The ca-

Table 4.1: Model parameters.

Rew↔w . Cew 
Rw↔t . Cw 
Rt↔y . Ct 
Ry↔h . Cy 
Rh↔c x Ch 
Rc↔cw x Cc x
q . α .

(a) Analytically calculated model
parameters.

Rew↔w . Cew 
Rw↔t . Cw 
Rt↔y . Ct 
Ry↔h . Cy 
Rh↔c . Ch 
Rc↔cw . Cc 
q . α .
Rew↔h . Cew+w 

Ch+y+t 

(b) Initial grey-box model para-
meters.

Rew↔w . Cew 
Rw↔t . Cw 
Rt↔y . Ct 
Ry↔h . Cy 
Rh↔c . Ch 
Rc↔cw . Cc 
q . α .

(c) Grey-box estimated model
parameters for the full-order
system.

Rew↔h . Cew+w 
Rh↔c . Ch+s 
Rc↔cw . Cc 

α .

(d) Grey-box estimated model
parameters for the reduced-
order system.

pacitance values of the analytical estimations (Table 4.1a) are used as initial parameters in
the grey-box identification of the full-order system (Table 4.1b), except for the teeth and
yoke, which are changed manually after a few test runs (see section 4.3.4 for an explanation
to this). The initial capacitance values for the reduced-order model are derived from the
analytically calculated values, where Cew+w is the sum of the analytically derived wind-
ing and end-winding capacitances, and Ch+s is the sum of the analytically derived teeth,
yoke and housing capacitances. The resistances of the initial grey-box identification para-
meters for both models are derived from the quasi-steady-state situation in the end of the
identification sequence, and therefore differs from the analytically derived parameters.
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Comparing the analytically calculated and the initial parameters, the biggest relative dif-
ference is found between the teeth and yoke results. A plausible explanation for this is that
these parameters are very dependent on the placement of the sensors: The thermal resist-
ance changes approximately linearly with the change of distance since the thermal resistivity
between the sensors does not change significantly. Furthermore, the sensors are mounted
on the outermost laminate of the machine, where the temperature gradient might not be
as significant as in the middle of the machine. This would result in a smaller estimated
thermal teeth-to-yoke resistance from the measurements compared to the calculated result.
In addition, it is complicated to obtain information about how quick the temperature of
the outmost laminate changes compared to the rest of the teeth and the yoke, and equival-
ent teeth and yoke thermal capacitance values are therefore complex to estimate. In either
case, the resulting changes in the resistance and capacitance values between the analytically
derived and the initial grey-box parameters are considered small enough to be realistic.

All the final grey-box parameter values of the full-order model are close to the initial values,
except for the estimated teeth and yoke capacitances which lie in between the initial and
the analytically estimated parameters, and the end-winding capacitance, which increase
substantially, but not unrealistically much (Table 4.1c). The results point towards a model
that relates closely to physics, which makes it likely to be valid for any arbitrary winding
current. The reduced-order model identification yields a winding to house resistance that
is lower than the initial, but still within reasonable limits (Table 4.1d). The estimated capa-
citances are also relatively close to the initial guesses. The identification results show that
a representation of the machine as a third-order system yields a model that is surprisingly
close to the physical expectations. However, it should be emphasised that this assumes that
the sensors represent the actual temperatures of the machine, which is especially uncertain
for the end-winding node. The conclusion of this chapter discusses this more.

139



4.4.2 Validation tests

After the identification procedure is finished, it is important to validate the resulting models
to make sure they work well with arbitrary input data. Two validation procedures are
considered.

1. In the first validation procedure, the setup remains the same as for the identification
tests, but the input current sequence changes. A comparison between the temperat-
ure measurements when the new input current excites the machine and the simula-
tion of the temperatures with the estimated models from the identification data, but
with the new current input, gives information regarding the validity of the models.

2. In the second validation procedure, the phases of the test object is connected in a wye
configuration, and a three-phase h-bridge converter acts as the power source during
the experiment. A conventional PI current controller, which is used in e.g. back-to-
back tests, controls the machine throughout the test. The new configuration makes it
possible to validate the models when the machine rotates with a low speed. To make
sure that the speed of the test object remains constant even though the controller
demands a certain current that gives rise to a certain torque (rather than a constant
speed), an additional load machine is connected to the shaft of the test object. It
should be emphasised that the whole test procedure – and a good validation – can be
performed with the initial test setup, which does not include an additional machine
and drive. However, in this context it is good to reinforce the validation of the model
to make sure that it performs well. The current of the test object is controlled with an
MTPA algorithm (see chapter 2, section 2.2 for an explanation of the MTPA concept)
to mimic a real operation situation as much as possible. With the new setup, the term
R0i(n)

2 in the B matrix of the state-space models is exchanged for R0
3 (id(n)

2 +
id(n)

2), which yields the DC resistance power losses in the windings (AC losses are
neglected). An alternative to this would be to keep the speed constant by changing
the angle of the dq-axes current vector when the magnitude of it increases; such a
strategy makes the extra machine redundant since the torque can be held constant
even though the current changes. However, due to the limited time this was not
studied in this project.

Validation Results from the standstill identification test setup

Figure 4.8 shows the input current and the resulting measured and simulated temperatures
of the validation test sequence from the standstill identification test setup.
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(a) Input validation current.

(b) Simulated and measured temperatures from the full-order model.

(c) Simulated and measured temperatures from the reduced-order model.

Figure 4.8: Validation from the standstill identification test setup with a new input
current sequence and a new temperature profile.

The fits between both the full-order model and the reduced-order model simulation results
and the measurements are good considering the arbitrary nature of the input current. Fig-
ure 4.9 shows the absolute and relative differences between the simulation results and the
measurements.

The differences look almost discontinuous when the input current changes a lot in a short
time. This may be due to that a heat source, one or two thermal resistances and a capacitance
may be a too simple model to simulate the detailed transient behaviour of the windings. In
either way, the discontinuous jumps do not matter much when judging the models’ overall
ability to predict the temperatures of the machine.
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(a) Absolute difference between the
measured and simulated temperat-
ures for the full-order model.

(b) Absolute difference between the
measured and simulated temperat-
ures for the reduced-order model.

(c) Percental difference between the
measured and simulated temperat-
ures for the full-order model.

(d) Percental difference between the
measured and simulated temperat-
ures for the reduced-order model.

Figure 4.9: Difference between simulated and measured temperatures for the stand-
still identification test setup.

To analyse the results deeper, Table 4.2a shows the most significant absolute and the per-
cental differences between the simulated and the measured temperatures.

Table 4.2: Deviation between measurements and simulations

Full-order Reduces-order
∆ζmax . oC . oC
∆ζavr . oC . oC
∆ζpmax .  . 
∆ζpavr .  . 

(a) Standstill test setup.

Full-order Reduced-order
∆ζmax .oC . oC
∆ζavr . oC . oC
∆ζpmax .  . 
∆ζpavr .  . 

(b) Rotating test setup.

The full-order model performs slightly better than the reduced-order model both in ab-
solute and percental terms. The highest deviation in total of all temperatures is 3.32 oC,
and the average absolute difference for the temperature that differs the most, which is the
end-winding temperature, is 1.35 oC. Furthermore, the percental differences stay below 2.51
.

142



Validation Results of constant speed tests

Figure 4.10 shows the results from the rotating test setup.

(a) Input current for identification data-set.

(b) Input speed for identification data-set.

(c) Validation data-set measurements and simulated model results.

(d) Validation data-set measurements and simulated model results.

Figure 4.10: Identification data-set and resulting model simulations from the constant
speed setup.
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The rotating speed is kept around 500 rpm throughout the test. Considering the estim-
ations of the previous chapter, the speed-dependent losses at 500 rpm are around 10 W.
This is sufficiently low considering the relatively high stator resistance of the machine (see
Figure 3.11 and Appendix A). To evaluate the results in more detail, Figure 4.11 shows the
differences between the measurements and the simulations.

(a) Absolute difference between the
measured and simulated temperat-
ures for the full-order model.

(b) Absolute difference between the
measured and simulated temperat-
ures for the reduced-order model.

(c) Percental difference between the
measured and simulated temperat-
ures for the full-order model.

(d) Percental difference between the
measured and simulated temperat-
ures for the reduced-order model.

Figure 4.11: Difference between simulated and measured temperatures for the rotat-
ing test setup.

The measurements and the model results fit well considering the difference in the winding
excitation and the rotation in the validation experiments compared to the identification
test. As for the results from validation test with the initial setup, the end-winding tem-
perature shows the greatest absolute difference between the measurements and the results
from the full- and the reduced-order models. However, contrary to the first test, a com-
parison between the yoke temperature measurements and the simulations yields a similar
difference, and the yoke temperature shows the biggest percental difference between the
simulations and the measurements. The bigger difference between the yoke temperature
measurements and the simulation is not surprising since the rotation leads to losses in the
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core of the machine, and the model is therefore prone to underestimate the temperatures.

Table 4.2b shows the maximum and mean absolute and percental differences between the
measurements and the model results. The percental difference between the end-winding
temperature and the low-order model results is the biggest with 3.31 . This difference
occurs in the end of the sequence when the excitation is turned of and the machine tem-
perature approaches the coolant temperature. Regardless, the measurements and model
results shows good agreements considering the difference in excitation compared to the
identification test setup.

4.5 Summary

This chapter describes a modelling and test procedure that derives experimentally based
thermal models of IPMSMs when they stand still or operate at low speeds. The procedure
includes a wide range of data in the identification procedure, and the models can therefore
be used to simulate peak current capability of a machine. No sophisticated measurement
equipment is necessary, and the procedure demands only one test sequence for the para-
meter identification. Therefore, the tests can be performed with relatively small means
within a reasonable time scale. The chapter proposes two models: The first includes the
temperatures of the end-winding, the winding, the stator, the housing and the coolant,
while the second includes only the temperatures of the end-winding, the housing and the
coolant. Below follows suggestions to possible applications and expansions of the mod-
els, and a discussion regarding an alternative test setup approach. Furthermore, since the
sensors are a fundamental part of the modelling process, implications of sensor placements
and inaccurate measurements are discussed.

The full-order model

The full-order model demands many sensors in the machine. These sensors are generally
not included in serial production. However, prototypes are much more likely to include
similar sensors for an extensive evaluation of a design. Therefore, the full-order model is
primarily designed to get information about how the heat transfers, and how the thermal
resistances in different parts of the machine behave. Theoretically, it is also straight forward
to introduce speed-dependent losses in the model, considering that the majority of these
losses are dissipated in the stator core. The identification and validation of such models
require tests with both variable currents and frequencies, which in turn demands an ad-
ditional machine to control the speed of the test object. However, a similar method as
presented in the foregoing chapter, where the machine works constantly under mechanic-
ally transient conditions, could also work as input data, supposing the mechanical transient
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are not too high. Furthermore, the loss models from the preceding chapter can be included
in the model as a first estimation of the heat dissipation due to the speed-dependent losses.
The model would lack an estimation of the permanent magnet (pm) temperatures since no
rotor node is included⁴. However, it is quite straight forward (at least out of a theoretical
point of view) to approximate the PM temperatures by estimating the linked magnetic flux
online. Look-up tables that relate the linked magnetic flux to the temperature and currents,
as presented in chapter 2, section 2.2.2, could be used for this purpose. In addition, it is
possible to include an additional node in the rotor if it is needed. To conclude, the full-
order model yields a good overview of how the temperature distributes over the machine,
but leaves a lot of room for development and future work.

The reduced-order model

The reduced-order model only needs sensors in the end-winding (which is the hotspot in
the considered machine), in the housing and in the coolant channels. However, the sensor
of the housing is mounted on top of the machine, and as a consequence, the modelling
procedure only demands that one sensor is integrated in the actual manufacturing process.
As serial produced machines often feature a thermal sensor in the supposed hotspot, it is
not unrealistic to assume that the reduced-order model can be derived for not only the
prototype, but for all produced units. This makes it ideal for e.g. end-of-line testing,
which can give an individual thermal model for each produced unit, and which can detect
if something is wrong with the cooling system of the machine. However, the design of
the model should still be done on a prototype, whereupon the model would be calibrated
for each unit. An interesting continuation of the evaluation of the reduced-order model
would be to see how well it predicts high thermal transients in the windings due to high
currents when the rotational speed of the machine is high. If it is possible for the model
to achieve this, it would add high value to predict e.g. thermal rise in the windings due to
high regenerative braking [122]. Such predictions would be valuable for the development
of current control algorithms. Unfortunately, this type of investigations were not feasible
to perform within the time limit of the project.

Alternative identification test setup

Since the test methods of the former chapters use the same mechanical and electrical setup,
an interesting continuation of this work would be to find a procedure to derive the thermal

⁴There is a sensor installed in the vicinity of the permanent magnets in the machine (this sensor is used in
the experimental procedure of chapter 2 so it would be straight-forward to include such a node in the model.
However, the node would give little useful information since 1) the thermal resistance between the stator and
the rotor is significantly affected by the rotational speed, and 2) there are no losses in the rotor with DC currents
in the windings.

146



identification data without changing these connections. One possible approach to achieve
this could be to control the d-axis current with a current controller and the q-axis current
with a speed controller. This would give the possibility to rotate the machine with a high
enough speed to distribute the winding copper losses approximately equal over the slots,
but a low enough speed to not induce significant speed-dependent losses. In addition, the
magnitude of the losses could be controlled by adjusting the d-axis current. In this case,R0

in (4.10) would be equal to the stator resistanceRs, and i(t)would be equal to
√
is2d + is2q .

Of course, loss phenomena due to the switching converter would make it hard to estimate
the power losses (the heat sources in (4.3)) very accurately. On the other hand, in many
cases these losses are low enough to neglect.

Dependence on sensors

Since the identification of the proposed models builds upon temperature measurements
from each respective node, the thermal sensors of the machine dictate the model designs.
It is of course possible to add nodes that do not represent the experimentally obtained
temperatures. However, the risk of divergence and bad optimisation results increase signi-
ficantly if the order of the model increases without including more information about the
dynamic temperature characteristics of the machine in the additional model nodes. This is
prone to move the model towards a darker grey model, which in turn can result in problems
with repeatability and validation if there is not a very substantial amount of identification
data available.

The modelling procedure always assumes that the sensors measure the temperatures in the
designated spatial positions in the machine. However, the sensor placement in the wind-
ings is difficult to control, and the model can therefore be optimised for unexpected spatial
positions. This is especially important to emphasise when a node is put in the supposed
hotspot of the machine (in this case the end-winding nodes of the models), since the meas-
ured temperature can be significantly lower than the actual. In addition, the uncertainty of
the temperature measurements can be high, which also should be taken into account when
deciding how reliable the model is.

Conclusions

The main purpose of this chapter is to present a procedure to derive a thermal model of a
machine that operates under highly dynamical conditions. The proposed models are only
valid for the considered or similar machine designs, and it is important to evaluate each
design for itself, and to chose an equivalent circuit that represents the thermal behaviour of
the machine in a sufficient way. This might also be an iterative process since the first choice
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of an equivalent circuit might not yield sufficient results. Nevertheless, the results of this
chapter show that the presented modelling approach can give good models with relatively
small means.
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Chapter 5

Applications, continuation and
conclusion

This work presents methods that derive the electromagnetic properties, the loss profile, and
information about the thermal behaviour of IPMSMs. The three aforementioned categories
are divided into three different chapters that propose methods to find the characteristics of
their respective part. Each chapter summarises the outcome of their presented methods
respectively, and this final one therefore primarily aims to tie all the results together to
find a general conclusion of the work. Below follow some alternative applications where
the methods can be used together, suggestions on continuation of the work, and a final
conclusion of the thesis.

Applications

The individual chapters propose applications for their respective methods. However, one
application that has not yet been discussed in full is testing in the end of a production line.
End-of-line testing can benefit from all the presented methods, and the methods can also be
combined for a better result. The electromagnetic characterisation evaluates the magnetic
model fast and gives individual data for each machine that can be used for optimal cur-
rent controller design. Furthermore, if the shaft dimension of the test object is known, the
moment of inertia on the rotating axis can be increased by introducing a flywheel that as-
sures sufficiently low magnitudes of acceleration. In addition, the number of evaluated data
points can be chosen so that 1) they give enough information to yield a sufficient magnetic
model and 2) the test time stays within the given time requirements. A whole loss profile
analysis, which demands a low magnitude of acceleration and consequently a high moment
of inertia of the rotating axis, is unrealistic to perform on each manufactured machine in
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the end-of-line context due to time requirements¹. However, the low torque operational
points of the magnetic model estimation dynamic test sequence still yield possibilities to
control if the losses of the machine behave as expected, and consequently give insight into
the health of the machine. Furthermore, a standstill thermal test as presented in chapter 4,
but with a shorter excitation sequence, reveals if the thermal impedances deviate from the
expected. All steps assume that a prototype has been evaluated in before hand so the results
can be compared to the “correct” properties.

Another suitable application for the test methods of this work is in-situ testing of machines
already installed in vehicles. This application requires that the shaft of the test object can be
decoupled from the wheels with a clutch. If the disconnection is possible, all of the methods
can be used to obtain a complete characterisation of the machine without needing to remove
it from the vehicle. However, the test to obtain the data for the thermal model identification
would have to be modified to excite the machine while it rotates slowly. Nevertheless, as
described in section 4.5, this could be achieved with a controller strategy that controls the
d-axis current with a current controller and the q-axis current with a speed controller. An
evaluation of in-situ tests would be an interesting step for further research of the methods.

In addition to the end-of-line testing and vehicle in-situ testing, the methods can be used to
give a coherent picture of a prototype machine to evaluate if it performs sufficiently for the
intended application. Furthermore, the results from these tests can be used as a reference
for the end-of-line evaluations. However, as mentioned numerous times in this thesis, the
methods are not intended for machine benchmark testing that can be used as selling points,
since these generally require detailed uncertainty analyses. Nevertheless, even though the
uncertainty of the dynamic test results cannot be obtained in a straight forward manner, it
does not mean that the results are bad, only that the possible statistical deviation from the
results cannot be estimated numerically in an easy manner.

Continuation

Most of the continuation suggestions for the different parts of this thesis are discussed
in each respective chapter. However, the work can also be put in a broader context that
does not only focus on the specific methods but on machine and system identification in
general. A first step in this line would be to include the power converter in the character-

¹The results in chapter 3 show that an acceleration of around 180 rad/s2 is on the limit to produce good
results. With this acceleration the speed reaches 5000 rpm in around 3 seconds. Considering the design of the
test sequence (see section 2.3.1), a test of this loading point would take around 12 seconds. Furthermore, in
high field-weakening operation, the torque would be significantly lower, and the top speed significantly higher.
Consequently, the testing time would be considerably longer, and the duration of a complete mapping of the
machine could add up to half an hour or more. This is most likely not acceptable if machines are produced at
a high rate.
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isation process. If the converter properties are included in the results, the outcome yields
a performance model of the whole electrical machine drive system in a vehicle. The most
intuitive approach to achieve this is to measure the voltage and the current on the DC side
of the converter (the side which is connected to a battery in an electrical vehicle). A com-
parison between the DC link power and the mechanical power on the shaft of the machine
gives the complete losses of the whole system. Information about these losses would give
possibilities to design control algorithms that minimise the losses of the whole machine
drive system during operation.

Conclusion

As mentioned above, this thesis presents methods to derive the most important character-
istics of an IPMSM: the electromagnetic properties, the loss profile, and thermal behaviour.
The dynamic test approach that is presented proves to be an efficient procedure to obtain the
electromagnetic characteristics of a machine quickly and accurately. To estimate the power
losses with measurements from dynamic measurements is challenging, but the presented
method proves to be a good tool to obtain detailed information of the losses of a test object,
which can lay as a foundation for modelling. Finally, the presented thermal model estima-
tion approach still has a lot of room for expansion, but gives a straight forward alternative
to estimate the thermal characteristics of a machine at standstill and low-speed operation.
Together, these methods present solutions to obtain information about the most relevant
properties of an IPMSM. The introduction defines the aim of this thesis as ”to obtain the
most important characteristics of an IPMSM with 1) as little and cheap equipment as pos-
sible and 2) as fast testing procedures as possible”. Considering the outcome of the thesis,
the author believes the objectives of the research are met.
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Appendix A

Testing equipment

Test objects

The specifications of the two machines that were used as test objects throughout this work
are found in table A.1. The first test object, which we call machine 1, is designed by PhD
Francisco J. Marquez-Fernandez for an Electric rear-wheel-drive unit. More information
regarding specifications and the electromagnetic design process is found in [123], and a
presentation and evaluation of the thermal properties of the machine is found in [124].
Figure A.1 shows a photo of machine 1.

Figure A.1: machine 1

The second test object, which we call machine 2, is designed by PhD Rasmus Andersson
for heavy hybrid vehicles. A detailed presentation of the design and characteristics of the
machine is found in [125]. Figure A.2 shows a photo of machine 2 with the flywheel that
was used during the loss measurement experiments.
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Table A.1: Characteristics of the test objects.

machine  machine 

Nbr of poles  
Nbr of slots  
Nbr of turns  

Winding type Double-layer
distributed

Single-layer
distributed

DC-link voltage ≈  [V] ≈  [V]
Base speed ≈ [rpm] ≈ [rpm]
Top speed ≈ [rpm] ≈ [rpm]
Rated torque ≈ [Nm] ≈ [Nm]
Peak torque > [Nm] ≈ [Nm]
Winding resistance ≈. Ω ≈. Ω

Appendix B presents finite element models of both test objects.

Power converter

The power converter that acted as power source throughout the experiments consists of six
SKIIP 513 GD172-3DUL V3 modules which are rated for 1200 V DC-link voltage and 400
A rms current.

Control and data acquisition system

The compactRIO system from National Instruments acted as both control and data ac-
quisition system during all of the experiments. The compactRIO is a modular system that
allows a quick and flexible configuration of various input and output signals. Furthermore,
the system features a field-programmable gate array (FPGA) that makes the synchronisa-
tion between the control loop, the demodulation of the resolver rotor position signals, the
synchronisation of phase voltage measurements, and the saving of data relatively easy to
perform.

Sensors

The list below presents the sensors that were used to perform the measurements throughout
the work

• The hall effect current transducer LA 205-S was used to measure the phase currents.

• The hall effect transducer LEM LV25-p measured the DC voltage.
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Figure A.2: machine 2

• The Tektronix P5200 high voltage differential probes were used to measure the switch-
ing instances of the power converter.

• A variable reluctance Singlsyn resolver by Tamagawa measured the rotor position of
machine 1 and machine 2.

• pt100 thermal resistance thermometer sensors measured the temperature in the ma-
chines.
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Appendix B

Finite element models

The finite element models of the machines that act as test objects in this thesis are shown
in Figure B.1.

(a) Machine 1 (b) Machine 2

Figure B.1: FEM models of evaluated machines.

Due to deviation between the simulation results and the estimates based on experimental
data, considerable effort has been put into analyses of the models. Downwards follow the
most important conclusions drawn from the analyses.
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Thermal aspects

The magnetic permeability of the components of the machine changes little with the tem-
perature, and it is therefore neglected in the simulation model [126]¹. However, the per-
manent magnet BH characteristics change significantly and cannot be neglected. Figure B.2
shows an approximation of how the load line of the permanent magnets of the machine
(N35SH neodynium magnets) change with temperature [23].

Figure B.2: Approximate temperature characteristics of N35SH.

The effect of the temperature on the permanent magnets is reversible up to a certain point
where the remanence flux density is lowered permanently. In the ansys Maxwell software,
which was used as the main simulation tool throughout this thesis, the permanent magnet
BH characteristics are defined by the magnetic coeversity (Hc). However, the data sheet
gives the temperature coefficient for the remanence flux (Br). Since the remanence flux
and the magnetic coevercity are approximately linearly dependent at relatively low temper-
atures the temperature coefficient holds for the remancence flux also, and the coevercity as
a function of temperature can be calculated as

Hc(T ) = Hc(20
o) (1 + β(T − 20o)) (B.1)

Where β is the temperature of coefficient for the remanence flux of the magnets, which in
the case of N35SH neodynium magnets is -0.0011 [23]. When the temperature increases,

¹The permeability of iron changes around 0.1/oC, which can cause a noticable change for big temperature
differences. However, since the permeability of the electric steel is so high compared to the one of the airgap
and the permanent magnets, a substantial percental change of the reluctance due to the electric steel yields a
much lower percental impact on the total reluctance of the magnetic circuits of the machines.
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the relationship between Hc and Br is no longer linear. As a consequence, the magnetic co-
evercity cannot be calculated with the temperature coefficient of the remanence flux which
makes it hard to foresee the temperature’s effect on Hc. In the simulations in this study the
the coeversity was estimated with (B.1) throughout the whole temperature range. As the res-
ults in chapter 2 shows, this approximation holds fairly well within the tested temperature
range.

Sensitivity of magnetic model simulation

The following list presents some important aspects of the magnetic model derivation of per-
manent magnet machines through FEM simulations that was found during the simulation
process.

• The meshing next to the airgap is very important. The linked magnetic flux from
the permanent magnets decreases when the mesh gets finer. A too coarse mesh con-
sequently leads to an overestimation of the linked magnetic flux, which also earlier
publications from the author have struggled with.

• The saturation characteristics of the core material affects the results significantly. The
datasheet for the evaluated machines’ electrical steel only gives the saturation curve
up to 1.7 tesla. However, the saturation characteristics over 1.7 tesla have a signific-
ant impact on the results since the flux barriers in the rotor depend on saturation to
prevent flux leakage. Furthermore, the overloading characteristics when the q-axis
current is very high also change when the saturation data is erroneous. If the satura-
tion is underestimated at high flux densities, the model underestimates the flux from
the permanent magnets due to leakage, and overestimates the q-axis linked magnetic
flux for high q-axis currents due to a too high iron permeability.

• The manufacturing process of the machine affect the flux and loss characteristics
of the machine [11, 12]. If the simulation model has a narrow air gap between the
rotor and stator small tolerance errors influence the inductance of the machine sig-
nificantly. Furthermore, the effect depends on the manufacturing techniques, and
each particular machine has individual characteristics that are very hard to include
in the model. Therefore, it is next to impossible to achieve a perfect match between
simulations and measurements.

In addition to the aspects above, all simulation results in this work comes from 2D mod-
els. Therefore, the models exclude effects from flux fringing and end-winding inductance.
These phenomena can however be compensated for by analytical expressions. Hendershot
and Miller give an approximate formula that assumes the end-windings to be formed as
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circles with air in the middle to derive the inductance for a set geometry [127]. Figure B.3
illustrates such a model of the windings.

Figure B.3: end-winding model for inductance calculations.

Given the this simplification, the inductance is given by

Lcirc =
µ0N

2
cD

2
ln
(

4D

0.447
√
D · w

− 2

)
(B.2)

where µ0 is the magnetic permeability of free space, Nc is the number of turns in the
windings, and D and w are the diameter and the width of the end-winding model, re-
spectively (Figure B.3). There exists numerous other analytical equations to approximate
the 3D effects, but for an accurate estimation 3D fem models is generally used [128,129]. 3D
fem simulations are however time consuming both in terms of modelling and simulation
time, and in most cases – at least for machines where the diameter of the machine is not
significantly longer than the length – 2D simulations are sufficient.

It should be mentioned that since the machines that this thesis evaluates are relatively long
compared to their diameter, the effect of the 3D phenomena are relative small. For example,
(B.2) gives an end-winding inductance of approximately 1 of the active inductance inma-
chine 1. This difference is so small that the aforementioned error sources clearly dominate
in the inductance estimation.
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Sensitivity of AC losses

The simulations greatly underestimate the AC losses in the machine. One of the most
probable reason for the difference is the extra losses that the manufacturing of the machines
gives rise to. Both the radial and the axial losses in the core increase significantly due to
cutting of the laminates – this is especially true when laser cutting and welding are used in
the manufacturing [92].
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Appendix C

Current control and software
implementation

The cRIO system from national instruments was the central control and data acquisition
unit for the experiments in this work. The field programmable gate array (FPGA) that
the system includes features accurate timing and true parallelism, which facilitates the im-
plementation of a synchronised and well-performing current controller. The software is
designed to synchronise the control and data acquisition as much as possible to avoid drift-
ing and timing errors. This appendix explains the most important parts of the algorithms
and how they are implemented

C.1 Main control loop

Figure C.1 shows a flowchart of the main control loop that was used throughout this pro-
ject. The loop is synchronised with the inverter switching frequency, and the controller
consequently gives a new voltage reference value every switching period. In the first step
of the loop, Analog to digital converters sample measurements from the current sensors,
the resolver signals and the DC link voltage into the system. Secondly, an algorithm de-
modulates the resolver signals to obtain the frequency and the rotor position of the test
object. Thirdly, the measured voltages, currents and the position are stored in a FIFO to be
sent to the host computer. Fourthly, the currents are transformed to dq-axes currents and
are fed into the current controller (explained below). The dq-axes voltage references that
the current controller produces are transformed to abc coordinates, whereupon converter
non-linearities are compensated for in the reference voltages. The final reference voltages
are sent to a fast loop that derives the gate signals for the IGBTs, and the loop restarts.
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Figure C.1: Flowchart of the main control loop.

Resolver demodulation

The two machines that are tested in this work have resolvers as position sensors. The re-
solvers need to be excited with a high frequency signal – typically between 5 and 10 kHz
– whereupon two signals in quadrature return to the control system for demodulation. In
this work the cRIO generates a excitation signal of 10 kHz. Since the D/A converters of the
system work with 100 kHz, the system can only generate 10 samples per excitation signal
period. However, in the presented implementation a solution where only eight discrete
values generates the excitation is chosen. This makes it possible to generate a symmetric
excitation signal that is relatively easy to demodulate.

When the modulated signals return from the resolver the peak values are read into the sys-
tem through fringe detection, and the trigonometric method yield the rotor angle [37]. The
trigonometric method simply calculates the arctangent value of the peaks of the returning
resolver signals as

θ̂r = atan

(
û sin θ

û cos θ

)
(C.1)

where zero division is avoided using the CORDIC algorithm [38]. Since the main control
loop is synchronised with the excitation signal generation, the modulation can be done
directly in the main loop with the sampled resolver signals.

Current controller

The design of the current controller is a standard proportional intergrator (PI) controller
suggested by many publications. The PI gains are derived by the internal model design
approach presented in [130]. The induced voltages in both d and q are feed forwarded for
a better load disturbance rejection. In addition, compensations of inverter non-linearities
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such as dead-times, rise and fall times and voltage drops of the semi-conductor components
are feed forwarded.

Induced voltage feed forward

The most common PMSM PI control strategy feed forwards the emf (induced voltage due
to the permanent magnet flux) and neglects the induced voltage due to the stator currents.
A more refined model considers the induced voltages as functions of constant d and q
inductance values and the rotational frequency together with the currents. However, if
detailed flux characteristics as functions of the currents are available, look-up tables can be
used to feed forward accurate estimations of the induced voltages. This further enhances the
load disturbance rejection capabilities of the controller. In this work, the induced voltage
is calculated with the current reference values for a more stable controller.

Inverter non-linearities feed forward

To further enhance the controller performance and to make the reference values from the
controller as similar as possible to the actual inverter voltages, the algorithm feed forwards
estimations of the non-linearities of the converter to the reference signals. This work finds
the proper feed forward values with look-up tables as function of the phase currents. The
look-up tables are derived by the by the following procedure

1. Measure the resistance of the phase windings of the machine;

2. Apply a d-axis current to align the flux from the permanent magnets with phase A;

3. Switch from current control to voltage control and apply a specific d-axis voltage.
Note the resulting voltage phase references and measure the phase currents (the cur-
rent should flow through two of the windings and not create a torque) and meas-
ure the resulting current in the stator windings. Calculate the voltage drop over the
phases by multiplying the current with the resistance to find the actual phase voltages.
The differences between the references and the voltages give the non-linearities for
the specific phase currents. Do this for as many voltages/currents as necessary for the
testing range.

4. Structure the results in look-up tables as functions of the phase currents.

The look-up tables are integrated in the controller algorithm as shown in Figure C.1. The
non-linearities change when the DC-link voltage changes, and it is therefore necessary to
have look-up tables for all the DC-voltages that are used.
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Gate signal generation

The gate signals are generated according to the symmetrical suboscillation method. Firstly,
the reference values from the current controller (u∗abc in Figure C.1) are normalised by
dividing them with UDC

2

sabc = u∗abc
2

Udc
(C.2)

These signals are references for the suboscillation method and allows a maximum voltage
of Udc2 . To extend the accessible voltage it is possible to add zero sequence harmonics to
the reference signals. The maximum possible voltage extension without over modulation is
achieved by adding harmonics so that

max(s′abc) = −min(s′abc) (C.3)

where s′abc are the reference signals after the zero sequence component has been added. The
condition is reached by

s′abc = sabc −
max(s′abc) + max(s′abc)

2
(C.4)

which becomes the final signals to be compared to the carrier wave to decide the duty-cycles
for the converter legs.
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I decided to become the PMSM king
and if I die fighting, then that’s that
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