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Abstract 

This thesis describes charge transport in III-V narrow bandgap semiconductor 
nanowires. We are particularly interested in quantum transport in InSb, InAs and 
InP-InAs core-shell nanowires. According to the type of transport mechanism 
dominating in the devices, this thesis can be divided into four parts.

In the first part of this thesis, we investigated the temperature dependent transport 
properties of InSb nanowires using field effect transistors made of InSb nanowires 
grown by chemical vapor deposition. Ambipolar transport is observed from the
measurements in a wide range of temperatures up to 300 K. A bandgap of 220 meV 
is extracted from the temperature dependent measurements. Hole and electron field 
effect mobility are determined and their temperature dependence studied. The off 
state current shows a strong dependence on the temperature and the channel lengths 
of the transistors. 

In the second part of this thesis, spin relaxation and quantum interference in InSb 
nanowires are explored. Low-field magnetoconductance measurements are 
performed and a crossover from weak antilocalization to weak localization is 
observed. The experimental results are well explained with quasi one dimensional 
weak localization theory. Spin relaxation length and phase coherence length are 
defined. A strong Rashba spin-orbit strength of αR = 0.4 eV -0.87 eV is extracted. 

In the third part of this thesis, electron transport in a single quantum dot is studied 
in the weak and strong dot coupling regimes. The single quantum dots are formed 
in InSb nanowires by side gates. Various transport features such as sequential 
tunneling, excited states, and cotunnelings are investigated. Low temperature 
transport properties of InP-InAs core-shell nanowires are also explored and the 
coulomb blockade effect is revealed from a quantum structure extending over the  
entire core-shell nanowire. 

In the last part of this thesis, we report on electron transport through double quantum 
dots in InSb and InAs nanowires defined by side gates. From the measurements in 
the weak inter dot coupling regime, Pauli spin blockade is observed. The evolutions 
of states in the Pauli spin-blockade region with magnetic field is also studied.     
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Popular Scientific Summary

The silicon-based semiconductor industry has experienced a rapid development 
since the first transistor was invented in 1947 by J. Bardeen, W. Brattain, and W. 
Shockley at Bell Labs. Transistors work as switches or amplifiers for both digital 
logics and analog applications and they are therefore the heart of modern electronic 
devices. Obviously, the development has had a large impact on our daily life, from 
computers, smart phones to control systems found in automobiles. The development 
is achieved by a reduction in the size of transistors to improve transistor density, 
performance and power density. However, as the size of a transistor is approaching 
the scale of only a few atoms, it is revealed that further miniaturization will not work 
anymore partially due to quantum effects. In fact, it is a fundamental limit since an 
electron cannot be treated as a point like particle, instead it possesses a duality of a 
particle and a wave. At the atomic scale, quantum mechanical effects such as 
tunneling, interference, and confinement take place and the transport in a transistor 
is governed by these quantum effects, leading to degradation of device performance. 
This brings a need to search for new materials and novel devices, or techniques, 
which address the problems facing modern electronic devices.

When we look at the world in atomic scales, things start to behave in unusual ways. 
One particle can be co-exists in servals states at the same time. This is known as the 
superposition principle in the quantum world. Taking advantages of quantum 
physics to build a computer leads us to the era of quantum computing where the law 
of classical physics will not be applicable anymore. A quantum computer uses a 
qubit instead of a bit which is used in the conventional computer. To imagine the 
power of quantum computer, let’s consider a sphere as storage of information. A bit 
can be at one of the poles of the sphere while a qubit can exist at any points on the 
sphere. It means that, the quantum computer can store enormous amount of 
information with less energy than the conventional computer does. The quantum 
computer also can be used for quantum simulations to design new materials which 
is practically impossible to tackle with conventional computers. The quantum 
computer has more other advantages over the conventional computer. However, 
building a quantum computer is incredible complex. It is therefore of fundamental 
importance to understand physics in atomic scales and properties of materials to 
realize quantum computers. 
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Nanowires are small structures with typical diameters of 10-100 nm and lengths of 
several micrometres. Nanowires provide an excellent platform to study interesting 
quantum phenomena in nanostructures. Combinations with wide range of martials 
in growth can be achievable due to relaxed strains in the nanowires. Nanowires can 
also be grown in complex structures. For example, radially grown ‘core-shell’ 
nanowires can be achieved by first growing a core nanowire, then changing the 
growth conditions to deposit a homogenous shell around it. Many other advantages 
that nanowires have, make them attractive for various applications, including 
building quantum computers by using devices made of nanowires. 

The focus of this thesis is to investigate low temperature charge transport properties 
of III-V narrow bandgap semiconductor nanowires. Various fascinating physics of 
mesoscopic systems are studied with devices which are made of III-V narrow 
bandgap semiconductor nanowires.
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Chapter1
Introduction 

1.1 Semiconductors and Nanoelectronics  
Quantum theory gives a deep insight into interactions between the crystal structure 
of materials and electrons. The interactions generate a concept of the band structure 
in a solid, which describes the available states of electrons in the material. In a bulk 
material, relatively continuous bands separated by bandgaps are formed by these 
states. The occupation of electrons in these states are determined by the Fermi-Dirac 
distribution which describes the number of occupied states as a function of energy, 
E, above the fermi level, EF:

(1.1) 

In a metal, the Fermi level is located within one of the bands where many 
unoccupied states are available (conduction band) that make the electrons or charge 
carriers free to move, therefore metals are highly electrically conductive. In contrast 
to a metal, the Fermi level is located within a bandgap in an insulator. As a result, 
an insulator does not conduct any current. Since the Fermi level is located within 
the bandgap for a semiconductor, under normal conditions, the electrical 
conductivity of a semiconductor is very low. However, compared with insulators, 
semiconductors have a smaller bandgap that makes it possible to tune and control 
the conductivity of semiconductors by supplying an energy from external sources, 
like heating or irradiating with light. In electronics, the conductivity of a 
semiconductor can be tuned by either introducing doping atoms to control the 
number of charge carriers in the semiconductor or by using an electric field to shape 
the band structure. 

The outstanding properties of semiconductors, such as their flexibility and tunability 
of the conductivity have brought rapid developments in the semiconductor industry. 
It began with the invention of the transistors in 1947 by J. Bardeen, W. Brattain, and
W. Shockley at Bell Labs. The transistor has become a building block for
performing logic functions in most electronic devices. Therefore, its inventors were
awarded the Nobel Prize in Physics [1]. The next breakthrough in electronics was



20 
 

the invention of the integrated circuit by Jack Kilby and Robert Noyce in 1958. 
Since then, modern electronics which is based on Si Metal-Oxide-Semiconductor 
(CMOS) has experienced an exponential development in integration density and 
performance during the last 50 years. The development of CMOS circuits was 
driven by the miniaturization of the transistor size according to Dennard’s classical 
scaling principle [2]. Dennard’s scaling rule allows improvement in performance 
and power efficiency by geometry scaling. Therefore, the traditional scaling has 
been the main focus of the industry to achieve developments in performance. For 
example, one of the processors, introduced by Intel in 2007, has 820 million 
transistors with a minimum feature size of 45 nm [3], today the transistor size is 
about 22 nm.   

However, as the size of transistors are reduced to a length scale of only a few atoms, 
it is revealed that the miniaturization is faced with a number of problems and 
obstacles. For example, reduced gate response, a high off state current introduced 
by short channel effects and a poor subthreshold slope [4]. Moreover, as the size of 
a transistor becomes comparable to the electron wavelength, quantum mechanical 
effects like tunneling, interferences, confinement happen. The transport in a 
transistor is governed by these quantum effects, which cause degradation of device 
performances. It will therefore be unlikely to keep shrinking the transistor size in 
future transistor designs. This challenge brings a need for researchers to develop 
new materials, novel gate geometries and new devices which rely on the advantages 
of utilizing quantum effects [5-7].  

1.2 Quantum computers 
A long term, but revolutionary solution to increase the functionality of computation 
is building a quantum computer (QC). A QC is a machine which is made using 
bizarre concepts of the quantum world. For example, superposition, allowing a 
particle in multiple states at the same time; quantum measurements, where the 
outcome of a measurement is uncertain, depending on how it is detected; and 
entanglement - ‘spooky action at a distance’. These quantum properties enables a 
quantum computer to perform calculations, which would be impossible to tackle by 
its counterpart classical computer. As examples, quantum algorithms are predicted 
to solve certain problems, among these are, factoring large numbers or searching 
unstructured databases faster than classical algorithms. The QC is also expected to 
help us design new materials more efficiently, for instance room temperature 
superconductors or catalyst for reduction of greenhouse gases. The QC would also 
allow us to decode cryptic codes and simulation of quantum systems, which may be 
a key to the development of new medicines and new materials [8]. 

The elementary component of a quantum computer is the quantum bit or qubit, 
which can, unlike a classical bit, be in a superposition of binary states, 0 and 1. 
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Qubits made from several quantum systems, which have their own advantages and 
challenges, are being investigated. For example, single atoms in ion traps [9], NV 
defect centres in diamond [10], superconducting circuits [11], semiconductor qubits 
[12], and topological qubits [13]. In order to carry out quantum computing by qubits, 
the quantum states of the qubits have to be initialized, read out and manipulated 
[14]. In contrast to classical bits, quantum states are sensitive to interactions with 
the environment and measurement systems. Consequently, the main technological 
challenge emerging for quantum computation is losing coherence of the quantum 
states. The loss of coherence limits the time for using qubits to computation. 
Concerning the materials we have studied in this thesis, we will give a very brief 
review of spin qubits and topological qubits.

1.3 Spin qubits 
The concept of a semiconductor spin qubit is based on the use of the spin degree of 
freedom. A long spin dephasing time (approaching microseconds) [15-17], ultrafast 
coherent spin manipulation [18], phase coherent spin transport over a distance of up 
to 100 μm [15-17] have been experimentally revealed in semiconductors. Indeed, it 
makes the spins in a semiconductor promising for the implementation of spin qubits. 
Electrons in semiconductors can be controlled by confining them into a ‘tiny box’ 
referred to as quantum dots. In a quantum dot, the motion of electrons is restricted 
in all three dimensions giving rise to quantization of the energy spectrum resembling 
that of an atom. In fact, semiconductor quantum dots provide great flat form to 
manipulate and control spin states. The combination of these two fields, using spin 
of electrons in quantum dots as spin qubits was proposed by Loss and Di Vincenzo 
[14]. This proposal uses two qubit quantum gates based on the exchange interaction 
of coupled quantum dots, and relies on spin-to-charge conversion for efficient read-
out schemes. Unfortunately, this spin-charge coupling was found to make the qubits 
sensitive to electrical noise, particularly to low-frequency noise [19]. Spin-orbit 
interaction (SOI) is one source of decoherence, because it mixes spin and charge 
[20]. However, it has been proposed to use SOI to manipulate coherent interaction 
of qubits [21, 22]. Unlike the exchange interaction, SOI generates states of spin and 
charge where the mixing happens at a high frequency, which makes the qubits 
tolerant to low frequency noise [23]. A recent theoretical study of InSb NW 
demonstrates that SOI can be tuned and controlled by using different gate 
configurations to modify the symmetry and charge distribution in the nanowire [24]. 
Therefore, quantum dots made of semiconductor materials with strong SOI are of 
current interest for the implementation of spin based quantum information 
technologies.  
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1.4 Topological qubits
An alternative approach to address the problems that appeared in QC is to use the 
topology state of a matter. Topological quantum computation relies on exotic quasi 
particles, called anyons, for storing and manipulating quantum information [25]. 
The exotic statistical behavior of anyons, which in neither like bosons nor fermions 
[25], the presence of a non-trivial quantum evolution described by topology, makes 
them insensitive to local geometrical details. Therefore, when anyons are used to 
encode quantum information, this topological behavior provides much desired 
tolerance of local perturbations and control errors [25]. In other words, anyons 
create a degenerate coherence sub-space that can only be discharged when the 
anyons are moved adiabatically around each other. Let us assume that we have 
topological qubits where part of the quantum state is in point M, while the other part 
is far away from M, in point N. Disturbances that occur at M and N would not 
change the state of the qubits, unless there is a transfer of the qubit from one state 
to the other state, such as N→M, or M→N. This ‘topological protection’ makes the 
topological qubits promising for realizing quantum computation. Anynons are also 
expected to have applications in quantum errors and quantum error corrections [25]. 

Naturally, the question arises about which systems could anyons be created in? 
Several topological states that support anyons have been predicted. For example, 
fractional quantum hall states that occur by interaction of cold electrons at very 
strong magnetic fields, spin liquids generated by collective states of strongly 
interacting spins, and topological superconductors (p-wave superconductors) in 
heterostructures [25]. While natural p-wave superconductors are yet to be found,
topological superconductors can be engineered under certain conditions. For 
example, when a spin-orbit coupled semiconductor [26], a topological insulator, 
[27, 28] or a chain of a magnetic atoms [29, 30] is placed in the proximity of a 
regular s-wave superconductor. According to a proposal made by Kitav [31], wires 
made of the above materials in combination with s-wave superconductors can host 
a pair of anyons, referred to as Majorana fermions at the ends of the wire which can 
be probed by tunneling measurements.‘Majorana fermions’ are a consequence of a 
real solution to the Dirac equation [25]. The following ingredients have been put 
forward for creating Majorana fermions in a nanowire based device [31-33]: (1) a 
one-dimensional electronic system, ensures that only two Majorana fermions are 
created at the ends of the wire (2) spin orbit interaction, mixes the spin up and down 
(3) superconductivity, supply electrons with opposite spins. (4) Magnetic fields, lifts
the spin degeneracy. It is worth to point out that in order to achieve the realization
of Majorana modes, it is essential to choose suitable materials which ensure to fulfil
the above ingredients.
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1.5 Narrow bandgap III-V semiconductor nanowires   
Semiconductor nanowires are a perfect platform for studying various interesting 
quantum and topological phenomena [34-37]. Due to their low density of defects 
and relaxed strain, growth of materials in a wide range of combinations and complex 
structures can be achieved [38]. The quasi one-dimensional geometry of nanowires 
allows for the creation of quantum dot systems by confining electrons via gate 
electrodes [35]. On the other hand, core-shell nanowires have been gaining 
attentions for studies related to quantum interference and quantum topology [39, 
40].  

Among other III-V compound semiconductor nanowires, a great deal of attentions 
is paid to narrow bandgap nanowires like InSb and InAs because of their unique 
transport properties, such as high electron mobility [41], large Lande g-factors [42, 
43] and strong spin-orbit interactions [43]. The first InAs NW based spin qubits 
were realized in 2010 by Nadj-Perge et al. [34] and subsequently with InSb NWs in 
2013 by Van den Berg et al. [44]. Helical spin states were reported from 
measurements with InSb NW devices [45], which is essential for quantum 
information processing. Beside their ability to realize spin qubits, the combination 
of strong spin-orbit interaction and the superconducting proximity effect, make 
these nanowires promising materials to explore Majorana fermions and ultimately 
topological qubits. So far, great efforts have been made to create Majorana fermions 
with quantum devices made from InSb and InAs nanowires [36, 37, 46, 47].  

1.6 Aim and content of this thesis  
In this thesis, we aim at investigating charge transport in III-V narrow bandgap 
semiconductor nanowires, especially we are interested in InSb, InAs and InP-InAs 
core-shell nanowires.  

To investigate charge transport properties of InSb nanowires grown by chemical 
vapor deposition (CVD), we made field effect transistors with these nanowires and 
performed electrical measurements for various temperature ranges in paper I. We 
further extended our measurements with CVD grown InSb nanowires to 
magnetoconductance measurements in quantum diffusive regime to explore spin 
relaxation and spin-orbit interaction strength in paper II. A side gate technique is 
developed and used to form both single and double quantum dots to study electron 
transports in InSb nanowires quantum dots in paper III and InAs nanowire double 
quantum dots in paper IV. Low temperature electron transport properties of InP-
InAs core-shell nanowires are investigated in paper V.  

This thesis is organized as follows:  
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Chapter 2 describes material growth methods, device fabrication techniques and 
measurement set up.

Chapter 3 describes charge transport in InSb NW field effect transistors. The 
temperature dependent transport properties of InSb NW grown by chemical vapor 
deposition are investigated. Field effect mobility for holes and electrons are 
extracted and their dependence on temperature are explored. The bandgap of the 
material is extracted. Dependence of off state current on channel lengths and 
temperatures are studied. 

Chapter 4 describes quantum diffusive transport in InSb nanowires. Magneto-
conductance measurements under low magnetic fields are performed. The 
experimental results are interpreted using weak localization quasi 1D theory. Spin 
relaxation length, phase coherence length, and spin-orbit strength are extracted.

Chapter 5 describes electron transport in single quantum dots. InSb nanowire single 
quantum dots are defined by side gates. Various transport features from sequential 
tunneling to higher order cotunnelings are investigated. Low temperature transport 
properties of InP-InAs core-shell nanowires are also studied and Coulomb blockade 
effect is observed from a quantum structure formed in core-shell nanowires. 

Chapter 6 describes electron transport through a double quantum dot. A double 
quantum dot is formed in InSb and InAs nanowires by side gates. Electron transport 
in weakly coupled double quantum dots are studied. Pauli-spin blockade is 
observed. Evolution of quantum states in Pauli spin blockade region with external 
magnetic fields are investigated.    
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Chapter 2
Materials and device fabrication

To make nanoscale devices, advanced nanofabrication techniques are essential. For 
the devices studied in this thesis, we rely on sophisticated nanowire growth 
techniques and art clean room facilities to make our nanowire devices. In section 
2.1, we will briefly describe material properties and nanowire growth techniques. A 
description of nanofabrication techniques used to make single nanowire devices are 
included in section 2.2. In section 2.3, we will introduce the measurement set-up 
used for low temperature electrical measurements on the fabricated devices.    

2.1 Materials and growth techniques

Semiconductor nanowires are a perfect platform for optoelectronics and nano-
electronics due to their following advantages: First of all, carrier motion is limited 
to the axial direction. Strong confinement in the radial direction of the nanowires 
makes them attractive for studying quantum dot systems where dots can be formed 
easily with various methods, such as electrical gating [35], and using different 
crystal phase structures [48]. Secondly, the one-dimensional geometry of the 
nanowire allows for combining complex device fabrication for making devices with 
novel designs and gates. As examples, local bottom gates, top gates, and all-around 
gate geometries. Thirdly, enhanced surface effects due to the small scale lead to the 
formation of crystal structures which usually do not exist in their counterpart bulk 
materials [49]. Finally, because of their small diameter, strain can be relaxed giving 
access to combinations of materials in broader ranges in the growth process [38]. 
This applies to both axial growth of heterostructure nanowires and radial growth to 
achieve core-shell nanowires [50-53].   

Nanowires can be epitaxial grown by using several different growth techniques for 
instance, metal organic vapor phase epitaxy (MOVPE), molecular beam epitaxy 
(MBE), chemical vapor deposition (CVD) and chemical beam epitaxy (CBE). The 
underlying mechanism for nanowire growth is the vapor-liquid-solid (VLS) 
mechanism proposed by Wagner and Ellis in the mid-1960 [54]. The VLS 
mechanism is based on the assistance of a metal catalyst in the growth process. In 
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this mechanism, at high temperatures, a liquid alloy is formed by the metal catalyst 
that absorbs vapor components. For some reason, the alloy gets supersaturated and 
becomes a solution with higher actual concentration of the component than the 
equilibrium concentration. This leads to precipitation of the component and it is 
driven to the liquid-solid interface to achieve the minimum free energy of the alloy 
system. Consequently, nanowires start to grow and continue their growth as long as 
the vapor components are being supplied. Since, vapour (carriers of solid 
components), liquid (catalyst alloy) and solid phases participate in the growth 
process, it is called the VLS mechanism. A schematic illustration of the VLS 
mechanism is shown in figure 2.1. The diameter of the nanowires is determined by 
the size of the metal catalyst particles. In the following, we will describe some 
growth techniques in which VLS is applicable and used to grow the nanowires 
studied in this thesis.  

Figure2.1: A schematic illustration of VLS mechanism for nanowire growth.

Chemical Vapor Deposition (CVD) The CVD contains a gas delivery system 
to supply the precursors. Usually, either pure hydrogen H2 or pure nitrogen N2 is 
used as a carrier gas. The precursors are placed individually in the mixing chambers. 
In the chamber, the precursors are first evaporated at high temperatures, then with 
assistance of the carrier gas enter into the cell to be deposited on the heated substrate 
by the chemical reactions occurring on or in the vicinity of the substrate. The CVD 
enables epitaxial synthesis of InSb NWs. The growth rate can be varied with the 
molar fraction of the III/V ratio which in turn depends on the type of precursors and 
growth temperatures. CVD offers the possibility of synthesis of InSb NWs with 
dimeters varying from below 10 nm up to tens of micrometres in lengths. For the 
work in papers I and II we used CVD grown InSb nanowires to make the devices. 
For more detailed descriptions of InSb nanowire growth with CVD we refer 
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reference [55]. A SEM image of InSb nanowires grown by CVD is given in figure 
2.2a.

Figure 2.2: (a) SEM image of InSb NWs grown by CVD, 80° tilted view. (b) SEM image of 
InAs/InSb NWs grown by MOVPE, 30° tilted view. (c) SEM image of the InP-InAs core-shell 
NWs grown by MOVPE. (d) SEM image of InAs NWs grown by CBE, tilted 30°.

Metal organic vapor phase epitaxy (MOVPE) it is the most versatile epitaxial 
growth technique and can be used for large-scale systems. Similar to CVD, carrier 
gases such as hydrogen are used in MOVPE systems. The precursors used in a 
MOVPE system are generally an alkyl and a hydride for the III and V sources 
respectively. The sources are usually kept in ‘bubblers’ at constant temperatures and 
their flow rate can be controlled by the rate of hydrogen flow through the bubblers. 
Before starting the growth, these precursors are mixed then introduced into the 
reaction chamber by the carrier gas and directed onto the hot substrate where 
chemical reactions occur. The growth process is controlled by the molar fraction of 
the reactants and temperature. The InSb nanowires used for the work in paper III 
are grown by MOVPE on an InAs substrates. At first, InAs nanowires were grown 
to form a stem, then changing the As source to Sb, the growth of InSb NWs is 
achieved. The full descriptions of the InAs/InSb nanowire growth are given in ref.
[56]. In figure 2.2b, a SEM image of the InAs/InSb nanowires grown by MOVPE 
are presented. The InP-InAs core-shell nanowires (figure 2.2c) investigated in paper
V was also grown by MOVPE using a selective area growth method.
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 Chemical beam epitaxy (CBE) Nanowires grown by CBE differ in many 
aspects from the nanowires grown by other methods. CBE can be considered as 
combinations of MOVPE and MBE. In contrast to MOVPE, the growth temperature 
window is significantly broader [57] and no carrier gas is needed for a CBE system 
[57]. In CBE, the metal-organic precursors can be directly introduced into the 
growth chamber without a carrier gas. The nanowires grown by CBE can have the 
following advantages: A high growth rate is expected due to ballistic mass transport 
to substrate at low pressure. As a result, pure nanowires without any contamination 
can be obtained. The ingredients for growth of the nanowires can be adjusted by a 
digital mass controller. The InAs nanowires (in figure 2.2d) used for the studies in 
paper IV were grown by CBE. Detailed discussions of InAs NW growth by CBE 
can be found in ref [58]. 

Among III-V compound semiconductors, InSb NWs and InAs NWs are of great 
interest to use in nanoelectronics and quantum information processing technologies 
because of their unique transport properties. For examples, narrow bandgap, high 
electron mobility, large g-factors and strong SOI. The strong SOI in these 
nanowires, has drawn a lot of attention for using them in combination with 
superconductors to create Majorana fermions [36, 46]. These nanowires also differ 
from each other in some aspects, leading to separate considerations when they are 
used to make devices and their transport features are investigated. InSb nanowires 
have zinc blende (ZB) crystal structure [55], which is a face centred cubic (fcc) 
structure with two different atoms, In and Sb, at each basis point. The crystal 
structure of InAs nanowires can be either ZB or wurtzite depending on growth 
conditions and nanowire diameters [59-60]. These two different crystal structures, 
result in InAs nanowires having different band structures and bandgap energies. 
Theoretical and experimental studies show that the bandgap of InAs NWs with WZ 
structure have from tens of to hundreds of meV larger than that of InAs nanowires 
with ZB structure. It was confirmed that, the InAs nanowires we studied in this 
thesis exhibit the Wurtzite crystal structure.  

2.2 Device fabrication    

2.2.1 Preparation of device substrates                                                                             
In order to fabricate nanowire devices, the nanowires will be transferred from the 
growth substrate to a suitable device substrate which consists of bit markers and 
metal electrode pads. The markers are required to define the nanowire coordinates 
and to align the of electron beam lithography (EBL) processing. The metal electrode 
pads are used to connect the fabricated devices to the measurement set-up via a chip 
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carrier and aluminium bonding wires. A highly doped Si substrate covered with 100-
200 nm SiO2 is used for the device substrate, which can serve as a global back gate 
in combination with thin metal layers. In this subsection, we will describe how to 
prepare a device substrate. 

We used highly n-doped Si substrates covered with thermally grown 100-200 nm 
thick SiO2 to make device substrates. First, we begin to prepare the global back gate. 
The front side of the wafer is covered with UV resist to avoid etching of SiO2 while 
the back side is being cleaned from the native oxide using HF, followed by a 
deposition of Ti/Au (10nm/90nm) layers in the chamber of a thermal evaporator. 
Next, electrode pads are defined via a UV lithography method. After development, 
the sample is transferred to the thermal evaporator to deposit Ti/Au (10 nm/100 nm) 
layers followed by the standard lift-off process. Finally, a set of grid and markers 
are patterned with the following sequential steps of: EBL exposure, development, 
oxygen plasma etching, deposition of Ti/Au, and lift-off. The images of a fabricated 
device substrate (chip) is given figure 2.3.  

Figure 2.3: Optical microscopy image of a device substrate (the left figure), SEM image of 
the coordinate system (the right figure).

2.2.2 Fabrication of nanowire devices

Nanowire transfer 
After having prepared the device substrates, the nanowires need to be transferred to 
a device substrate (chip) to make devices. The nanowire transfer is done by using a 
tissue, gently wiping it over the growth substrate and then over the device substrate, 
where the nanowires will be deposited randomly on the chip. Sometimes for special 
purposes, the nanowires are required to be transferred deterministically onto the 
chip. This can be achieved with a wire deposition set up. This set up consists of an 
optical microscope and an indium tip. A single nanowire on the growth substrate is 
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identified by an optical microscope and removed from the substrate using the indium 
tip. The nanowire can then be deposited at the targeted place on the chip. After that, 
the nanowires are imaged using an optical microscope or scanning electron 
microscopy to locate their coordinates for EBL exposures. 

Preparation of contacts  
Contacts to the nanowires can be made via a lift-off process as demonstrated in 
figure 2.4. First the sample is spin coated with a positive resist, followed by baking 
on a hot plate. The baking time and temperature are determined by the properties of 
the resist. Next, the contact patterns are defined using EBL. Development is required 
to dissolve the areas of the resist which were exposed by the electron beams. Further, 
the samples are ashed by oxygen plasma ashing to remove the residual resist. 
Nanowires have a thin native oxide layer on the surface, which prevents a direct 
contact to achieve desirable contacts. Prior to deposition of metal electrodes, 
therefore, the native oxide has to be removed. Concerning the nanowires we 
investigated in this thesis, this can be achieved with two different methods, sulphur 
passivation and dry etching. For the sulphur passivation method, the nanowires are 
etched using a diluted ammonium polysulfide (NH4)2Sx solution. The method is 
more controllable, consequently the damage to the nanowires during the etching can 
be reduced or avoided. The dry etching relies on bombarding the nanowires using 
high energy ions, for example with argon [61]. An advantage of the argon etching 
is that the metal electrodes can be deposited in the same chamber right after the 
etching, avoiding the re-oxidation of the nanowires. The drawback is, the crystal 
structure of the nanowires can be damaged during the etching. We used the sulphur 
passivation method for all our devices studied in this thesis. An SEM image of an 
InSb nanowire after the etching is given in figure 2.5a. After the etching the 
nanowire, metal electrodes are deposited by using a thermal evaporator. Followed 
by a lift-off process, the contacts to the nanowire devices are completed. One of our 
global back gate devices with Ti/Al contacts to an InGaSb nanowire is shown in 
figure 2.5b.  

Preparation of gates 
To locally control the electrical potential in the nanowires, either side, bottom, or 
top gates can be used. The advantage of the side gates is that it can be done with 
single lithographic step, together with forming of the contacts. However, due to the 
poor dielectric permittivity of vacuum, the side gates have to be as close as possible 
to the nanowire to achieve stronger gate coupling to the wires. We found better side 
gate performance at less than 50 nm distance between the side gates and nanowires. 
That demands precise EBL alignment and controls over the fabrication processing 
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to prevent short circuiting between the side gates and nanowires. Making top gates 
and bottom gates require use of dielectric materials. Aluminium oxide (Al2O3) and 

Figure 2.4: Schematic illustration of lift off process using electron beam lithography.

Figure 2.5: (a) SEM image of etched InSb nanowires by wet etching method described in the 
text. (b) SEM image of InSb nanowire devices connected two Pd/Al contacts.

hafnium oxide (HfO2) are often used due to their high k values, which enable strong 
coupling of the gates to the nanowires. The dielectrics can be deposited using atomic 
layer deposition (ALD). Our fabrication procedure for top and bottom gates as
follows, after defining the gate patterns with EBL, a 10 nm thick HfO2 layer grown 
by ALD at 90 °C for either top gates or bottom gates. Due to step coverage of this 
process, the lift-off becomes hard. To do the lift-off after the ALD deposition, the 
sample is left in acetone overnight, followed by ultra sound at low power. Top and 
bottom gates can also be done with a mask etching method, in which process the 
entire chip is covered with oxide, then an etch mask is defined with EBL followed 
by etching using hydrofluoric acid (HF) or dry etching with Argon ions to access 
contact and bonding pads [62]. The top gates provide stronger coupling than the 
other gate techniques. However, the drawback is the presence of pronounced charge 
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trap states at the nanowire-dielectric interfaces. Choosing suitable dielectric 
materials and reliable recipes are therefore, essential to have higher quality top 
gates. Moreover, bottom gates can also be fabricated with a suspended nanowire 
design. In that case, there is no need for dielectric materials. Thin metal stripes are 
created with different heights using EBL and a metal evaporator. Transferred 
nanowires onto the stripes are expected to be suspended, the patterns underneath the 
wire can be used as gates. Figure 2.6 displays our fabricated devices with different 
gate designs.

Figure 2.6: SEM images of InSb nanowire devices in different gate designs. (a) A top gate 
device, 10 nm hafnium oxide was deposietd on the nanowire by ALD. (b) Two nanowire 
devices with side gates coupled via a metal stripe. (c) InSb nanowire suspended device with 
two Ti/Au and one Ti/Nb contact. The wide and thin metal stripes have different heights to 
suspend nanowire onto the wide metals while the thin stripes underneath the nanowire serve 
as bottom gates.

Post-processing
After making the devices, in next step the chip is glued on a chip carrier using silver 
paint. Connections between the devices and the chip carrier are done by using 
ultrasonic wire bonding with an aluminium wire. For the devices with a global back 
gate, care must be taken to avoid damage of the SiO2 during the bonding to prevent 
leakage currents from appearing between the contacts and the back gate. One of 
bonded chips is shown in figure 2.7a. 
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2.3 Measurement set-ups 

Observations of quantum mechanical effects require low temperatures which can be 
achieved in a dilution refrigerator. Most of the measurements described in this thesis 
are performed in a dilution refrigerator with electron temperatures below 100 mK. 
Figure 2.7b presents the dilution refrigerator used for the measurements discussed 
in this thesis. Some components are required to connect the device inside the 
dilution refrigerator to room-temperature measurement electronics. The bonded 
chip on a chip carrier is loaded to the dilution fridge by using a sample holder of the 
dilution fridge, figure 2.7c. Signal filters such as low-temperature RC-filters, room 
temperature π-filters are required to be installed inside the fridge to suppress noise 
and accurately measure the small signals. As shown in figure 2.7d, for DC 
measurements or low-frequency (50-100 Hz) AC measurements Yokawa, Keithley 
voltage meters or a lock-in amplifier are used. The measurement set-ups 
communicate with a computer via a GBIB interface. We used labview programs 
developed by Cleas Thelender to run the computers for measurements.

Figure 2.7: (a) The device chip is glued on a chip carrier and bonded with Al wires to 
electrically connect the device to measurements pads. (b) The picture of dilution fridge used 
for the most of the measurements described in this thesis. (c) The sample holder of 
the dilution fridge used to load the devices into the fridge. ( ) Electronic set ups used
for the measurements.   
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Chapter 3
InSb nanowire field effect transistors

3.1 Introduction

It has been challenging to grow thin and long InSb nanowires with the most common 
growth techniques, like molecular beam epitaxy, chemical beam epitaxy and metal 
organic vapor phase epitaxy. Because InSb has a low surface energy which leads to 
InSb tends to float on top of the substrate. However, CVD can overcome these 
challenges, resulting in the growth of InSb nanowires with a diameter of down to 5-
10 nm, and lengths of up to tens of micrometer [38]. The dimensions can play a 
critical role for transport in mesoscopic systems. It determines what kind of 
transport takes place in the system and therefore, the underlying physics could be 
different. Quantum confinement in the transverse direction of a nanowire increases 
as its diameter decreases. This leads to significant changes in their transport 
properties like mobility, effective mass, bandgap and spin orbit coupling strength. 
A comprehensive study of transport properties of InSb nanowires grown by CVD 
has so far been missing.  

In this chapter, transport properties of InSb nanowires grown by chemical vapor 
deposition are explored by employing top gate field effect transistors. This chapter 
begin with introducing physics of nanowire field effect transistors, followed by 
discussions about experimental results.    

3.2 Physics of nanowire field effect transistors
A nanowire FET consists of three terminals as presented in figure (3.1a): a gate 
terminal that is electrically isolated from the nanowire by a thin insulating layer; 
source and drain reservoirs connected to the nanowire. The nanowire length L 
between the source and drain determines the transistor size and the ultimate speed 
of the transistor. The conductance of the nanowire channel is controlled by the gate. 
The operation principle of MOSFETs can be well explained by the height of an 
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energy barrier in the channel, as illustrated in figure (3.1b). The voltage applied to 
the gate modulates the barrier height by either raising or lowering it. In the case of 
non-equilibrium, where there is a potential energy difference between the chemical 
potentials of source and drain, when negative voltages are applied to the gate of n-
MOSFETs, the barrier height is high, and electrons are blocked from flowing 
between  source and drain in results the transistor is off. If positive voltage is applied 
to the gate, the barrier is lowered, and electrons start to flow from source to drain, 
the transistor will be in the on state.  The drain current ID of a MOSFET can be  

Figure 3.1:  (a) Schematic illustration of a NWFET. (b) Top of the barrier model for a 
conduction band of a MOSFET. The transistor consists of three capacitances to modulate 
the channel charge. (c) Output characteristics of the MOSFETs (d) Transfer characteristics 
of the MOSFETs.  

illustrated by two different two-dimensional graphs as shown in figure (3.1c-d): in 
the output characteristic, ID is measured as a function of VSD at fixed VGS and for 
the transfer characteristic, ID is measured as a function of VGS at fixed VSD. 

As can be seen in fig. (3.1c), at low source-drain voltages VDS, the current ID 
increases linearly with VSD, then gets saturated at high source-drain voltages VSD. 
In this region, the current ID increases as the gate voltage VGS is increased. For the 
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linear region, the device operates like a gate voltage dependent resistor. The on-state 
resistance can be determined by the inverse slope dVDS/dID. The independence of 
current ID for high gate voltage VGS in low source-drain bais can been seen from the 
transfer characteristics in figure 3.1d. Depending on the length scales of the mean 
free path of the material l and channel length of the transistor L, a device operates 
in two different regimes. When l L the device in the ballistic regime, where no 
scattering events take place during the electron traveling from source to drain. In 
contrast, if L l the device is in the diffusive regime where scattering events are 
involved in the transport.  

Characteristic features of 1-D ballistic transport in nanowire MOSFETs was 
theoretically investigated for T= 0 K by Raseong Kim et al. [63]. Using that 
reference, we will give a brief explanation of the I-V characteristics of a nanowire 
field effect transistor in the ballistic regime for T= 0 K. We assume that one sub 
band contributes to the transport. If positive bias VDS is applied to drain, while the 
source is kept grounded, the fermi level on the source side is FS, and on the drain 
side is FD = FS - qVDS. Two currents in opposite directions are expected, which given 
by:

 

 

(3.1a)

(3.1b) 

The step function is introduced to indicate occupation of +k and –k states 
depending on the position of the source and drain fermi levels, with respect to the 
top of the barrier. The potential energy on top of the barrier plays a critical role 
for current flowing through the transistor. According to the top of the barrier model 
[64], can be determined as:

(3.2)

where denote the gate, drain, and source capacitance, is the sum of the
capacitances, and is the carrier density at zero bias.

Assuming an ideal gate control, and setting as
reference ( equation (3.2) can be reduced to:

(3.3)
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where  for MOSFETs and  is the 1-D carrier density.  
and  can be determined from the ballistic transport model as:  

                               (3.4a) 

                         (3.4b) 

where is the effective mass and  is the reduced Planck's constant. The current 
ID for output and transfer characteristic can be calculated by solving equations (3.3) 
and (3.4) self-consistently. However, a simple analytic expression for ID can be 
obtained by considering the (3.3) and (3.4) in the following three regions:  

I) When , there are no available states, therefore ID = 0, . 
According to (3.3) and  decreases with increasing 
positive gate voltages. As  current starts to flow, 

where  is the threshold voltage.  

II)    is below  but above , the 
current ID flows only in one direction , from equations 
(3.1a), (3.3) and (3.4a) the ID current becomes:  

                               (3.5)  

III) When , currents can flow in both directions and the 
net current ID is equal to: 

  

The I-V characteristics in figure (3.1c, d) can be interpreted using the above 
analytical expressions for ID. In the ID-VDS curve (figure 3.1c), as  is smaller than 
saturation drain voltage , the current ID does not depend on VGS as shown in (3.6). 
When  becomes larger than ,  the current ID shows independent of  

 and increases with increasing  as given in (3.5). Using the relation, 
, the  can be described as:  

                        (3.7) 
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and increases with as seen in figure 3.1c.

Figure 3.1d shows the characteristics for a 1D-MOSFET at low and high
bias VDS. Following equation (3.5) at low a value of , first increases with

, then gets saturated, finally becoming independent of as seen in (3.6). This
is due to the constant energy range. For smaller VDS the transfer curves appear to be 
an abrupt step function. As VDS become high, the current keeps increasing with

as predicted in (3.5). The physics behind this can be interpreted as increased
energy ranges with increasing . When multiple sub bands contribute to the
transport, at low bias the current increases in steps with the gate voltage and the
conductance changes in discrete values, leading to quantization of the conductance. 
We will discuss this further in chapter 4.  

3.2 Transistor metrics

Transconductance 
An important transistor metrics is defined as the partial derivative of ID with respect 
to VGS

It can be understood as the number of amperes delivered per volt of the gate voltage 
above the threshold. In an RF-circuit, it is desirable to have a high since it allows
for a high low-frequency gain. 

Threshold voltage 
The threshold voltage VT refers to the gate voltage at which there is transition from 
the off state to the on state. Its extraction is somewhat arbitrary. However, one of 
the most common ways to determine the threshold voltage is a linear extrapolation 
of the current ID in the linear region of the transfer curve.  
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Sub-threshold swing  
The sub-threshold swing is one of important metrics that determines how effective 
the MOSFETs are as switcher. In other words, the sub-threshold swing tells how 
much gate voltage VGS is needed to change the ID by a factor of 10. It is given by:  

                                               (3.9) 

The smaller the SS, the lower the gate voltage to turn the transistor from off to on. 
At room temperature, the theoretically limit of SS for MOSFETs is   

On state current ION and off state current IOFF 

The ION is the maximum drain current at the bias point defined as VDS = VDD, VGS = 
VOFF + VDD, where VDD is power supply voltage and VOFF the gate voltage in which 
the drain current is equal to IOFF.  The off state current IOFF is the minimum drain 
current of the transistor. The propagation delay of the CMOS inverter  is given 
by:  

                                                         (3.10) 

CL is the capacitance of the load. As shown in (3.10) in order to have a small 
propagation delay, a large ION is desirable. A logic operation at higher clock 
frequencies needs to have a smaller propagation delay [65].  

3.3 Experimental results and discussions  

3.3.1 Temperature dependent transfer characteristics 
In order to study transport properties of InSb nanowires grown by chemical vapor 
deposition, we fabricated top gate InSb nanowire field effect transistors. Devices 
were made with different channel lengths, particularly channel lengths of 1 μm and 
260 nm. SEM images of one of the devices is shown in figure 3.2a. The device has 
a channel length of 1 μm and a nanowire diameter of 50 nm. A 10 nm thick HfO2 
was used as the top gate dielectric material. In addition to the nanowire, the top gate 
partially covers the source-drain contacts to obtain efficient gating of the nanowire 
over the full channel length. As illustrated in figure 3.2b, the wrap gate geometry of 
the device enables gating efficiently to tune the Fermi level from deep in the 
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conduction band to deep into the valence band, as a result achieving ambipolar 
transport. 

To electrical characterise the fabricated devices, electrical measurements were 
performed in a temperature ranging from 4.2 K to 300 K. The measurement circuit 

Figure 3.2:  (a) SEM image of a top gate nanowire field effect transistor. (b) Cross section 
schematics of the device. (c) Transfer characteristics of the device various temperatures
at a source-drain bias of VD = 100 mV. (d) Transfer characteristics
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diagram is shown in figure 3.1a. We applied a fixed DC bias voltage VD to the drain 
and measured the current IDS from the source contact as a function of top gate 
voltage VTG. The back gate was grounded throughout the measurements. The 
measured drain current ID as a function of top gate voltage VTG at various 
temperatures and at a fixed source-drain voltage VD of 100 mV is shown in figure 
3.2c. The transfer curves reveal clear ambipolar transport with three distinguished 
transport regions: In region I: 1.4 V ≤ VTG ≤ 3.2 V, the current IDS is suppressed, 
since the Fermi level Ef resides within the bandgap of the material as shown in the 
middle diagram of figure 3.1e. In region II, where VTG  > 3.4 V and in the region III 
where VTG < 1.4 V, the current IDS  increases with applied gate voltage VTG, since in 
these two regions the Fermi level Ef enters into the conduction band or the valence 
band respectively. The corresponding band diagrams are given in figure 3.1e. The 
normalized maximum on currents are ION/πd=26 μA/μm for electrons and 10 μA/μm 
for holes at 4 K, where d is the diameter of the nanowire. The ambipolar transport 
has not been observed at low bias in previous reports for InSb NW FETs [66-69]. 
The lowest current in the bandgap known as the off current, IOFF  is smaller than the 
previously reported values [66, 67] and decreased from 65 nA at 300 K to below 
noise level of 2-3pA at 4 K.  

Figure 3.2d depicts the transfer curves with logscale for various temperatures at a 
fixed VD = 50 mV. It is obvious that in region I, the current ID increases 
exponentially as the temperature increases. In this region, the transport is dominated 
by thermally excited currents through the bandgap of the material. In region II and 
III, the drain current ID decreases as the temperature increases. The temperature 
dependence of the on state resistance in region II and III are given in figure 3.3a. 
The resistance decreases as the temperature decreases for both electron and hole 
transport sides. Similar temperature dependence behavior of the resistance has been 
observed for InAs nanowire field effect transistors [70] and InSb field effect 
transistors [71]. This was explained by a suppression of phonon scattering at low 
temperatures. From figure 3.2d we extracted sub-threshold slopes of 75 mV/dec and 
100 mV/dec for electron and hole transport sides respectively, at 4 K. The larger SS 
of holes compared with electrons may be due to the much smaller mobility of holes 
than electrons.  
Now we extend transport measurements for a short channel device with L= 260 nm, 
and nanowire diameter of 65 nm. Figure 3.3b shows transfer characteristics at 
various temperatures at a drain bias VD = 50 mV. The device shows fairly symmetric 
ambipolar transport, the hole and electron side currents are of almost equal 
magnitude in contrast to the 1 um long device. Both electron and hole currents are 
more than a factor of two higher than the first device under the same applied bias, 
likely due to reduced scattering in the nanowire channel. We obtained a normalized 
hole current of 12 μA/um at VD = 50 mV. To our knowledge, the hole current from 
this device is the highest value which has been reported so far for InSb NWFETs. 
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We also observed increased excess off currents at higher temperatures compared 
with the long channel device. We will discuss this in more detail in subsection 3.3.3. 

Figure 3.3: (a) Temperature dependence of the on-state resistances
 for regions II and III in fig. 3.2c. (b) Temperature dependent transfer characteristics

for short channel device, with channel length L= 260 nm.

3.3.2 Extracting the bandgap energy
The bandgap of the material can be extracted by using data from temperature 
dependent measurements. In this section, we describe the extraction of the bandgap 
energy by using two methods.  

The first method is extracting the activation energy, using the Arrhenius plots 
converted from T-dependent transfer curves in Figure 3.2c. Transport in region I is 
dominated by thermally excited electrons through the bandgap of the material. The 
thermal emission current, for , is given by: 

where A is the effective contact area and A* is the Richardson constant [72]. Based 
on the equation (3.11), Arrhenius plots are presented in figure 3.4a for different top 
gate voltages in high temperature ranges. Figure 3.4b shows activation energy ΦB,
which are extracted from the slope of the Arrhenius plots in figure 3.4a, as a function 
of VTG at fixed VD = 100 mV and 200 mV. The maximum activation energy shown 
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by the blue star in figure 3.4b corresponds to half of the bandgap. At this value of 
gate voltage VTG = 2.2 V, the Fermi level in the nanowire resides in the middle of 
the bandgap and the ID current has a minimum value, called the IOFF current. From 
that, the obtained bandgap energy is Eg = 2ΦB,MAX = 190 meV. Further increasing 
gate voltage VTG to more positive (negative) shifts the Fermi level towards the
conduction (valence) band and the activation energy decreases. Eventually, the 
activation energy ΦB gets zero as the Fermi level in the wire enters the top of the 
valence band or bottom of the conduction band. Deeper in the conduction and 
valence bands, we obtain negative activation energies which is due to the fact that 
thermionic emission does not apply in this regime. The band diagrams and Fermi 
level locations in the nanowire corresponding to regions I, II, III are given in figure 
3.2e.

Figure 3.4: (a) Arrhenius plots converted from figure 3.2c for various gate voltages at VD =
100 mV. (b) Activation energy ΦB as a function of top gate voltage VTG. (c) Off state current 

as a function of temperatures.

We estimated the gate conversion factor  from the slope of the activation energy 
(shown by the black dashed lines) as 0.13 and 0.097 for holes and electrons, 
respectively. A shoulder on the electron side of the activation energy peak, which is 
indicated by a black circle, can be seen in figure 3.4b. A similar behaviour was 
observed in ref. [73] and explained by charge trap states located within the band 
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gap. The origin of the charge trap states in the bandgap could be due to imperfect 
nanowire- oxide interfaces as studied in ref. [74].

The second method we used for extracting the bandgap energy is based on the 
relationship between the off current IOFF and the bandgap of the material Eg. For 
ambipolar transport the current ID has the minimum values when the Fermi level in 
the material is located in the middle of the bandgap, and the current IOFF is given by 
[75]:  

(3.12)

The equation (3.12) can be related to the relationship between the intrinsic 
conductivity and the bandgap energy. The figure 3.4c depicts the off current IOFF as 
a function of temperature in a semi-logarithmic scale at VD = 10 mV. The linear fit 
(red solid line) to the data yields a bandgap energy of Eg = 220 meV. The extracted 
220 meV bandgap energy is slightly higher than the bulk value of 170 -180 meV 
due to the quantum confinement effect. The smaller bandgap energy extracted from 
the first method can be explained with enhanced band to band tunnelling due to
applied large bias to the drain.

3.3.3 Dependence of IOFF on channel lengths and temperature
When where is the characteristic length of the transistor, and is the
gate length, the well-known short channel effect takes place resulting in an 
undesired increase in the off state current. This becomes even more of issues for a
transistor made of narrow bandgap materials. Contributions of band to band 
tunnelling and thermally excited carriers through the bandgap of materials at higher 
temperatures give higher off state currents for a FET, even if it has a much longer 
channel length than the characteristic length of the device. 

The dependence of the off current IOFF on temperature is given with the log scale 
plot in figure 3.5 for devices with channel lengths of L= 1000 nm and 260 nm. For 
both devices, IOFF shows an exponential increase as the temperature increases. 
However, the device with the channel length 1 um has a factor of one thousand 
smaller IOFF than the device with channel length 260 nm at the same temperatures.
For a top gate or all-around gate geometry the characterization length λ is given by: 

, (3.13)
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where = 16.8, is the dielectric constant of InSb, = 16, is the dielectric
constant of HfO2, is the thickness of the gate oxide and is the nanowire
diameter. A characteristic length of λ = 16.3 nm is obtained, which is much smaller 
than the channel length of the short channel device Therefore, the excess off current 
of the short channel device may not be due to short channel effects. There must be 
other mechanisms contributing to the excess off current. 

The origin of excess off currents for short channel FET have been widely studied 
[76-79], and it has been found that the excess off current contains two components, 
diffusive current and band to band tunneling current (BTBT). The diffusive current 
depends on the gate voltage and when the gate voltage fully depletes the channel,
its contribution to the off current becomes negligible [80]. Since gate fully covered 
the channel in our device, we could neglect the contribution of the diffusive current 
to the off current. 

Figure 3.5: Temperature dependence of current IO for the two devices with channel
lengths of L= 1μm and 260 nm. 

Applied voltages to the gate and drain induce drain gate electric fields, which leads 
to energy bending near the drain end of the channel. Due to the small bandgap of 
InSb, electrons from the valence band tunnel in to the conduction band, in results 
band to band tunneling currents contribute to the off current. It is also found that the 
stronger the gate response, the larger the BTBT current is due to a larger band 
bending near the drain [80]. For long channel devices, the gate drain voltages drop 
across a longer distance and make the gate drain electric field weaker. As a
consequence, the BTBT current decreases leading to smaller off currents. However, 
the BTBT current can be reduced for a short channel device by employing a partially 
covered gate design, as studied in ref. [80].  
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3.3.4 Electron and hole field effect mobility      
For the fields of high speed and ballistic devices, it is of fundamental importance to 
use materials which possess high carrier mobility. Using InSb nanowires for 
Majorana devices and quantum devices are not beyond the requirements of high 
carrier mobility. Bulk InSb has the highest electron mobility of 77000 cm2/Vs. 
However, for InSb nanowires a much lower electron mobility than the bulk value 
has been reported. Previous studies have proposed several reasons which may 
contribute to the reduced mobility [41]. There is still a lack of comprehensive studies 
of carrier mobility, particularly its T-dependence, for InSb nanowires grown by 
CVD. In this subsection, electron and hole field effect mobilities are determined 
from the long channel device of L = 1μm and their dependence on temperature is 
explored.  

According to the Drude model, the carrier mobility is defined as the proportionality 
factor between an applied electric field E and the drift velocity of the carriers,  

 

Mobility also can be described by the scattering time , as follows:  

                                                 

where  is the electron effective mass, and e is the electron charge. Mechanisms 
such as impurity scattering, phonon scattering and surface roughness scattering 
effect the mobility. According to the Mathiessen rule [81], the net mobility μ can be 
determined as:  

                                   

and the mechanism with the lowest mobility contribution determines the net 
mobility. 

The mobility can be extracted from transport measurements with MOSFETs. In this 
method, classical, diffusive transport is assumed. This implies that , 
where, L is the channel length,  is the mean free path and  is the phase coherence 
length. The mobility depends on both transverse and longitudinal electric fields in 
the nanowire, as well as, both applied gate and drain bias. At a low source-drain bias 
VD, the drift velocity  increases linearly with applied gate voltage Vg, so the 
mobility is assumed to be constant and can be obtained from the linear regime of 
the I-V characteristics. The conductance G, of a FET in the linear regime is given 
by [76]:  
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C is gate capacitance, L is channel length of the FET, Vth is the threshold voltage. 
The field effect mobility can be obtained using equation (3.17) via the 
transconductance:

This equation neglects the effect of the gate voltage on the mobility and assumes 
mobility to be constant, and is often evaluated from the peak transconductance. This 
method may underestimate the mobility since it does not consider the enhanced 
surface roughness scattering with increased gate voltage. 

It is worth pointing out that, in order to extract the field effect mobility more 
accurately, several issues should be taken into account for an InSb nanowire FET. 
Unlike InAs nanowires, InSb nanowires lack a surface accumulation layer, which 
gives an interface resistance of a few kΩs at the nanowire and the metal contacts 
[41]. This interface resistance from the contacts reduce the trans-conductance peak, 
leading to an underestimation of the intrinsic mobility [62]. Because of a longer 
phase coherence lengths from in InSb nanowires [62],
reproducible fluctuations of the conductance in the gate trace at low temperatures 
makes the extraction of the field effect mobility complicated for using the 
transconductance method.

Therefore, we extract the field effect mobility for electrons and holes following the 
method described in reference [41]. The field effect mobility is determined by a data 
fit to the measured conductance G using the following equation:

where G is the conductance, RC is the contact resistances, L the channel length, Vth

the threshold voltage and C the gate capacitance. The parameters RC, μ and Vth are
fitting parameters, while we estimate the capacitance C from a cylindrical gate 
capacitor model given by:

, (3.20)

is the vacuum dielectric constant, is the relative dielectric constant of 
HfO2, r is the radius of the nanowire and h is the distance from the center of 
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the nanowire to the gate electrode. That gives the gate capacitance value of 
C = 2.64 fF. 
A data-fit to the measured electron conductance is shown in figure 3.6a. The black 
dashed curve is the measured conductance and the solid red line is the data-fit 
obtained by using equation (3.19). The numerical fitting yields μ=1158±42 cm2/V.s,
Vth = 2.94 V and RC = 2075 Ω at T= 4K for electrons. The extracted mobility at 
different temperatures for electrons and holes are presented in figure 3.6b and 3.6c. 
We observe that the electron mobility increases from the room temperature value of 
μe = 309 cm2/Vs to 1158 cm2/Vs at low temperatures. The corresponding increase 
for holes is from μh = 20 cm2/V.s to 100 cm2/V.s. The increase of hole and electron 
mobilities with decreasing temperatures is due to the suppression of phonon 
scattering. However, both electron and hole mobilities are much lower than their 
bulk values and could be explained by the following reasons:

Figure 3.6: (a) Conductance G as a function of top gate voltage VTG, at VD= 10 mV, (black 
dashed line) for electron transport side. Electron Field-effect mobility is extracted from a fit 
(red solid line) to the measured conductance using equation (3.19). (b) Temperature 
dependence of the electron field-effect mobility μe extracted from data-fits for various 
temperatures. (c) Temperature dependence of hole field-effect mobility μh extracted from 
data-fits for various temperatures. 
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First, we did not consider the reduction of the classical capacitance by quantum
confinement in the nanowire [41]. Therefore, we have overestimated the top gate 
capacitance; secondly, enhanced surface state scattering originating from the 
confinement typically reduces the mobility significantly [62]. Finally, charge traps 
induced by imperfections of the oxide semiconductor interface can also reduce the 
mobility [62].

An average field effect mobility of 25000 cm2/V.s for electrons has been reported 
for InSb nanowires with diameters of 100 nm grown by MOVPE [41]. Note that,
the InSb NWs investigated in this thesis has smaller diameters of 60 nm. A 
reduction of the mobility with decreasing diameter has been reported [83]. Despite 
the factors mentioned above which limit the mobility, obtaining a higher field effect 
mobility of electrons and holes can be expected from the InSb nanowires 
investigated in this work. This can be achieved by improving the quality of the
interface between nanowire and the gate oxide, and evacuating the sample in a 
higher vacuum during the measurement as investigated in ref. [41].

3.4 Conclusions and outlook 

Top gate field effect transistors are fabricated with CVD grown InSb nanowires to 
investigate the electrical transport properties of the nanowires. Measurements are 
performed in various temperature ranges for the devices with channel lengths of 
1μm and 260 nm. We observed ambipolar transport behaviour which exists in all 
temperature ranges up to room temperature. We extracted a bandgap energy of 220 
meV from the temperature dependence measurements. We observed increased hole 
currents as the channel lengths decreased. Off state current shows strong 
dependence on temperature and channel lengths. At higher temperatures, the off 
current is increased because of thermal excitations of carriers through the bandgap. 
The off current also increases with decreasing channel lengths, with contributions 
from BTBT due to gate-drain induced electric fields. Finally, we extracted electron 
and hole field effect mobilities and investigated their temperature dependence. The 
phonon scattering was found to be the limiting factor for mobility at higher 
temperatures. Higher mobility can be expected by further improving device 
performance, such as reducing charge traps at the oxide-nanowire interface, 
evacuating samples in vacuum prior to measurements.

For future work, making the tunnelling field effect (TFETs) transistors with InSb 
nanowires is attractive to further study transport properties. The current level may 
be enhanced for InSb TFETs due to its low effective mass [57]. Appearance of 
ambipolar transport in the nanowires is interesting to use them for multifunctional 
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devices and logic gates to realize CMOS and multifunctional nanocircuits in the 
same nanowire. 
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Chapter 4
Quantum interference and spin 
relaxation in InSb nanowires

4.1 Introduction

For semiconductor nanowires, exhibiting a strong spin-orbit interaction can be the 
most important requirement to their applications in spintronics [84-86], spin-based 
quantum computations [87, 88] and for realization of Majorana fermions [89, 90]. 
A standard method to determine spin-orbit interaction relies on low-field magneto 
conductance measurements. Due to the quantum nature of electrons, they 
experience coherent back scattering during their travel in the nanowires. This results 
in making a closed loop path that leads to a reduction in the conductance lower than 
its classical value. This quantum interference effect is called weak localization [91, 
92]. In the presence of the spin-orbit interaction, the spin of the electrons rotate 
during their back scattering and give rise to an increase in conductance, and this is 
called weak anti-localization [93, 94]. These quantum interference effects can be 
averaged out under applied low magnetic fields that allow us to extract the spin-
orbit interaction lengths. In this chapter, the spin-orbit strengths of InSb nanowire, 
grown by chemical vapor deposition are studied. Characteristic lengths such as spin-
orbit coupling length, phase coherence length and spin precession length are 
extracted from low field magnetoconductance measurements. This chapter begins 
with introducing theories related to experimental observation followed by 
discussions about main experimental findings.  

4.2 Spin-orbit interaction
When a charged particle is moving through an electric field, it ‘feels’ an effective 
magnetic field acting with its spin. The magnetic field is generated by the Lorentz 
transformation of the electric field and interacts with the magnetic momentum of 
the charged particle, giving rise to the spin-orbit interaction (SOI). This relativistic 
effect for a charge moving in an atomic potential V, is given by: 
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where is the free electron mass,  is the Pauli spin matrix,  is the momentum 
operator and is the Coulomb potential of the atomic core [95]. Therefore, the 
heaver the element is the stronger the SOI is. The equation (4.1) is known as Pauli 
spin-orbit interaction. In semiconductors,  can be replaced with periodic 
potentials created by the ion-core, the deviation of the periodic potential due to 
defects or phonons, potentials from quantum confinements or external electric 
fields. 

With the presence of both time-reversal and space-inversion symmetry in 
semiconductors, the electron spectrum satisfies the spin degeneracy of electron 
states. The space inversion symmetry ensures E+ (K) = E+ (-K), while the time-
reversal symmetry inverts both the propagation direction and spin, giving rise to 
Kramer’s degeneracy E+ (K) = E- (-K), here the index  refer to the spin state for a 
given quantization axis. The combined effect of the above two symmetries keep the 
spin degeneracy of single-particle energies, E+ (K) = E- (K). However, in 
semiconductors, when an electron moves through the crystal lattice, it interacts with 
the electric fields from the charged atoms in the lattice, or the internal magnetic field 

, giving raise to spin-orbit interaction. This SOI breaks the space-inversion 
symmetry leading to a splitting of the spin states without any external magnetic 
fields, therefore E+ (K)  E- (K). In that case, the spin degeneracy of the same k 
spaces are broken, whereas the time-reversal symmetry is remained. Hence, the 
absence of the space-inversion symmetry is a prerequisite for the emergence of spin-
orbit coupling in semiconductors. For semiconductors, several types of space 
inversion asymmetry have been reported, for example, interface inversion 
asymmetry related to the chemical bonding within interfaces [96, 97], and strain 
induced inversion asymmetry [98]. However, the following two SOI are the most 
commonly referred to for semiconductors. The first one is called the Dresselhaus 
SOI caused by internal electric fields in semiconductors. In fact, it originates from 
a non-centro-symmetric lattice and occurs in some types of crystal structures like 
zincblende and wurtzite, therefore it is also known as bulk inversion asymmetry 
[99]. For the s-type conduction band of a bulk semiconductor, the Hamiltonian of 
the Dresselhaus SOI is described by [99]: 

 

where  is the Dresselhaus coupling constant, x, y, and z indicate the main 
crystallographic directions [100], [010], [001]. The InSb we investigated in this 
thesis is grown in the [111] growth direction, hence, the Dresselhaus SOI is not 
expected to be present as reported in ref. [95]. However, experimental work with 
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InSb nanowire double quantum dots carried out by Nadj-Perge et al. reveals that 
there is another type of SOI presented in InSb NWs which is known as the Rashba 
spin-orbit interaction [100]. The Rashba SOI occurs in semiconductors due to the 
asymmetry from external electric fields, quantum confinement or built-in potentials 
[101, 102]. The Rashba SOI is of particular interest since it can be tuned by the
electric field E with external gate voltages. Assuming a defined two dimensional 
system where a confinement potential varies in the z direction, we can write the 
Rashba SOI as [102]:

with is the Rashba coupling constant which is proportional to the expectation 
value of the electric field in the z direction, For quasi one dimensional
system, as example for a nanowire as sketched in figure 4.1a, the Rashba SOI 
reduces to:

Now consider a spin degenerate one-dimensional (1D) sub-band without SOI and
magnetic field, as shown in figure 4.1 (b). With the presence of SOI, the sinful 
subband shift laterally in wavevector resulted in lifting of the spin degeneracy. It 
can be understood mathematically in the following way: for B = 0, then the 
Hamiltonian for 1D nanowire including Rashba SOI can be written by [83]: 

Solutions from the Schrodinger equation for (4.5) yields the eigenenergies:

(4.6) 

The dispersion consists of two branches that are non-degenerate for as seen
in figure 4.1c. 
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Figure 4.1: (a) Orientation of the nanowire and direction of relevant fields. The nanowire axis 
is in the x direction, spin-orbit field is in y direction and an external electric field and magnetic 
field are in z direction. (b) A spin degenerate sub-band absence of SOI. (c) The sub-band 
shift in kx due to SOI.  

4.3 Spin precession
Now we will discuss the influence of SOI on spins of electrons which travel along 
the x- direction in a 1-D system. In fact, SOI causes a polarization of electrons in +y
and –y with the same energy but different wave vectors and while the electrons
propagate in the x direction. Based on the equation (4.6), the energy of polarized 
electrons can be described explicitly by: 

(4.7)

According to the equation (4.7) and (4.8), the energy of polarized electrons is raised 
by or lowered by with respect to the polarization direction, . From
equations (4.7) and (4.8), a differential phase shift that is introduced between 
polarized electrons in can be determined as [104]: 



57

(4.9)

where is the Rashba coupling constant, is the effective electron mass, L is the
channel length. The equation (4.9) implies that under the influence of a momentum 
dependent magnetic field introduced by SOI, the spins of the electrons
exhibit a precession with an angle during their travel in the x direction. This is 
depicted schematically in figure 4.2 for a ballistic device. The spin orbit magnetic 
field is given by [62]:

The length corresponds to the full rotation of spins with is called spin
precession length and can be described by: 

(4.11)

From the equation (4.11), it is noticeable that, the spin precession length depends
on the spin orbit coupling constant . The stronger SOI is, the is shorter for that
material.

Figure 4.2: In ballistic regime the electron spin makes a full precession over a distance of lR
due to the Rashba SOI. Bso is assumed to be out of plane due to an electric field .

4.4 Spin relaxation
Spin relaxation is the decay of spin polarization parallel to an external field due to 
its interaction with its environment [98]. Generally, spin relaxation can be 
understood as a result of a fluctuating ‘effective magnetic field’ acting on the spins. 
The origins of the ‘effective’ magnetic fields can be SOI, exchange interactions or 
other spin effects [105]. Spin makes precessions with a frequency around 
the direction of the effective magnetic field for a typical time until the direction
and absolute value of the effective field change randomly. After the time , the spin



58

starts its precession around the new direction of the field. After repeating a number 
of such events, finally, the spin will lose its memory of initial spin direction. 
Depending on the value of spin precession angle two distinguished cases can be 
considered. If , spin rotates slowly and the spin precession angle is small
between subsequent scattering events. During the time t, the number of random steps 
is and consequently the uncorrelated steps in the precession angle can be
determined by the spread of phase given by the standard deviation . The 
spin relaxation time can be defined as the time with the standard deviation becomes 

, which can be described by:

It is worth pointing out that for this case . If the spin makes many
rotations around the direction of the magnetic field during the time . As a
consequence, the spin projection transverse to the random magnetic field is 
completely destroyed, while its projection along the magnetic field is conserved 
during the time . As a result, the spin projection will be reduced three times 
with respect to its initial value. The magnetic field changes its direction after the 
time leading to the disappearance of the initial spin polarization. Hence, the
overall relaxation time is This two considerations can be applied to any spin
relaxation mechanism. 

Several mechanisms have been studied which relate to spin relaxation in 
semiconductors, for instance, the Bir-Aronov-Pikus mechanism [106,107], the 
Elliott-Yafet mechanism [108,109], g-tensor inhomogeneity mechanism [110,111] 
and the D’yakonov-Perel’ mechanism [112,113]. For semiconductor quantum dot 
systems, the hyperfine interaction [114], and in magnetically doped semiconductors, 
the exchange interaction with magnetic impurities [98] play important roles in the 
spin relaxation. Narrow band gap semiconductor nanostructures like InSb and InAs 
among the other mechanisms, the Elliot-Yafet mechanism and D’yakonov-Perel’ 
mechanism are most relevant [98]. The Elliott-Yafet (EY) mechanism is caused by 
scattering originating from lattice vibrations, charged impurities and boundaries. 
For phonons, the correlation time is comparable to the inverse frequency of a
thermal phonon, as a result, the spin relaxation caused by phonons is weak at low 
temperatures. In the case of scattering by impurities, the direction of the random 
magnetic field is determined by the geometry of the individual collisions. Therefore, 
a random magnetic field exists only during the brief act of a collision and disappears 
between the collisions, hence the magnetic field cannot be characterized by a single 
correlation time. At each scattering, the electron spin rotates by a small angle, .
The relaxation rate is where the time between collisions [105].

Therefore, the relaxation rate caused by the EY mechanism is proportional to the 
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impurity concentration. A schematic of the EY mechanism is given in figure 4.3a. 
The EY mechanism can appear in both elemental semiconductor like Si and 
compound semiconductors such as GaAs irrespective of the existence of a centre of 
inversion symmetry or not [115]. The EY also appears in narrow band gap 
compound semiconductors which have strong spin-orbit interaction [115].

Figure 4.3: Spin relaxation mechanisms in semiconductors. (a) Elliott-Yafet mechanism, (b) 
D’yakonov-Perel’ mechanism. 

For compound III-V semiconductors the Dyakonov-Perel (DP) mechanism 
dominates the spin relaxation due to an absence of space inversion symmetry in 
these material systems. The SOI plays a significant role for the DP mechanism to 
occur. We will consider ballistic 2DEG plane to explain the DP mechanism. An 
internal effective magnetic field which depends on momentum is introduced by SOI. 
The spins of moving electrons rotate under the influence of the effective magnetic 
field until scattering, then the precession starts again after the scattering. However, 
the effective magnetic field changes with time since the direction of the momentum 
varies because of the scattering. That random change in the effective magnetic field 
leads to randomized spin orientations. A schematic illustration of the DP mechanism 
is given in figure 4.3b. For a small spin precession angle the spin
relaxation time for the spin direction has changed by an angle is given by [98]

, (4.13)

where is the spin precession length, the scattering time, is the spin
precession frequency, is the mean free path. In contrast to EY, the spin rotates
between the collisions not during the collisions, and the relaxation rate is inversely 
proportional to the impurity concentration.

Our preceding discussions based on spin relaxation in 2D materials. For a 1D 
system, the spin relaxation differs from its counterpart 2D system. A 1D system 
enhances backscattering which challenges the spin precession in the forward 
direction leading an increase in the spin relaxation time. According to Kiselev [116], 
the spin relaxation lengths show a dependence on channel width as the channel 
width becomes smaller than the spin precession length , longer spin
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relaxation time is found with conditions of An another
analytical study carried out by Kettemann, et al. [117] with channels made out of 
quantum wells found similar results that the spin relaxation time increases with 
decreasing channel widths For diffusive transport with the limitation of ,
they found the spin relaxation time of:

(4.14)

The above studies indicate that the spin relaxation increases in reduced dimensions 
or confined geometries. Although, the above expression were derived from channels 
defined in quantum wells, it can also be applied to nanowires. Increased spin 
relaxations have been experimentally found in InAs nanowires [118].

4.5 Quantum transport in narrow channels

4.5.1 Quantum ballistic transport 
Ballistic transport was first proposed and subsequently realized by Sharvin [119] 
where a beam of electrons in a metal was injected and detected by point contacts 
which have much smaller widths than the mean free path. Based on the work in ref. 
[120], we will drive the conductance in the ballistic regime through a narrow 
channel with the size of L, connected to reservoirs. The motion of electrons is 
restricted in the transverse direction y, while electrons can propagate freely along 
the channel in the x direction. Therefore, the wave function can be written as: 

(4.15)

In the case of a parabolic potential in the nanowire, solving the Schrodinger equation 
yields an energy spectrum of: 

(4.16)

Due to the quantization in the y direction, electrons are distributed in sub-bands n
and travel in the x direction. The group velocity of electrons in each subband can be 

determined by: When there is voltage bias difference between the 
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reservoirs , a current flows and for zero temperature, the net 
current I is given by:  

                 (4.17) 

where is the 1D spin degenerate density of states, N is 
the number of channels and  is the transmission probability of each sub-band. 
It is obvious that the density of states and velocity cancels each other out and that 
the current I only depends on the  and bias   as shown by:  

                               (4.18) 

Hence the conductance  is quantized:  

                                 (4.19) 

This leads to a step like increase of the conductance with chemical potentials, as 
presented in figure 4.4a. According to the equation (4.19), in the ballistic transport 
regime, the current is limited by the scattering of electrons at the sample boundary. 
At a finite temperature, the electrons have a Fermi-Dirac distribution which leads to 
a smearing out of the conductance.  

In the presence of a magnetic field and SOI the quantization plateaus experience 
qualitative modifications due to significant changes in the band structures [103]. 
Following ref. [103], we will describe how band structures change with the 
influence of magnetic field, SOI and helical spin states modify the quantization 
conductance plateaus. For non-zero magnetic fields and electrical potentials in a 
nanowire, the Hamiltonian of a 1D nanowire given in equation (4.5) is extended to:  

                    (4.20) 

 is the electron confining potential in the y direction,  is the Bohr magneton. 
The total magnetic field is assumed to be in plane  The Schrödinger 
equation inside the constriction can be written the forms of:  

                                     (4.21) 
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with the wave function due to the confinement potential, denote the spinor
components for spin up and spin down, respectively. The energy of the lowest two 
subbands can be determined as:

, (4.22)

where is the angle between external magnetic field and the kx, is the effective
g-factor, and is the Bohr magneton, denotes the upper and lower subband.

In the absence of a magnetic field, the spinful sub-bands are shifted laterally due to 
the SOI as already shown in figure 4.2c. However, the conductance is still equal to 

which is just the same as for the case of no spin orbit coupling. This is 
because the edges of the spinfull sub-bands are still degenerate. Now we will 
consider the effect of external magnetic fields for two cases depending on the 
direction of the B fields. 

At a finite external magnetic field oriented perpendicular to the spin-orbit field 
and pointed along the nanowire (as shown in figure 4.1), = 0, the equation (4.22) 
can be reduced to: 

(4.23)

As is shown in figure 4.4b, the magnetic field causes an anti-crossing at The
size of the gap is determined by the Zeeman energy, When the
chemical potential is within this gap a conductance dip from to appears. The 

conductance goes back to as the chemical potential reaches the bottom of the 
next higher sub-band. This modification of the conductance can be understood as a 
consequence of helical states. The conductance of the helical state is given by [103]: 

(4.24)

where is either +1 for a minimum or -1 for a maximum. The sum includes the
extremal points of all the sub-bands. Therefore, the maximum points in a sub-band 
will reduce the conductance.

When the external magnetic field is parallel with the spin orbit field , the 
equation (4.22) can be written as: 
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(4.25)

obviously, the square root in equation (4.23) is missing. Actually, the square root 
term determines whether the anti-crossing appears or not. The square term is always 
positive at a finite magnetic field, which leads to the existence of an anti-crossing 
energy gap. For the equation (4.25) the term inside the bracket can always reach 
zero at a finite field (with different kx) resulting in no opening gap as shown in figure 
4.4c. The conductance is identical to the case of no SOI and increases with steps of  

.

Figure 4.4: Energy spectra E (K) and conductance G as a function of chemical potential μ in 
a narrow channel. (a) ESO = Ezeeman = 0. (b) ESO = Ezeeman ≠ 0, external magnetic filed is pointed 
along the wire = , perpendicular to spin-orbit field. (c) = , external magnetic field is 
parallel to the spin-orbit field. Note, the figure b and c show spectrum only the bottom of the 
first sub-band and corresponding conductance.
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When B is at an intermediate angle, the equation (4.22) is used and both features of 
the conductance discussed for figure 4.4b,c can be expected to occur. The helical 
states in InSb nanowires were observed experimentally by the work in ref. [45].    

4.5.2 Quantum diffusive transport   
In contrast to ballistic transport, the diffusive transport is characterized by scattering 
of electrons many times during traversing a system of size L. It implies that for 
diffusive transport to occur in the system, it is required to meet the condition of 

 where  is mean free path. Introducing of the phase coherence length  separates 
the diffusive transport into two limited regimes, the classical regime and the 
quantum regime. These two regimes can be identified by comparing the length 
scales [121]:  

 

where  is the Fermi wavelength. We will start with the basics of transport in the 
limit of the classical regime, then extend it to the quantum regime.  

The classical transport is described by the Drude model, which was developed in 
the beginning of the 20th century. The model considers the electron systems as an 
ideal gas. The motion of a particle is characterized by scattering events via mutual 
collisions or local impurities. This is usually described by a scattering time , which 
is the averaged time integral between the scattering events where the particle will 
lose all its information such as kinetic energy, velocity and direction. According to 
the Drude model, the conductivity of the sample  is correlated with  and described 
by:  

                                                   (4.26) 

where  is the electron density which is connected to the Fermi wave vector and 
determined by the dimensionality of the system.  
A quantitative approach which describes the conductivity  in terms of density of 
states  is well known as the Einstein relation for the conductivity and is given by 
[121]:  

                                               
where D is the diffusion constant and depends on dimensionality [102]: 
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(4.28)

where denotes the dimension of the system. The phase coherence length can
be determined from D as , is the corresponding phase-coherence
time. In fact, the equation (4.28) refers to how scattering effects correlations of the 
velocity of an individual particle before and after the scattering. According to the 
Drude model, there is no correlation between the velocities since the particle is 
assumed to lose all its memory after the scattering. However, if the correlation 
between the initial and final states of the electrons remain after the scattering, this 
will effect the value of the diffusion constant, hence the conductance.

At low temperatures and for nanostructures, quantum interference due to the wave 
nature of electrons leads to velocity-velocity correlations, giving rise to a correction 
of to the classical conductance. In fact, it is the superposition principle of 
quantum mechanics that gives observable consequences on the macroscopic level. 
This can be understood by using the Feynman path method. Let us consider an 
electron moving from a location A to location B, as shown in figure 4.5. This can 
be described as the transfer of electron waves from A to B by the means of splitting 
and distribution of the electron wave over a number of partial waves , each of
them travelling in the system along different paths , experiencing many elastic
scattering events until arriving at B. In order to use the Feynman path to determine 
the transmission probability, it is implicitly assumed that the electron follows a well-
defined path without a too strong scattering on its characteristic length scale, .
Then, the total amplitude  at B will be: 

Figure 4.5: Electron waves travelling from its initial position A to final position B with split 
partial waves travelling along different paths Pi.

(4.29)

where is phases. The total quantum mechanical probability of an electron
arriving at B can be obtained by the square of the amplitude as: 
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In equation (4.30) the first term is classical, while the second terms refers to the 
interference term which introduces a change to the classical probability. The phase 

is defined by . Therefore, the gate voltage can effect the interference
by changing the wave vector . As we will discuss later in section 4.5, a magnetic 
field can also change the phase. In experiments, these interference terms introduce 
reproducible fluctuation in the conductance under applied gate voltages or magnetic 
fields. However, if a large number of paths j is involved to , yielding many positive 
and negative contributions, and the sum of the contributions from the interference 
term reduces to a small value, so the total probability is determined by the first term. 

Figure 4.6: Schematics of an electron travelling in time reversed paths. Figure will be 
replaced.

Now consider an electron comes back to its initial position after travelling through 
a time reversed path as shown in figure 4.6. In this case, the electron waves 
travelling clockwise and anticlockwise will interfere. Since 
these two paths have identical lengths, the phase differences obtained during the 
travel are exactly the same. If we assume the amplitude of the wave travelling along 
a path in a clockwise direction is and in anticlockwise is , then the total
probability of returning at the same place yields: 

(4.31)

where and for convenience to compare it with the first term in
equation (4.30) we write , because also refers to the classical probability.
A factor of two comes from the fact that there are two trajectories per entry j. The 
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second factor of 2 is a consequence of constructive interference of the time-reversed 
electron waves in the closed paths.

In conclusion, time-reversed paths with coherent phases in a diffusive medium give 
rise to an increased probability for electrons to return to their initial positions. This 
is well known as coherent back scattering. Due to the coherent back scattering, 
electrons tend to return back to its initial position leading to a reduction of the 
conductance. This effect is commonly referred to as weak localization (WL). The 
WL quantitatively effects the conductance via a reduction of the diffusion 
coefficient by an amount of Detailed discussions about the correction to 
classical conductance can be found in references [121, 122]. The is described 
as: 

(4.32)

where denotes the classical probability of returning and is the phase
coherence time.

4.5.2.1 Effect of magnetic field 
A quantum correction to the classical conductance introduced by WL is a small in
amount and a common way to distinguish it from the classical conductance is by the 
application of a magnetic field [121]. According to quantum mechanics, the 
magnetic field effect on the momentum with a vector potential A as described:

(4.33)

If we consider an electron travelling along a path defined as from position to 
position , then the required phase difference in presence of a magnetic field
is: 

hence, the phase is effected by the magnetic field via the second term in equation 
(4.34). Now, we will consider the influence of a magnetic field on time-reversed 
paths. Since, the trajectory of a time-reversed path implies a closed loop, the 
required phase can be described by a loop integral with an enclosed area 
Therefore, electrons travelling in clockwise and anticlockwise directions along the 
time-reversed paths give the phase difference of:
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(4.35)

where denotes the flux quantum [122]. Hence, the magnetic field breaks
the time-reversal symmetry. More precisely, the total probability of returning to the 
initial position given in equation (4.31) will be reduced to due to the 
phase-shift induced by the magnetic field [122]. Eventually, at larger magnetic 
fields, the WL is completely suppressed. A characteristic field where the
suppression become effective is given by: 

(4.36)

In experiments, the effect of a magnetic field to WL shows a positive conductance 
peak at zero magnetic field in magnetoconductance measurements, as shown in 
figure 4.7. It is worth pointing out that, for the above discussions the magnetic field 
is not considered large enough to effect to the classical path. Hence, the curvature 
of trajectories in a magnetic field due to the Lorentz force are negligible.

4.5.2.2 Effect of spin-orbit interaction 
Spin precession and relaxation as a consequence of the SOI and other spin relaxation 
mechanisms have an impact on WL, and hence the conductance [117,120,123]. To 
explain the influence of the SOI on the electrons travelling along a time-reversed 
path, changes in direction of the electron spin have to be taken into account. 
Considering an initial spin state , the state after a clockwise rotation due to the 
SOI or scattering events can be described by:  

where denotes a rotation, which implies changes of the spin direction between, or 
during the scattering events. Note that, R contains the product of a large number of 
small rotations . For the case of the electron (actually the partial wave)
propagating counter clockwise, the rotation of the spin is reversed, and each rotation 
angle has to be inverted. As a result, a final state of the spin rotating in counter 
clockwise is given by:

(4.38)
where is a rotation operator describing changes of spin direction along a counter 
clockwise path. In fact, the two operators are inverse to each other meaning that 

To determine the effect of the SOI on quantum interference it is required to calculate 
the interference contributions to the spin states, which can be given as: 
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                                    (4.39) 

If the spin-orbit interaction is weak, the spin will essentially remain polarized in the 
same direction during the propagation on a time reversed path, which yields R=1. 
The probability of coherent back scattering in equation (4.31) does not change. 
However, if the SOI is strong, the spin rotates in exactly the opposite direction as 
the electron travels along the time-reversed path. Therefore, the expectation value 
of  has to be taken into account. Averaging of the interference term over many 
pairs of time-reversed paths gives   [120]. It tells us that spin orbit 
interaction introduces destructive interference which leads a reduction of the 
quantum backscattering probability to half of the classical backscattering 
probability. Hence, the conductance will be increased which is well known as the 
weak antilocalization effect. The presence of magnetic fields restores the classical 
conductance, giving rise to a negative conductance as shown in figure 4.7   

The combination of magnetic fields, spin orbit interaction and quantum interference 
yields a correction to the classical conductance for a nanowire as [124,125]:  

  

where, L is the device length,  is the magnetic dephasing time,   the spin 
relaxation time, A(t) is the classical probability of returning, and 

   

 

Figure 4.7: Schematic illustration of WAL and WL effect for magnetoconductance 
measurements at low magnetic fields. 
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4.6 Measurements and discussions

4.6.1 Device fabrication and characterization  
In this section, we studied the SOI in InSb nanowires in the quantum diffusive 
regime where the system can be considered as a quasi 1D system and quantum 
confinement accounts for the presence of the SOI in the system. We determined the 
SOI strength based on the measurements of WAL with InSb nanowire devices. To 
achieve stronger tuning of the conductance we fabricated devices with a top gate 
geometry in combination with high k-dielectrics. We used InSb nanowires grown 
by CVD to make the devices. Before depositing the Ti/Au contacts, the native oxide 
layer of the nanowire was etched in diluted (NH4)SX solutions. After depositing the 
contacts, 10 nm thick HfO2 was grown onto the nanowires partially covering the 
contacts to fully control the conductance of the channel. Finally, the Ti/Au top gate 
metal electrodes were deposited onto the oxide layer by thermal evaporation. Note 
that, electron beam lithography was used to define the contacts, the oxide layer 
patterns, and the top gate electrodes. A SEM image of one of our measured devices 
is shown in figure 4.8a. In addition to the top gate, the devices also have a global 
back gate, which is separated from the nanowire by a 200 nm thick SiO2 layer. 
However, we only used the top gate for all measurements, while the back gate was 
grounded. From the investigation of the device with SEM after the measurements, 
we find that the nanowire used for this typical device has a diameter of 75 nm. The 
separation space between the source and drain is which is long enough to have 
sufficient scattering in the wire during the electron travelling along the nanowire 
from source to drain and also to suppress the Coulomb blockade effect at low 
temperatures. The magnetoconductance measurement is performed in a dilution 
fridge at 6K temperature with low magnetic field applied perpendicular to the 
nanowire and device substrate. We used a standard lock-in technique with an AC 
bias voltage of 100 to measure the two-terminal conductance. 

Figure 4.8b shows the measured conductance as a function of top gate voltage VTG

at a temperature of 6K and zero magnetic field. The device shows ambipolar 
transport behaviour with pinch-off threshold voltages VTh of 2.5 V and 0.04 V, 
extrapolated from the G-VTG characteristics for the electron and hole transport sides, 
respectively. The hole conductance is found to be a factor of three less than the 
electron conductance. The lower conductance of the p transport side makes it 
difficult to determine characteristic lengths and of holes from magneto-
conducatnce measurement (MC). We focused on the electron transport side for our 
MC measurements to determine and for electrons. Moreover, quantum
conductance corrections due to the SOI and WL to the classical Drude’s 
conductance is, in the fact, very small in amount. In order to extract quite accurate 
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phase coherence and spin-orbit length (spin relaxation length), contributions from 
contact resistances to the measured conductance must be considered and subtracted 
from the MC data obtained directly from the measurements. Due to the absence of 
the Fermi level pinning, unlike InAs nanowires, non-negligible contact resistances 
are expected for the devices with InSb nanowires. In order to extract the mobility 
and contact resistances we followed the same method as already used in chapter 3. 
First, the top gate capacitance C is calculated using equation (3.20) which gives a 
value of 7.43 fF. 

Figure 4.8: (a) SEM image of the measured device. (b) The measured conductance at 6 K 
and zero magnetic field.

Then the measured conductance G was numerically fitted to equation (3.19) where 
the electron mobility and the contact resistance are the fitting parameters
while the threshold voltage is obtained by extrapolating from the G-VTG curves.
The data fit to the measured conductance at a temperature of 6K is given in figure 
4.9 where the red dots represent the measured conductance and the black solid line 
is a fit to the conductance. From the fitting, we obtained electron mobility of 

and a contact resistance of which consistent with typical
contact resistances of InSb NW devices with Ti/Au contacts [62, 71]. Using the 
equation for the gate induced carrier concentration in FETs, which is given by:

(4.41)

where A is the cross-section of the wire [62], we
determined electron concentration of at VTG= 4V. The
mean free path is obtained from where is the scattering time and
is the Fermi velocity. The scattering time was determined from . The 

is estimated using for a 3D density of states.
Based on that, the obtained value of the mean free path for our device is 
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 and the Fermi wave length is  where  is the Fermi wave 

vector, given by .   

 

Figure 4.9: Data fit to the measured conductance using equation (3.19). The red circles 
denote the measured conductance and the black solid line is the fit to the conductance. 

4.6.2 Extraction of spin relaxation, phase coherence length, and spin-
orbit energy    

We measured the MC using the top gate to tune the conductance of the device. In 
order to suppress the effect of conductance fluctuation, 18 MC measurements were 
performed for the same top gate values, after averaging these measurements the 
conductance fluctuations are greatly suppressed. Figure 4.10 depicts 

 at different top gate values. At VTG = 5V, a clearly negative 
conductance peak can be observed, which is a contribution of the WAL effect due 
to the presence of spin-orbit interaction in the InSb nanowires. As the top gate 
voltage VTG decreases the WAL is suppressed. Finally, at the top gate voltage 
of VTG = 2.8 V, a crossover from WAL to WL (positive conductance) occurs. 
Considering that the width of the InSb nanowire investigated in this work, 

 which is much smaller than the typical dephasing length  
of the InSb nanowires, quasi-1D localization theory can be properly applied to 
interpret our experimental observations [118, 126, 127]. Based on the field-effect 
electrical characterization at low temperature, we can use the quasi-1D localization 
theory in the ‘dirty’ limit, which implies   For the quasi-1D 
model of weak localization, the conductance correction is given by: 
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Figure 4.10: (a) ΔG (B) as a function of magnetic field B for different top gate voltages. 
Crossover from WAL to WL occurred at VTG = 2.8 V, at 6K. (b) Extracted phase coherence 
Lφ and spin-orbit interaction LSO lengths as a function of top gate voltage.

(4.42)

where is the phase coherence length and is the spin relaxation (spin orbit
interaction) length [127]. The measured MC data is fitted to the qusi-1D model for 
low magnetic fields, using equation (4.42) with , are as the fitting parameters.
The solid lines in figure 4.10a represent the best fit to equation (4.42) indicating a 
good agreement between our measurements and the quasi-1D theory. 

The extracted , for different top gate voltages VTG are given in figure 4.10b.
Both , show strong dependence on the top gates, which consistent with a
previous report in InSb nanowires [128]. The phase coherence length shows a 
monotonous increase with increasing top gate from 71 nm to 514 nm for the 
corresponding top gate voltages of VTG = 2.7 V and 4.3 V respectively. The decrease 
in with lowering gate voltages can be explained by a density dependence of the
diffusion constants and also a density dependence of electron-electron interaction. 
In the lower carrier density regime (at lower gate voltages) Coulomb screening is 
expected to be reduced, which enhances the electron-electron interaction leading to 
a decrease in The electron-electron interactions are often reported as the
dominant source of dephasing in nanowires [129]. The transition from WAL to WL 
can be understood by the crossover between and The spin relaxation length

first reduces from 184 nm to 76 nm with increasing VTG, then starts to increase
again above 3V gate voltages and reaches 358 nm at VTG = 4.3V. I. van Weperen et 
al. observed similar results from WL measurements on InSb nanowires [128]. As 
we mentioned earlier the most relevant mechanisms for spin relaxation in narrow 
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bandgap semiconductors are the EY and DP mechanisms corresponding to spin 
randomization at or in between scattering events due to spin precession, 
respectively. According to the EY mechanism, an estimated spin relaxation length 
is [128]. For the DP mechanism, we emphasize the
absence of the Dresselhaus SOI based on the fact that our nanowires have zinc-
blende crystal structure, grown in [111] direction. Thereby, we expect that the 
dominate source of spin relaxation in our nanowire is the Rashba SOI [128]. 

Next, we extracted the spin precession length from which in principle, the Rashba
SOI strengths can be estimated. The relation between the spin relaxation length and 
spin precession length is given by: 

where is the diameter of the nanowire. We extracted the spin precession lengths 
and plotted them as a function of top gates, as shown in figure 4.11. We obtained 
the spin precession lengths of , that allow us to estimate the
corresponding Rashba spin orbit parameter of .

The related spin-orbit energy is .

Figure 4.11: Spin precession length lR as a function of top gates.

The spin-orbit strength we extracted from our device is higher than some
previously reported values for InSb based nanostructures. For examples,
obtained from a MC measurement with an InSb quantum well [129], and 

from quantum dot systems [100]. However, as we already discussed 
different values of spin-orbit strengths can be expected depending on the 
dimensionality of the system. Slightly higher values of than our
results have also been reported from MC measurements with InSb nanowires grown 
by MOVPE [128]. The diameter of the nanowires measured in ref [128] is 
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 which is thicker than the wire we studied in this work. A diameter 
dependence of the SOI has been reported for thin nanowires. The spin relaxation 
length increases with decreasing nanowire diameter [118]. Therefore, we assume 
that the slightly lower values of  in our nanowires than in ref [128], is due to the 
smaller diameters of our nanowires. 

4.7 Conclusions and outlook  
We performed low field MC measurements at low temperature with devices made 
from CVD grown InSb nanowires. We applied quasi-1D weak localization theory 
to interpret our experimental observations. We find very good agreement between 
the theory and our MC data. The MC measurements indicate that the InSb nanowires 
we studied have strong spin-orbit strength of up to . This large SOI 
underlines the potential applications of CVD grown InSb nanowires for spin qubits 
and investigations of Majorana fermions. It will be interesting to further study the 
dependence of the characteristic lengths  and on temperature, orientations of 
magnetic fields and diameters of the wires to further understand the spin relaxation 
mechanisms in these nanowires. 

Although,  InSb NWs have a small bandgap, observations of ambipolar transport at 
low bias in the open regime have been challenging. Hence, experimental studies 
related to spin relaxation and spin-orbit strength on the hole transport side of InSb 
nanowires in the open region have been missing. Observations of ambipolar 
transport in InSb NWs used in this work will allow us to study spin relaxation in the 
valence band. In fact, studying the WAL on the hole transport side of InSb 
nanowires have potential importance in both applications and fundamental studies. 
Moreover, the spin relaxation in the conduction band and in the valence band can 
be directly compared from the measurement on the same devices. Finally, 
considering the small diameters of the InSb nanowires which can be achieved by 
CVD, it would be interesting to explore helical states in this nanowire.  
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Chapter 5
Electron transports in single quantum 
dots

5.1 Introduction 

Unlike what we have discussed in previous chapters, in this chapter we investigate 
the electron transport in a very small island in which the electron is confined in all 
three directions, giving rise to quantization of energy states, similar to ‘A novel 
physics’ that appears in an atom [130]. Since its earlier discovery in the late eighties, 
quantum dots have been used to study a wide range of quantum physics phenomena. 
Moreover, semiconductor quantum dots have been attracting a great deal of interest 
for the implementation of spin qubits [14]. Therefore, methods are required to prove 
and investigate the transport through quantum dots. A simple and common method 
to probe quantum dots is the transport measurements where one of the dot reservoirs 
is biased while the other one is used to measure the current through the quantum 
dot. By transport measurements, one can check the tunability of gates, device 
stability and perform level spectroscopy such as charging energy, quantization 
energy, transport mechanisms, like first order single electron tunnelling, co-
tunnelling and so on.

Quantum dots formed in nanowires using several different methods have been 
reported, for example, using hetrostructure nanowires grown with materials of 
different bandgaps [131], confine electrons in  a nanowire grown with different 
crystal structures [48], and locate electrons by electric fields generated using gates 
[35]. The side gate has several unique advantages over other gate techniques like 
bottom gates or top gates. For example, only a single lithographic step is needed to 
make a device including source-drain contacts and local finger side gates. Moreover, 
side gates can help to reduce charge traps at the interface between the gate oxide 
material and the nanowires since the vacuum is used as the gate dielectric material. 
Perhaps, more importantly, it can help to tune and control SOI efficiently, and 
therefore, is of fundamental importance for use in spin qubits. This is due to the fact 
that side gates have a flexibility of designing the gate structures and devices in such 
a way that the symmetry and charge distribution in the nanowires can be controlled 
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effectively. However, making a highly tunable quantum dot system with side gates 
has been hindered because of difficulties in device processing like placing the gate 
close enough to the nanowire and also making them as thin as possible. In this 
chapter, we overcome these challenges and make tunable quantum dots using side 
gate techniques.   

This chapter begins with an introduction to electron transports on single quantum 
dots. Various transport phenomena that take place on single quantum dots are 
explained by a simple theoretical description which relies on a capacitance model. 
Electron transport in both the weak and strong coupling regimes of a single dot will 
be presented. Low temperature electron transports in InP-InAs core shell nanowires 
will be discussed at the end of this chapter.    

5.2 Transport in single quantum dots       
A quantum dot is a zero-dimensional system where the motion of electrons is 
restricted in all three directions. Irrespective of how the dot is created, a quantum 
dot can be treated as an island of charge which is connected capacitively through 
tunnel barriers to conducting reservoirs and purely capacitively to a gate as 
illustrated in figure 4.1. The Hamiltonian of the quantum dot can be described as:  

,               (5.1) 

 denotes the sum of the capacitances of the reservoirs and the gate. The first term 
is the charging energy referring to the energy required to put an electron onto the 
dot. The charging energy is related to the capacitance of the dot and given by: 

 . Moreover, the charging energy varies inversely with the dot area. The second 
term is the Coulomb interactions of the electrons on the dot with electrons from 
nearby conductive reservoirs. According to the constant interaction model [132], the 
Coulomb interaction between electrons on the dot and the electrons in its 
surroundings are characterized by a single constant capacitance and not effected by 
electron-electron interactions, hence independent of the quantum state of each 
electron. The first two terms are classical and only require the quantization of 
charge. The last term in equation (5.1) describes the single-particle energy levels 
originating from the quantum confinement effect where the -th level has an energy 
of  with the spin . The level spacing energy is responsible for the existence of 
a discrete energy in the system and is determined by the dot dimensions and 
effective mass of the carriers as: 
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, (5.2)

where is the effective mass and is the area of the combined system. For a
smaller the dot size, a larger level spacing energy is expected. At a low enough 
temperature, where the energy states are well resolved, quantum dots in the few 
electrons regime can reveal a shell structure in tunnelling transport measurements, 
similar to an atomic energy level, therefore, the quantum dots are commonly 
referred to as artificial atoms.

Beside the dot energy, the reservoirs have an energy which is given by a 
Hamiltonian, where denotes the states in the leads with spin ,
and are occupations which is usually determined by the Fermi distribution,

where is the chemical potential and is the

temperature of the reservoirs [133]. The coupling of the reservoirs to the dot can be 
represented by the term: 

(5.3)

with the tunnelling elements , creation and annihilation operators, and
h.c denotes the Hermiton Conjugate. Fermi’s golden rule can be used to calculate
the tunnelling rate for into and out of each level in the dot as follows:

(5.4)

where is the density of states in the lead (at the reservoirs), has units of
energy that gives the tunnelling time of , according to the uncertainty 
principle.

In the fact, transport through a quantum dot is usually related to the five energy 
scales as shown with the energy diagram of the dot in figure 5.1b [134]. The 
charging energy and the level spacing energy are related to the size of structures, 
and the geometry of the quantum dots. kT and eVsd are involved to the leads, the Γ 
describes the coupling between the other energy scales. As a general principle, in 
order to observe quantum effects, for example Coulomb blockade in a quantum dot, 
two conditions must be fulfilled: the first condition is that the thermal energy must 
be less than the charging energy KBT EC, and the second condition is that the 
tunnelling resistance to the source drain reservoirs must be larger than the quantum 
resistance h/e2 =25.8 kΩ to ensure that the dot is isolated from its environment. The 
value of kT with respect to other energy scales, gives the following distinct transport 
behaviour for a closed quantum dot:
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Figure 5.1: (a) Schematic of the equivalent circuit of a single quantum dot system. The 
quantum dot is connected to source and drain via tunnel barriers and capacitively coupled to 
the gate. (b) Five energy scales that determines the transport through the quantum dot. (c-d) 
Q-V relations for charge on a capacitor classically and quantum mechanically. 
 

if the temperature is high, , the thermal excitation can access multiple 
charge states, the conductance will not be fully suppressed giving rise to de-
localization of electrons in the dot. If  is smaller than  but still larger than the 
level spacing energy,  the transport can be expected to be fully 
suppressed. However, for each charge state multiple energy levels can be found. 
Filling of the levels in the dot obey the Fermi distribution, just like the states in the 
reservoirs. This regime is known as the classical regime. If the temperature is further 
lowered and reaches the condition of , the dot is driven into a quantum 
regime where the charge states are well separated and single energy levels can be 
expected to involve in the transport. Moreover, this regime can further be divided 
into two regimes: the thermally broadened regime  and the lifetime 
broadened regime  For this thesis, the measurements on quantum dots are 
performed at a low enough electron temperature, below 100 mK, ensuring the study 
of the dots in the quantum regime. In the following subchapters, we will discuss our 
single dot measurements.      
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5.3 Coulomb blockade and Coulomb oscillations
In terms of classical physics, the charge on a capacitor can be described by a 
continuous function of voltage across the capacitor as presented in figure 
5.1c. This is true for a dot which contains a large number of electrons, where the 
Coulomb repulsion is not visible. However, when the Coulomb repulsion becomes 
strong in the system, tunnelling of electrons from one reservoir through the dot to 
another reservoir can be suppressed at low temperatures. The charge on the dot can 
only be integer multiples of the electron charge, , as illustrated in figure 
5.1d. The number of electrons on the dot is determined by the quantum dot 
voltage , which is related to the gate voltage by . The parameter

is called the gate lever arm, which converts the applied gate voltage to
the actual voltage on the dot, .

We start our discussions with the current I through the dot as a function of gate 
voltage Vg at a small source-drain bias,Vsd. One of our such measurements 
performed at the small bias of Vsd = 25 μV is given in figure 5.2, in which periodic 
current peaks can be seen. The SEM images of the measured device is given in 
figure 5.7a. The dot is formed by applying negative voltages to the gates G3 and G4 
to create potential barriers in the nanowires, and the dot energy levels are tuned by 
using the plunger gate G7. The quantum dot is in a few electron regime, which is 
indicated by unequal periodicity of the peak spacing. Each peak corresponds to 
tunnelling in and out of electrons through the dot while the valley represents 
Coulomb blockade [135]. The electron numbers fluctuate between N and N+1 at the 
peaks, while it is constant for all other gate voltage regions between each adjacent 
peak.

By taking into account the influence of the charging energy Ec and quantum 
confinement energy ∆, the Coulomb oscillation in figure 5.2 can be qualitatively 
interpreted following the energy diagrams illustrated in figure 5.3. As can be seen 
in figure 5.3 (a), at less positive gate voltages the quantum state of the dot is lifted 
up above the Fermi energy of the source drain reservoir and current is blocked,
corresponding to the situation (a) in figure 5.2. As the gate voltage is increased 
towards more positive values, the quantum state of the dot is lowered. When it is 
aligned with the Fermi energy of the reservoirs (that corresponding to the diagram 
b in the figure 5.3) an electron can tunnel on and off the quantum dot, which gives 
a current peak, labelled (b) in figure 5.2. Further increasing the gate voltage brings 
down the first electron state below the Fermi energy of the leads, an electron can 
tunnel into the dot, but it cannot tunnel out since there are no energy states available 
in the lead. Therefore the electron stays on the dot. In order to tunnel a second 
electron onto the dot, the charging energy U2 has to be overcome as illustrated in 
figure 5.3d. The current is blocked again resulting in a Coulomb valley as shown at
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Figure 5.2: Coulomb blockade effect, the current I is measured as a function of gate voltage
VG7 at VSD = 25 μV.

Figure 5.3: Energy diagram of the quantum dot corresponding to the mark letters in figure 
5.2

at point (c) in figure 5.2. Further increasing the gate voltage enables a second 
electron to tunnel onto the dot, leading to an occupation of two electrons with spin 
up and spin down on the orbital ground states, as presented in figure 5.3e. At this 
degeneracy point, electrons can tunnel on and off allowing current to flow through 
the dot, corresponding to point (d) in figure 5.2. For the third electron, the orbital 
ground state is not available, and it has to tunnel to the next orbital state, which is 
an energy Δ above the orbital ground state. Therefore, the required energy for the 
third electron to tunnel onto the dot is U3+ Δ, where U3 is the Coulomb repulsion 
energy coming from the electrons in the dot as illustrated in figure 5.3f. The current 
I is blocked again, as shown with (e) in figure 5.2. Following this simple illustration, 
the fourth electron can share the same orbital as the third one with opposite spin 
with an additional energy U4. However, it is not always true, even more complicated 
configurations can be expected when higher order cotunneling events take place as 
we will discuss later.  
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5.4 Excited state tunnelling  

So far, we have discussed transport for the zero-bias case, where the reservoirs 
source and drain have the same chemical potentials. Therefore sequential tunnelling 
on and off of electrons can occur at degeneracy points, where the chemical potentials 
of the reservoirs align with the quantum states of the dot. However, at a finite bias 
there is a Fermi energy difference between the chemical potential of source and 
drain. This can usually be achieved in experiments by applying a finite bias to one 
of the leads while other one is fixed. We ground the drain lead by connecting it to 
the input of the current pre-amplifier, since the input usually provides with a virtual 
ground. When negative voltages are applied between source and drain, the Fermi 
energy of the source increases by respect to the drain Fermi energy. Since the
reservoirs are also capacitively coupled to the dot, the energy states of the dot shift 
as the Fermi energies of the leads are changed. Current can start flowing when the 
first orbital ground state of the dot lays between the Fermi energies of the leads as 
illustrated in figure 5.4a. At this degeneracy point electrons tunnel on and off 
through the dot leading a current peak in a Coulomb oscillation diagram, similar to 
the zero-bias case. A further increase in the bias voltage allows the first excited state 
to involve in the transport, as illustrated in figure 5.4b. At a sufficiently large bias 
voltage, several transport paths might be available to contribute to the transport, as 
shown in figure 5.4c.

Figure 5.4: (a) Energy diagram of quantum dot at low bias where single quantum state 
contributed to the transport. (b,c). At large bias two or more states can involve to transport.  

One of our experimental measurements for excited state tunnelling is presented in 
figure 5.5. The data is obtained from the same device and the same dot 
configurations as used in figure 5.3. Figure 5.5 depicts the differential conductance 
as a function of source-drain bias at a fixed gate voltage. Some transport features 
are marked with letters in figure 5.5 and can be interpreted as following, note that 
the gate voltage is fixed such that the dot is in the off state at zero bias and the 
current is blocked, corresponding to mark (d) in the figure 5.5. However, as a 
negative bias is applied to the source, the Fermi level of the source increases. As we 
discussed earlier this also leads to shifting of states in the dot by where 
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because of the capacitive coupling between the source and drain. That allows 
an electron to tunnel from source to drain giving rise to the appearance of a peak in 
the conductance as marked with (c) in figure. 5.5.

Figure 5.5: Differential conductance verses bias at fixed gate voltage. d corresponds to 
Coulomb blockade valleys, c and e transport through the ground states of the dot, while a, b 
and f refer to tunnelling of electrons via excited states of the dot. 

Similarly, when positive bias voltages are applied to the source, the Fermi level of 
the source is lowered with respect to the drain Fermi level. Electrons can tunnel 
from drain to dot, resulting in a conductance peak as shown in figure 5.5 with the 
letter (e). At sufficiently negative or positive source drain bias, either of source or 
drain chemical potentials aligns with the excited state energy levels of the dot that 
provides an additional channel for the transport that correspond to the peaks marked 
with (a), (b) and (f) in the figure. 5.5. Tunnelling through excited states can also be 
observed with 2D maps where source drain bias and gate voltage change 
simultaneously. This yields Coulomb diamonds as we will discuss in the next 
subchapter.   

5.5 Coulomb diamonds 
As we have already discussed, the current which flows through a quantum dot can 
be measured in two ways, either sweeping the plunger gate voltages or the source 
drain bias while one of them is kept constant. Moreover, measuring current I or 
conductance  through a quantum dot while simultaneously sweeping both the gate 
voltage and source-drain bias gives a 2D current or conductance plot as a
function of  and , called Coulomb diamonds as depicted in figure 5.6. Within
the diamond, the current is blocked since the quantum state in the dots do not align 
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with either of the source-drain Fermi levels as illustrated in the diagram F. The 
number of electrons on the dot is fixed to an integer number in the diamond. The 
electron transport is not blocked outside of the diamond. The current I can flow 
through the quantum dot from one of the leads to other at the degeneracy points 
where quantum states in the dot align with at least either of the Fermi levels of 
source and drain as shown with energy diagrams in A, B, C, D, E. Tunnelling 
through excited states can be seen as additional transport lines which are parallel to 
the edges of the diamonds as shown with the dashed orange line in figure 5.6. The 
Coulomb diamonds are an invaluable tool for the understanding of transport features 
through the dot. The charging energy, level spacing energy, effective size of the dot, 
coupling strength of the gates and sources can be obtained from a charge diagram. 
Furthermore, higher order cotunneling features can also be identified and studied 
using a charge stability diagram.

Figure 5.6: Charge stability diagram of a quantum dot as a function of source-drain and gate 
voltage. A-F various configurations of quantum dot states respect to the chemical potentials 
of source and drain. Slope of the lines determined by capacitance of the gate, source and 
drain are also sketched. 

Figure 5.7c shows one of our charge stability diagrams where the differential 
conductance is plotted as a function of and . An SEM image of the
device and schematic drawing are presented in figure 5.7a and figure 5.7b 
respectively. The dot is formed by using gates G3 and G4 with applied negative 
voltages -3.8V and -2.8V respectively in order to form potential barriers in the 
nanowire. Gate G7 is used as a plunger gate to tune the energy levels of the dot.
Outside the diamonds, pronounced excited state spectra are shown by white dashed 
lines, which originated from zero-dimensional confinement. From the height of the 
smallest Coulomb diamond, we extracted an average charging energy of Ec = 6.1 
meV and a level spacing energy of ΔES = 0.765 μeV is determined from excited state 
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spectra. Using the extracted charging energy, we estimated the capacitance of the 
quantum dot 26 aF. From the lateral sizes of the small Coulomb diamonds
we also extracted the plunger gate capacitance of CG7 =1.57 aF, and a gate 
conversion factor of .

Figure 5.7: (a) SEM image of the device. (b) Schematic of the device . (c) Charge
stability diagram of the quantum dot where differential conductance is plotted as a 
function gate voltage VG7 and VSD. The dot is formed using gates G3 and G4.

5.6 Cotunneling transport 
Up to, we have discussed first order sequential tunnelling that happens at 
degeneracy points, and the current is suppressed within diamonds. However, under 
some conditions, transport features can be observed within diamonds where, in 
principle, transports are not expected to take place. Cotunneling can be divided into 
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elastic and inelastic cotunneling depending on whether total energy of the system is 
conserved or not after the transport.

5.6.1 Elastic and Inelastic Cotunneling
The cotunneling process can be considered as a higher order tunnelling process that 
involves two or more electrons tunnelling simultaneously [136-138]. Let us consider 
a second order tunnelling process where two electrons contribute to the transport. 
The electron on the ground state of the dot tunnel out to the right lead (drain), 
simultaneously one electron from the left lead (source) tunnel onto the ground state 
of the dot as shown in figure 5.8a. During the process the energy of the quantum dot 

Figure 5.8: Illustration of (a) elastic (b) inelastic cotunneling involving two electrons.

remains unchanged, this process is called elastic cotunneling. The second possible 
mechanism of transport is one electron from the left lead tunnel onto the excited 
state of the dot while one electron tunnel out to right lead from the ground state of 
the dot as illustrated in figure 5.8b. This process called inelastic cotunneling. For 
inelastic tunnelling to take place, the bias energy must be at least equal to or larger 
than the level spacing energy Δ. Therefore, this process depends on the bias voltage 
but is independent of the gate voltages [139]. 

Figure 5.9: Schematics of elastic (grey area), inelastic (orange lines) cotunneling and 
cotunneling assisted sequential tunnelling (V shaped red lines) in a charge diagram.



The question is how this tunnelling process can be identified in a charge stability 
diagram? This is illustrated in figure 5.9, where the blue line on the edge of the 
diamond denotes the first order sequential tunnelling while the green line parallel to 
the blue line represents tunnelling through the first excited state of the dot, as we 
already discussed. The grey area within the diamond refers to elastic tunnelling 
which corresponds to the case in figure 5.8a. The transport features of the inelastic 
tunnelling process is shown by orange lines parallel to the gate voltage in the 
diamond indicating independence of the gate voltage.

Data from one of our experiments which demonstrates cotunneling process is given 
in fig 5.10. The data is obtained from measurements with another device (device 2) 
similar to the device in figure 5.7a. The dot is formed using side gates. The charge 
diagram shows the quantum dot is in many electron regime indicated by the equal 
size of diamonds and smaller charging energy compared with the charge diagram in 
figure 5.7c.  The higher differential conductance shows that the dot is in 

Figure 5.10: Differential conductance as a function of plunger gate voltage VPL and bias
voltages measured from device 2. Elastic and inelastic cotunneling transport lines are
shown by the green and white dashed lines respectively.

the strong coupling regime. The conductance features of elastic tunnelling 
are shown by green dashed lines. The transport lines shown by white dashed 
lines parallel to the plunger gate voltages within the left diamond contribute
to the inelastic cotunneling process.

5.6.2 Cotunneling assisted sequential tunneling
From figure 5.9 another transport feature appears within the diamond, as shown
by red lines parallel to the light blue sequential tunneling lines. Those transport
lines can be explained by cotunneling assisted sequential tunneling (CAST) as
illustrated
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assumed to occupied by a spin up electron, which restricts the second electron 
with spin up to tunneling into the ground state. If the source drain bias is larger 
than the singlet-triplet splitting energy, the second electron can tunnel in to the dot 
via excited triplet states as illustrated in figure 5.11b.

Figure 5.11: Schematic energy diagrams show the CAST features. (a) One spin up
electron tunnels into the triplet state of the dot from drain. (b) The electron on the triplet 
state tunnels out to source.

Since the bias energy is larger than the singlet triplet exchange energy of the dot, it 
becomes energetically possible for the second electron to tunnel sequentially 
through the triplet state. Simultanously, the first electron on the singlet state tunnel 
out from the ground state of the dot to left lead, and CAST can contribute to the 
transport.The transport feature shown by the black dashed lines within the left 
diamond in figure 5.10 is likely contributions from CAST. However, in order to 
support that, further temperature or magnetic field dependent measurements need to 
be done.

5.7 Low-temperature electron transport in InP-InAs core-
shell nanowires 

Growth of nanowires in the axial direction provides complex heterostructures, like 
core-shell nanowires. Core-shell nanowires have potential applications in 
optoelectronics and quantum devices. For instance, due to the presence of built-in
strains, core-shell nanowires can have high carrier mobility, which is promising for 
high speed transistors [140]. Core-shell nanowires also have been considered one of 
the suitable materials to investigate Majorana bound states [141]. Studying transport
properties of core-shell nanowires, therefore, is of current interest. In this section, 
we describe low-temperature transport measurements with devices made of InP-
InAs core-shell nanowires. The core-shell nanowires are grown by MOVPE with 
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selective area growth method. Figure 5.12a depicts grown core-shell nanowires. 
Investigations with SEM and TEM of the grown core-shell nanowires and core 
nanowires without any shell show that the entire nanowire has a hexagonal InP core 
and a triangular shell where three pockets of InAs are located at the three corners as 
shown with a schematic inset of figure 5.12b. To study transport properties of the 
nanowires, devices with multiple contacts (figure 5.13b) are fabricated on a n-doped 
silicon substrate covered with a 130 nm thick SiO2 which is used as back gates in 
combination with Ti/Au metal electrodes deposited on the bottom of the wafer.

Figure 5.12: (a) SEM image of InP-InAs core-shell nanowires. (b) Multiple source-drain 
contact devices made of InP-InAs core-shell nanowires. (C) Measured current as a function 
of back gate voltages at 22 μV bias applied to the contacts EF, at T = 14 mK. 

The measurements are performed in a dilution fridge, at a base temperature of 14 
mK. Figure 5.12c displays the measured current from contacts EF as a function of 
back gate voltages at Vsd = 22 μV. Note that, the contacts which are not involved in 
the measurements are kept floating. Regular Coulomb blockade peaks with equal 
spacing can be seen. The extracted back gate capacitance from the peak spacing is 

To further understand the origin of the Coulomb blockade
effect, the differential conductance of the device is measured as a function of back 
gate voltage and Vsd. One of the charge stability diagrams measured for contacts E
and F are presented in figure 5.13. From the height of the diamond in the source-
drain bias voltage, a charging energy of is estimated. The same
measurements with other pairs of contacts, A-B, A-E, and B-E give almost similar 
results with the same charging energies and back gate coupling. These results 
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confirm the existence of a quantum structure which extend over the entire length of 
the nanowire. It is likely due to the large band offset between InP and InAs, a 
quantum dot structure is defined through the InAs shell in the core-shell NW. An  

 
Figure 5.13: Charge stability diagram measured from contacts E and F. Differential 
conductance is plotted as a function of source-drain and back gate voltages.  

analytical model is used to verify our conclusions. Following the reference [142], 
assuming an infinite plate, the back-gate capacitance is calculated using the 
equation: 

   

                                  (5.5) 

where L = 1.357 μm, is the NW length,  is the effective relative 
permittivity of oxide and vacuum, is the radius of the wire,  is the 
oxide thickness. Equation (5.5) yields  which is in good agreement 

with the extracted values of   from the measurements. This strongly 
supports our conclusion that the origin of the Coulomb blockade is a quantum 
structure formed over the entire NW. 

5.8 Conclusions  
In summary, we developed side gate techniques to define single quantum dots in 
InSb nanowires. Transport measurements were performed with quantum dots 
operating in strong and weak coupling regions. We observed higher order co-
tunnelling transport futures from measurements with the dots in strong coupling 
regions. Our results show that tunable quantum dots can be formed in InSb nanowire 
by using side gates. Considering aforementioned advantages of side gates over other 
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gating techniques, InSb nanowire quantum dots defined with side gates are 
promising for applications in spin-based quantum computations. 

We also studied low temperature electron transport properties of InP-InAs core-
shell nanowires and observed quantum blockade effect. Measurements for charge 
stability diagrams with different contact configurations yields almost similar gate 
capacitance and charging energies, regardless of the space between the contacts 
indicating emergence of a quantum structures extended over the entire length of 
nanowires. 
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Chapter 6
Electron transports in double quantum 
dots 

6.1 Introduction 
In the previous chapter, we studied electron transport in single quantum dots. As has 
been proved by numerous experimental works, a single quantum dot shows discrete 
energy levels and spin filling following Hund’s or Heisenberg's exchange rules and 
often the single quantum dot is referred to as an artificial atom. Moreover, a double 
quantum dot can also be realized in semiconductor quantum dot systems by dividing 
a large quantum dot into two dots in series, separated by a tunnelling barrier which 
is formed in most case by using a local gate. Due to its large gate tunability, a 
semiconductor double quantum dot system provides an excellent platform to study 
two level quantum systems, spin transport, and so on [143].

A theoretical background of transport in a double quantum dot and our experimental 
results based on electron transports in InSb and InAs nanowire double quantum dots 
defined by side gates will be discussed in this chapter.

6.2 Transport in double quantum dots

As we discussed in the previous chapter, electron transport through a single dot is 
mainly determined by two energy scales, the Coulomb repulsion between electrons 
on the dot and leads which is purely classical and gives rise the Coulomb blockade 
effect, and the other important energy scale is the quantum confinement effect which 
is quantum mechanical and responsible for discrete energy levels in the dot. Based 
on the single quantum dot physics, we will extend our discussion to electron 
transport through a double quantum dot where two dots can be coupled either in 
series or parallel. For the underlying physics of parallel double dots we refer the 
related work in Ref. [144-146]. Following the Ref. [143], we will discuss transport 
through a double quantum dots (DQDs) where two dots are coupled in series. The 
typical equivalent circuit of a double quantum dot is given in figure. 6.1a, where 
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two dots are tunnel-coupled to each other in series by a tunnel barrier with a
capacitance of Cm that describes the interaction between the dots. Electron 
occupation on each single dot is controlled by two local gates with capacitances of 
Cg1 and Cg2 respectively. The first dot is capacitively coupled to the source while 
the second dot is capacitively coupled to the drain through the tunnel barriers.

The Hamiltonian of a double quantum dot can be described as: 

(6.1)

Where N and M are the occupations of the first and the second dot, the tunnel 
elements couple states in the first dot to the state in the second dot. There
are also additional terms to the full Hamiltonian related to the lead and dot-lead 
coupling which are identical to their single dot counterparts. Considering the 
capacitance of each single dot to be the single dot charging energies can be
described by:  

(6.2)

There is also one more new energy term known as the mutual charging energy which 
refers to the additional energy needed to add one electron to the first dot due to 
Coulomb repulsion from electrons on the second dot. The mutual charging energy 
is given by: 

(6.3)

In the following discussions, we will assume that the cross-capacitances are zero 
which means that there is no coupling between the gate of first dot (gate 1) and the 
second dot (dot 2). In fact, conditions for localization of electrons on a single dot
are also true for DQDs. Mixing of states on each dot would emerge as the tunnelling 
element becomes comparable with the single dot level spacing energy 
Therefore, for the dots to be well separated, the tunnel element must be smaller
than the level spacing energy 

We will start our discussions with the transport via the ground state of the dot where 
the source-drain bias is zero. Without losing the generality, as we did for single dots, 
we will only consider the classical terms of the Hamiltonian in equation (6.1) by 



95

neglecting the purely quantum terms that is the last term of each line. We can write 
the classical energy of dots U (N,M) as:

(6.4)

where and .  (N, M) = 

( denote the ground state charge configurations for every set of gate voltages
at which the corresponding are integers. The key factor here is the
mutual charging energy which describes interactions of the dots. Based on the

, or equivalently the inter-dot capacitance CM, we can identify three different
transport regimes. When, = 0, the dots can be considered as two completely
isolated dots where the energy of each dot is independent of each other. Adding one 
electron to the first dot by is not affected by adding one electron to the second
dot by . Maps of the space yields a rectangular pattern as shown in
figure 6.1b. Here, vertical and horizontal lines refer to changes in the number of 
electrons on dot 1 and dot 2, respectively. Now we turn our attention to completely 
opposite case, where the dominant capacitance , and the system acts

like a single dot with a total charge of , where the capacitance of each single
dot is defined as: and . The charge
stability diagram as a function of and for this regime is given in figure 6.1c.

At finite , the charge stability diagram will turn into honeycomb patterns as
illustrated in figure 6.1d. The gate capacitances determine the size of each 
honeycomb pattern according to:

(6.5)

(6.6) 

Capacitive coupling between the dots yields a shift in energy at the crossing points 
of charge transition borders, which is equal to . The shift in gate voltage is
defined by: 

(6.7)

(6.8)
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Figure 6.1: (a) A circuit schematic of a double dot. The double boxes represent the 
capacitor and resistor  in parallel.  (b), (c), (d) Charge stability diagrams of a 
double dot at low bias in three distinct transport regimes: weak, strong and intermediate 
coupling between the dots. 

The corners of the honeycomb pattern are called triple points where three charge 
states are degenerate. At the triple point, transport takes place allowing current to 
flow through the double dot. Experimentally, the current is often observed along 
the honeycomb edges due to contributions of cotunneling events. Various 
charge configurations involved in the transport will be discussed in the 
experimental part of the thesis.

At a finite bias each triple point develops into a triangular shaped region as shown 
in figure 6.2a. If a negative bias voltage VSD is applied to the source while the 
drain is kept grounded, the condition which determines the boundary of the 
triangle is  and  are chemical potentials of the dots 
which refer to the energy needed to add one electron to either of the dots while the 
other dot is 
occupied. For example,  and 

 The dimensions of the triangles are defined by the
applied bias voltage as follows:



97

(6.9)
(6.10)

Elastic transport through the ground states of the dots only takes place at the lower 
right edge of the triangle, which is usually called the base line as shown with a red 
solid line in figure 6.2a. As , we begin to see quantized energy levels in the 
dot within the triangle. In this case, excited states can contribute to transport, this is 
shown by additional lines of high currents parallel to the base line. Inside the 
triangle, the transport is inelastic leading a reduced current compare with the base 
line.

Figure 6.2: (a) Charge diagram as a function of gates Vgn and Vgm. At finite bias, triple 
pointes develop to triangles. Red solid line denotes the transport through ground state of the 
dots. Corresponding transports via excited states are shown by light blue lines within the 
triangle. (b) Avoided crossing as a function of detuning in a two-level system.

At last, we will consider the effects of the tunnel coupling term in equation (6.1)
on the transport in a double quantum dot system. This term has impact on the energy 
levels in the dots at the vicinity of triple points and the short segment connecting 
them. In this region, the double dot can be treated as a two-level system with the 
ground states of and Detuning between them can be 
controlled by a gate voltage along the diagonal line as shown in figure 6.1d.
Introducing the tunnel coupling gives rise to an avoided crossing between these 
levels as illustrated in figure 6.2b. The energies of avoided crossing states can be 
expressed in terms of the tunnel matrix elements as

)

)
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Where .  denote the energies of 
decoupled quantum dots. The normalized energy difference is 

 It is worth pointing out that the smaller the  the stronger the 
effect of coupling. When  we have an anti-crossing with  
which is the minimum bonding-antibonding energy difference. In the case of larger 

, the eigenenergies of a coupled double dot (  approach the eigenenergies 
of decoupled dots, and the eigenstates of the are no longer stationary 
states. If at a time t the system is in the state  the probability  of finding 
it in the state same time t is:  

 

,                       (6.13) 

The equation (6.13) describes a coherent charge oscillation in the double dot system. 

6.3 Experimental results and discussions 
In this section, we will discuss low temperature transport measurements on double 
quantum dots formed in InSb and InAs nanowires. First, we start measurements on 
InSb nanowire double quantum dot devices. SEM images of the measured device is 
given in figure 5.7a. The device consists of 9 local side gates with widths of 28-30 
nm and pitch of 140-150 nm. The gates G1-G5 are located 30 nm, and the gates G6-
G9 are 50 nm away from the nanowire. All side gates show threshold voltages of 
between -2V to -5V except gate G8 which has a leakage current to the back gate. 
The gates G3, G4, G5, G6 and G7 are used for double dot measurements. Note that 
the other side gates (except G8) which are not involved to the measurements are 
grounded during the measurement. The two outermost potential barriers are created 
by applying negative voltages to gates G3 and G5 and the inter dot coupling is 
controlled by gate G4. G6 and G7 are used as plunger gates to change the electron 
occupation on each dot respectively. In order to illuminate the possible effect of 
Schottky barriers which may be present at the nanowire contact interface, we 
measured the current ID as a function of source drain bias VDS at an applied positive 
back gate voltage VBG. At a back-gate value of VBG= 4V, we see a linear I-V curve 
as presented in figure 6.3a indicating Ohmic-like contact properties at this value of 
the back gate. Therefore, we set the back gate to VBG= 4V for all measurements. All 
the measurements are performed at an electron temperature of around 100 mK.  

Figure 6.3b shows a charge stability diagram of a double dot where the drain current 
ID is measured as a function of gate voltages VG7 and VG6 at a small source drain 
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bias of VSD= 25μV. Applied static gate voltages are VG3 = -3.3 V, VG5 = -2.4 V and 
VG4 = -1.65 V. 

Figure 6.3: (a) Current ID measured as a function of source-drain bias voltages at VBG = 4 V.
(b) Charge stability diagram of a quantum dot as a function of plunger gate voltages VG6 and
VG7 in the weak coupling regime at low bias of 25 μV. White numbers in the diagram refer to
electron numbers on left and right dot.

Well-defined honeycomb patterns with localization of electrons separately in each 
dot indicates that the double dot is in the weak interdot coupling region. White 
numbers in the charge diagram refer to effective electron numbers in each dot. In 
the weak coupling region of a double dot, current flows at triple points as shown 
with letters B and E in the charge diagram. This is due to sequential tunneling where 
the chemical potentials of the dot align with the chemical potentials of source and 
drain, as illustrated with B and E in the energy diagrams of figure 6.4. At the triple 
point B, an electron is transfered from drain to source and the corresponding charge 
configurations can be described as For the 
degeneracy point E the cycle is This can be 
explained as resonant tunneling of holes from the source contact to the drain contact. 
The very small current on the boundary of the honeycombs is contributed by a co-
tunneling process. More precisely, at points A and D, the chemical potentials of the 
right dot align with the chemical potentials of source-drain, while the chemical 
potential of the left dot is misaligned. In contrast, at points C and F, the chemical 
potentials of the left dot are aligned with source-drain, but the chemical potential in 
the right dot is misaligned. From the whole size of a honeycomb, the extracted gate 
capacitance for G6 and G7 are .
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Figure 6.4: Alignment of double dot energy levels with respect to the fermi level of source 
drain at low bias. A-F correspond to transport features shown with letters A-F in the charge 
diagram in figure 6.3.

At a finite bias, the triple points of the honeycombs indicated by the white circle in 
figure 6.3b extend into the triangles shown in figure 6.5. Here the drain current ID is 
measured as a function of VG7 and VG6 at a finite bias of VSD = 3mV. Within the 
triangle, transport is allowed but anywhere else in outside of the triangle is a 
Coulomb blockade region, and no current flows through the dots.

Figure 6.5: Charge stability diagram of a double dot at VSD = 3 mV. The current is
plotted as a function of VG6 and VG7. At a finite bias triple points in figure 6.3 evolve into 
triangle .
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Figure 6.6: Energy diagrams of the double quantum dot show the energy state of the dots 
respect to source- drain chemical potentials, corresponding to A, B, C in figure 6.5. 

At point C in figure 6.5 and 6.6, resonate transport through the double dot takes 
place where the ground states of both dots align to each other and lay between the 
bias windows. Along the base line, both dot levels move up or down with the same 
energy with respect to the source and drain chemical potentials. Point D (E) 
corresponds to detuned configurations, where the states in each dot are no longer 
matched to each other. The right (left) dot state aligns with the drain (source) 
chemical potential instead. At point B the dot states are detuned and are inside the 
bias window. At point A, the left dot state is aligned with the source potential and 
the right dot state is aligned with the drain potential. Transport through the excited 
states can also be observed in the charge diagram, as indicated by the dashed white 
arrows. Note that, energy diagrams corresponding to D (E) are not presented in 
figure 6.6, considering the cross capacitances.

Using equation (6.9) and (6.10), the extracted gate level arms are 

, and the corresponding total capacitances of the dots are 

, . Based on these values, the estimated 

charging energies for each single dot are , .
The mutual capacitance between the two dots is 5.3 aF which is consistent with a 
double dot in the weak inter-dot coupling regime [143].

6.4 Pauli spin blockade

Under certain configurations of a double quantum dot system, the current transport 
can be governed by the spin states of the system in a few electron double quantum 
dots, resulting in appearance of current rectification known as Pauli spin blockade 
[147]. 
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Figure 6.7 shows current rectification due to Pauli spin blockade effect, the data was 
obtained from the same device shown in figure 5.7a. Figure 6.7 (a) presents the
measured source drain current I SD as a function of VG7 and VG6 at a finite bias of 
VDS = - 3mV. The static gate voltages used for this measurement are VG3 = -3.83V, 
VG5 = -2.4 V, and VG4 = -2.3V. The whole triangle indicates sequential tunneling 
transport through the dots. High currents at the base line represent resonant transport 
via singlet states in the double quantum dot system. Within the triangle, the chemical 
potentials of the dots are detuned as discussed in the previous chapter. As a result, 
inelastic transport takes place and a smaller current than the base line is observed. 

Figure 6.7: (a) The measured current I as a function of plunger gate G6 and G7
at - 3mV bias. (b) The same measurements but with reversed bias of 3 mV. Current 

 occurs within the triangle shown by the black star. (c) and (d) dot 
energy level diagrams corresponding to (a) and (b), respectively. 

However, the measurements with a reversed bias of VSD = 3 mV clearly show 
current rectification inside the triangle as marked with the white star in figure 6.7. 
The current rectification can be explained as follows. Without losing generality, we 
consider unpaired spins on the dots, treating the rest of electrons as background 
charges. We further assume one electron with spin up on the left dot. When a 
negative bias is applied to the source, only electron with spin down is allowed to 
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tunnel into the left dot, forming a singlet S (2, 0) state. The electron can then 
tunnel to the right dot via virtual states to form a singlet S (1, 1) state. Tunneling 
out of the electron from the right dot to the states in the drain results in a flow of 
currents through the dots, without any current rectification. The energy diagram of
a double dot which describes the process is presented in figure 6.7c. When a
positive bias is applied, one electron with either up or down spin can tunnel into 
the right dot from the drain. Tunneling of one electron with spin down to the right 
dot from drain forms a S (1, 1) singlet state. Since the transport from S (1, 1) to S
(0, 2) is allowed, no current rectification will occur in this case. However, as 
illustrated in figure 6.7d, if a spin up electron tunnels into the right dot, it forms T
(1, 1) states. According to the Pauli exclusion principle, transport from T (1, 1) to 
S (0, 2) is prohibited. The energy of T (0, 2) states is high for tunneling of an 
electron to the left dot. If the T (1, 1) state is below the chemical potential of the 
drain, the electron stays on the left dot, and the current is blocked. If the
energy levels of the two dots are detuned in such a way that the T (0, 2) state 
is lowered to align with the S (1, 1) and T (1, 1) states, the PSB can be
lifted. In this configuration an electron may tunnel from source to drain via 
T (1, 1) - T (0, 2) states. The detuning parameter can be determined by the 
difference in the energy states of T (1, 1) and S (0, 2), which is called singlet-
triplet splitting energy as shown with the purple arrow in figure 6.7b. Moreover, at 
sufficiently large bias, T (1, 1) will align with T (0, 2) so that electrons with either 
spin can tunnel from source to drain, which leads to lifting of the PSB. This gives 
high current lines parallel to the base line which is shown by the white arrow in
figure6.7b.
We observe a leakage current running along the base line indicated by the 
red arrow. A possible reason for this leakage current may be a contribution
from the mixing of the S (1, 1) and the T (1, 1) states as a consequence of spin 
relaxation as reported in many experimental studies with double quantum dots
[148,149]. The hyperfine interaction and spin orbit interaction are often
reported as the main spin relaxation mechanism in quantum dot systems [150].
However, to identify each of their contributions to the leakage current, further
detailed measurements with magnetic fields need to be performed.

6.4 Evoluation of singlet-triplet states in magnetic fields 
Exploring transport features in the PSB region with applied external magnetic 
fields provide valuable information about effective g-factor of the system, and the 
spin-orbit interaction (SOI) energy. The direction of the SOI also can be identified 
if a vector magnetic field is applied in different orientations with respect to the 
nanowire axis and the substrate plane. In this section, we demonstrate the 
evoluation of energy states in PSB region as a function of magnetic fields from 
measurements with 
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double quantum dots formed in InAs nanowires. A SEM image of the measured 
device is presented in figure 6.8a.  
 

 
Figure 6.8: (a) A SEM image of the InAs nanowire double quantum dot device. (b) Current I 
measured as a function of gate voltages VPG1 and VPG2 at VSD = 2 mV. (c) Current measured 
as a function of gate voltages VPG1 and VPG2, VSD = -2 mV. (d) Upper panel, evolution of the 
singlet-triplet states as a function of detuning energy and magnetic field. Lower panel, singlet-
triplet splitting energy as a function of magnetic field.  

Figure 6.8b displays the measured current I as a function of the plunger gate voltages 
 and  at VSD = 2 mV. The data shows a full sized triangle, no current 

suppression is observed inside the triangle. Figure 6.8c displays the same 
measurement at a polarity bias voltage of VSD = -2 mV. Current rectification within 
the triangle can be seen, indicating the presence of the PSB. We focused on 
investigating the effect of magnetic fields on the energy states in the PSB. The 
measured current modulated with the detuning energy and a magnetic field oriented 
perpendicular to the nanowires is given in the upper part of figure 6.8d. In the finite 
magnetic field, the spin degeneracy is lifted, resulting in triplet states T (1, 1) and T 
(0, 2) splitting to T0 (1, 1), T- (1,1), T+ (1,1) and T0 (0,2), T- (0,2), T+ (0,2) states due 
to Zeeman splitting. The singlet-triplet splitting energy  is determined by the 
energy difference between the S (0, 2) and T+ (0, 2) states and has a smaller value 
than for the zero magnetic field case. From the equation 

 with  is 1,0,-1,  is the Bohr magneton,  is the effective g-factor, 
a linear decrease of  with increasing magnetic field can be expected as seen in 
the lower panel of figure 6.7d. From the linear data fit, an effective g-factor value 
of  is extracted, which is in good agreement with previous reports 
on InAs nanowires [151,152].  
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Now we turn our attention to the upper panel of figure 6.8d. With increasing B, 
the high current line does not change while the base current
line shifts towards a higher detuning energy Beyond the
magnetic field value of B = 2 T, these two states merge, showing the absence of 
a spin-orbit gap .The appearance of , as reported previously, depends on
orientations of the applied external magnetic fields with respect to the direction 
of the spin-orbit field BSO in the NWs. Nadj-Perge et al. [100] have reported that 

disappears when the external magnetic field is aligned with the BSO in InSb
nanowires. Maybe, the absence of in our devices is due to the BSO is oriented
highly out of the sample plane resulting from the electric field applied by the side 
gates.

6.5 Conclusions and outlook 
Tuneable double quantum dots where two dots coupled in serial are successfully 
formed in InAs and InSb nanowires using side gates. From measurements with 
fabricated devices, we observe Pauli spin blockade effect. Magnetic field 
dependence measurements in PSB region of double quantum dots formed in InAs 
nanowires show absence of anti-crossing between the singlet-triplet states. This 
could be interpreted with device designs where transverse electric field generated 
by side gates lead to spin-orbit field BSO strongly oriented out of sample plane. 
In future work, using combined gate architectures to manipulate orientations of 
electric fields applied to the devices to electrically control orientations of BSO in 
nanowire quantum dots. Further, integrating with quantum point contacts for 
charge sensing measurements allows to detect last electrons in the dots to study 
spin states in two level systems.
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