
LUND UNIVERSITY

PO Box 117
221 00 Lund
+46 46-222 00 00

Different Conceptions in Software Project Risk Assessment

Höst, Martin; Lindholm, Christin

Published in:
proceedings of Conference on Software Engineering Research and Practise in Sweden, SERPS

2005

Link to publication

Citation for published version (APA):
Höst, M., & Lindholm, C. (2005). Different Conceptions in Software Project Risk Assessment. In proceedings of
Conference on Software Engineering Research and Practise in Sweden, SERPS

Total number of authors:
2

General rights
Unless other specific re-use rights are stated the following general rights apply:
Copyright and moral rights for the publications made accessible in the public portal are retained by the authors
and/or other copyright owners and it is a condition of accessing publications that users recognise and abide by the
legal requirements associated with these rights.
 • Users may download and print one copy of any publication from the public portal for the purpose of private study
or research.
 • You may not further distribute the material or use it for any profit-making activity or commercial gain
 • You may freely distribute the URL identifying the publication in the public portal

Read more about Creative commons licenses: https://creativecommons.org/licenses/
Take down policy
If you believe that this document breaches copyright please contact us providing details, and we will remove
access to the work immediately and investigate your claim.

https://portal.research.lu.se/en/publications/996d8f8e-821c-47f7-9195-471ee51c35c8


Different Conceptions in Software Project Risk  
Assessment 

Martin Höst, Christin Lindholm 
Department of Communication Systems 

Lund University, Lund Institute of Technology 
P.O. Box. 118 

SE-221 00 LUND, Sweden 
(martin.host, christin.lindholm)@telecom.lth.se 

 
 

ABSTRACT 
During software project risk management, a number of deci-
sions are taken based on discussions and subjective opinions 
about the importance of identified risks. In this paper, differ-
ent people’s opinions about the importance of identified risks 
are investigated in a controlled experiment through the use of 
utility functions. Engineering students participated as sub-
jects in the experiment. Differences have been found with 
respect to the perceived importance, although the experiment 
could not explain the differences based on study program or 
undertaken role in a development course. The results and 
experiences from this experiment can be used when a larger 
experiment is planned.  

1. INTRODUCTION 
During project planning and management, procedures for risk 
management are crucial. This is, for example, acknowledged 
by the presence of risk management issues at level 3 in the 
Software Engineering Institute’s Capability Maturity Model 
(e.g. [1]). The objective of risk management is to identify 
relevant risks as early as possible in a project, in order to 
avoid or limit the effect of potential problems, such as project 
delays and cost overruns. More formally, risk management 
can be defined as “an organized process for identifying and 
handling risk factors; including initial identification and han-
dling of risk factors as well as continuous risk management” 
[2].  

Risk management is often carried out in a number of steps, 
e.g.: risk identification, risk analysis, risk planning, and risk 
monitoring [6]. During risk identification, risks are identified 
by relevant people, e.g. by using checklists and brainstorm-
ing-techniques. The identified risks are prioritized with re-
spect to their probability of actually occurring in the project 
and their potential impact. The risks that are expected to have 
both high probability and large unwanted effects are the most 
important risks to continue to work with in the process. In the 
risk-planning step, plans are made in order to either lower the 
effects of the prioritized risk, lower their probability, or to 
prepare for what to do if they actually occur. In the monitor-
ing step, the risks are monitored during the course of the 
project.  

There are, of course, no clear and objective rules available for 
how to prioritize the identified risks in the second step. This 
is instead carried out through discussions and subjective 
evaluations, where participants have different values and see 
the risks in different ways [5]. This means that there is a need 

to investigate methods that can help decision-makers in this 
discussion. In this paper the usage of utility functions, as 
described below, are used in order to investigate the different 
values. It is, for example, important to know if different peo-
ple have various opinions about how important different risks 
are for a project.  

Utility functions (e.g. [8]) describe how different people 
value a property. For example, a utility function could de-
scribe how people value the expected life-duration after dif-
ferent alternative medical treatments. If the utility function is 
linear, a life-duration of 2x years would be perceived as twice 
as good as a life-duration of x years. The utility function 
does, however, not have to be linear, which affects how peo-
ple make decisions when choosing different treatments. In 
software engineering relevant properties to study include, for 
example, the expected delay of a project and the number of 
faults that remain in the project after delivery. 

Based on the shape of the utility function it is possible to 
discuss whether different individuals act as risk-averse, i.e. 
they tend to avoid risks and choose a lower safe gain instead 
of an uncertain high gain, or risk-seeking, i.e. seeking a pos-
sible high gain instead of a more certain lower gain.  

Safety critical projects include, as all other projects, a large 
amount of software. In all projects, risk management is im-
portant and especially typical project-related risks play an 
important role. When it comes to risks that are more related 
to the product, e.g., the number of persistent faults in the 
product, they are very important in safety critical systems for 
two reasons. One reason is obviously that it is important to 
identify these risks as early as possible in order to secure the 
quality of the developed product. The second reason is that it 
is important to limit the number of problems during the pro-
ject even if the quality of the product with respect to the 
number of dormant faults is acceptable when the product is 
delivered. This is because a large amount of changes during a 
project decreases the maintainability of the code, which may 
result in later lowered quality, which results in new faults 
later on.  

The outline of the paper is as follows. In Section 2, the 
Trade-off method for deriving utilities is presented and the 
usage of utility functions in software risk assessment is dis-
cussed. In Section 3 the research method and the research 
questions are presented, and the results are presented and 
discussed in Section 4. In Section 5 conclusions are pre-
sented.  
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2. ESTIMATION AND USAGE OF THE 
UTILITY FUNCTION 

2.1. The Trade-off method 
The objective of the Trade-off (TO) method is to estimate the 
utility function for one person, i.e. decide how this individual 
perceives different values of a factor. First the TO method is 
explained, and then the usage of utility functions is further 
discussed.  

According to the TO method [8] the subject is iteratively 
asked to compare different “lotteries”. A lottery is shown 
graphically in Figure 1.  

 

 Event 1 
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Figure 2.  A pair of lotteries. 

The upper lottery in Figure 2 shows what could happen if one 
condition is true (an old design is chosen) and the lower 
shows what could happen if another condition is true (a new 
design is chosen). The probabilities of the events are assumed 
to be independents of the conditions, i.e. the probability that 
design expert NN will be able to participate in the project is 
the same in the two lotteries. An advantage of the TO-method 
compared to other methods for eliciting utility functions is 
that the value of the probability need not be explained to the 
person using the method.  

Figure 1.  A lottery 

Figure 1 shows that one of two events (event 1 and event 2) 
will occur. I.e., if the probability of event 1 is p, then the 
probability of event 2 is 1-p. If event 1 occurs this will result 
in result 1 and if event 2 occurs this will result in result 2.  

In the TO method the subject is first asked to select a value of 
the revenue in the second lottery (Y in Figure 2) that makes 
the two lotteries equally attractable. When this has been done 
the subject is asked to compare two new lotteries. These two 
lotteries are similar to the first two lotteries, but with value X 
(see Figure 2) changed to the value that the subject chose in 
the last question. The subject is now asked to give a new 
value of Y that makes these two lotteries equally attractable. 
This process is iterated in order to give values of the utility 
function for the result factor (i.e. revenue in Figure 2). 

An example of possible values for the lottery is shown in 
Table 1. 

Table 1. An example of a lottery. 
Property Meaning 

Event 1 Design expert NN is unable to follow 
the project 

Event 2 Design expert NN is able to follow the 
project 

Result 1 The revenue of the project will be 100 
KEUR 

Result 2 The revenue of the project will be 200 
KEUR 

If the X-value in the first comparison is called x0, the first Y-
value is called x1, the second Y-value called x2, etc., then it 
can be shown that the utility function u, can be estimated as 
[8] 

)1()( xuiixu ×=  
 

which can be normalized to  The meaning of this example is that either the design expert 
will be able to follow the project or not. He/she may, for 
example, be ill during the project or transferred to another 
project. If the design expert is able to participate in the pro-
ject, the expected revenue is 200 KEUR and if he/she is un-
able to participate in the project the expected revenue is 100 
KEUR. 

aixu i ×=)(  

where a = 1/n, and n is the number of Y-values given by the 
subject. The proof for this is not provided in this paper; in-
stead the interested reader is referred to [8]. 

In Figure 3 a hypothetical example of a utility function is 
shown.  In the TO method participants should iteratively compare 

pairs of lotteries. An example of a pair of lotteries is shown 
in Figure 2. 
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Figure 3. An example of a (concave) utility function. 

This example shows a concave curve. If this example denotes 
the utility of a gain, e.g. in monetary terms, it means that the 
subject values lower values relatively higher than higher 
values. Often people with these values are denoted risk-
averse, i.e., they prefer lower values with low risk before 
higher values with higher risk.  

The above discussion concerning the meaning of a concave 
utility function is relevant when the utility function denotes 
something positive, such as revenue. Since the concept of 
utility functions, at least as we see it, is easier to understand 
for results where a large amount is better than a small amount 
(e.g. revenue) the presentation in this section is based on the 
revenue as an example. However, in the experiment that is 
presented in the sequel of the paper, the subjects compared 
e.g. different values of the number of remaining faults in a 
program. The value of this parameter should of course be as 
low as possible.  

2.2. Tool 
In the TO-method the questions that are asked to the subject 
should, as it is described in Section 2.1, be based on the pre-
vious answer given by the subject. For example, if the subject 
answered “250” in the last round, then “250” should be one 
of the results that the subject should compare to in the next 
round. This means that it is hard to use the TO-method based 
on completely pre-developed and parameterized instrumenta-
tion, e.g. paper forms.  

 
Figure 4. A simple tool (round 1). 

For the purpose of the research presented in this paper, a very 
simple tool was developed. A screen-shot from the tool is 
presented in Figure 4. From the screen-shot it can be seen 
that the appearance of the tool was not identical to the ques-

tionnaire that is described in [8]. In [8] the decision tree (e.g. 
Figure 2) was graphically presented to the subjects. 

In Figure 4, the user is asked to answer the same question as 
in Figure 2. If the user answers “250”, the next question will 
be as presented in Figure 5. 

 
Figure 5. Round 2 after answering “250” in round 1. 

2.3. Interpretation of utility functions in 
software engineering risk assessment  

The factors that are considered in software risk assessment 
often refer to negative aspects and not to positive aspects. For 
example, factors such as number of remaining faults, delay, 
etc. are analysed instead of positive factors such as revenue, 
life-duration, etc. This means that the interpretation of the 
utility function cannot be carried out exactly as described in 
Section 2.1.  

In [3] the typical shape of utility functions for losses, e.g. in 
monetary terms, is discussed. In this paper the focus is on 
determining the shapes and the differences between different 
people’s shape of the utility functions. The focus is not that 
much on the interpretation of the utility functions. However, 
a short attempt to explain the meaning of different shapes is 
given.  

If the utility function e.g. for the remaining number of faults 
is concave (i.e. as in Figure 3) this means that relatively the 
effect of every fault is higher if there are few faults than if 
there are many faults. This means that a person with this 
interpretation thinks that 2x faults is less than twice as serious 
than if there are x faults. If this person would choose between 
a fixed value x and a lottery with value 0 with probability 1/2 
and value 2x with probability 1/2, this person would probably 
choose the lottery since the expected utility value of the lot-
tery is lower than for the fixed value x. Since this person 
chooses the lottery instead of the fixed value, we say that a 
person with a concave utility function is risk seeking.   

If the function is convex, the value of every fault is higher if 
there are many faults compared to if there are few faults. We 
say that a person with a convex utility function is risk averse. 

Imagine a situation where a person should compare two dif-
ferent alternative ways of handling a risk in a project. Based 
on subjective evaluations it might be estimated that one of the 
alternatives will results in a certain expected amount of re-
maining faults and the other alternative will results in a 
higher amount of expected faults. In this case a person with a 
concave utility function would probably not see the second 
alternative as negative as a person with a convex utility func-
tion. This will of course affect how different people act dur-
ing discussion on risk evaluation during risk management. It 
is therefore interesting to investigate how similar utility func-

 



tions for this type of properties are.  

3. RESEARCH DESIGN 

3.1. Introduction 
The objective of the research presented in this paper is to 
investigate the shape of utility functions for factors that are 
relevant in software project risk management. More specifi-
cally, the research questions are as follows: 

• RQ1: What is the distribution between convex, 
concave and linear utility functions for properties 
that are relevant in software project risk assess-
ment? 

• RQ2: Is there any difference between different 
roles in a project with respect to the shape of the 
utility functions? 

• RQ3: Is there any difference between the back-
grounds of people with respect to the shape of the 
utility functions? 

• RQ4: Is there any difference between the shapes of 
the utility functions for normal projects and pro-
jects developing safety-critical products.  

The research questions are investigated in an experiment 
where students act as subjects.  

3.2. The experiment 
The experiment was conducted as part of a software engi-
neering project course given at LTH Campus Helsingborg 
during the spring of 2005. The students followed pro-
grammes in Computer Science, Software Engineering, Elec-
trical Engineering, and Multimedia. The course is attended in 
the 2:nd year of their university studies.  

The course where the experiment was conducted is a project-
course where the students work in projects of typically 17 
persons in each project. All projects are given the assignment 
of implementing a number of services for a very basic tele-
phone switching system. In the beginning of the course the 
students are given a basic version of the system where only 
basic functions such as providing simple telephone calls, 
managing what happens if the called party is already in-
volved in a telephone call, etc. are provided. Their assign-
ment is to develop more advanced services such as call for-
warding, billing, etc. 

The project group should follow a software development 
process based on the waterfall model with steps such as pro-
ject planning, requirements engineering, implementation, and 
testing. This experiment was conducted during the test-phase 
of the project, i.e. after the project planning was carried out.  

In every project groups the students are divided into the fol-
lowing roles: 

• Project leaders  

• Technical responsibility  

• Developers 

• Testers 

The experiment was conducted during a seminar where all 

students participated. At the seminar the seminar-leader first 
held a lecture on risk management, and then the students 
carried out the tasks of the experiment.  

In the experiment the utility function of every student was 
elicited with the TO-method. The factor of interest was the 
remaining number of faults after delivery of a software sys-
tem. In the assignment the students were presented with two 
scenarios (scenario 1 and scenario 2).   

Scenario 1 is based on the project assignment that they were 
involved in. The scenario was presented as follows (slightly 
modified and translated from Swedish to English):  

Assume that there in your project was a design expert (NN) 
that could decide the design. NN is part of the “technical 
responsibility”-group of your project and NN has some new 
ideas about the design that are not exactly as the teachers in 
the course has thought about the design. The design proposed 
by NN is called “new design” and the ordinary design, as 
proposed by the teachers is called “old design”. Based on 
experience data, the project leaders estimate that there will 
be a certain amount of faults remaining in the product at the 
acceptance test.  

Consider the following four cases: 

Case 1A: The old design is used and NN is able to participate 
in the project. Then there will be 5 faults at the acceptance 
test. 

Case 1B: The old design is used and NN is unable to partici-
pate in the project due to illness. Then there will be 6 faults 
at the acceptance test.   

Case 2A: The new design is used and NN is able to partici-
pate in the project. Then there will be 2 faults at the accep-
tance test. 

Case 2B: The new design is used and NN is unable to par-
ticipate in the project due to illness. How many faults can 
there be at the acceptance meeting if the two designs should 
be equally attractable? 

Scenario 2 is based on another system than they worked with 
in the course. It describes instead a safety critical system. 
Scenario 2 was presented as follows (slightly modified and 
translated from Swedish to English):  

In an intensive care unit you have surveillance equipment 
connected to the patient that monitors the patient condition. 
Different values is continuously registered, such as patient’s 
absorption of oxygen, cardiac activity etc. The values are 
analysed by software in the surveillance equipment. The sur-
veillance equipment sends an alarm, if the analysed values in 
any way diverge form the normal values. If no attention is 
taken to the abnormal values (i.e. absence of alarm), it can 
cause severe injury to the patient and in some cases even 
death. There is a great risk for serious damage if the alarm 
fails. The personnel need proper training to be able to con-
nect and manage the surveillance equipment correct. Most of 
the personnel have this type of training, but some times they 
do not have the training, due to lack of time. If the surveil-
lance equipment is connected the wrong way there is a risk 
for absence of alarm and the patient are exposed to danger. 
Now there is a desire to try new software in the surveillance 
equipment. Consider the following four cases: 

Case 1A: Present software is used. The personal are trained 
on the surveillance equipment. At 7 occasions in a three-
month period, there was absence of alarm from the surveil-
lance equipment, despite the fact that there should have been 

 



alarms.  The conclusion validity is related to the possibilities to draw 
correct conclusions about relations between the independent 
and dependent variables of the experiment. Typical threats of 
this type are, for example, to use wrong statistical tests, to use 
statistical tests with too low power, or to obtain significant 
differences by measuring too many dependent variables 
(“fishing and the error rate”). Since, as it is shown in Section 
4, there in most analyses, is no possibility to determine any 
differences with statistical significance, there is no such risk. 
However, when it is discussed whether this means that there 
are no different it is important to remember that this also may 
be due to few data points. This is further discussed in Section 
4. 

Case 1B: Present software is used. In this case personnel 
who have not received proper training on the equipment use 
the equipment. At 9 occasions in a three-month period, there 
was absence of alarm from the surveillance equipment, de-
spite the fact that there should have been alarms.  

Case 2A: New software is used. The personal are trained on 
the surveillance equipment. At 4 occasions in a three-month 
period, there was absence of alarm from the surveillance 
equipment, despite the fact that there should have been 
alarms.  

Case 2B: New software is used. In this case personnel who 
have not received proper training on the equipment use the 
equipment. How many alarms can be missed if the new soft-
ware should be equally attractable? 

The internal validity is affected by confounding factors that 
affect the measured values outside the control, or knowledge, 
of the researcher. This may, for example, be that the groups 
of subjects carried out their assignments under different con-
ditions, or maturation of participants. In order to lower the 
internal threats in this experiment all students carried out the 
assignment the same time during a 90 minutes seminar when 
one of the researchers were present. One threat to this study 
is that the two scenarios were analysed in the same order by 
all students. This should be taken into account when the dif-
ference between the scenarios is analysed, i.e. when RQ4 is 
analysed. The reason for letting every participant work with 
the scenarios in the same order was that it was seen as posi-
tive that the students started with a scenario that presents a 
familiar project and system, i.e. a situation that is related to 
the course.  

The students were also given instructions on how to use the 
tool that is presented in Section 2.2. They used the tool when 
they answered questions iteratively according to the TO-
method.  

All students first worked with scenario 1 and then with sce-
nario 2. In the analysis the results from each student is char-
acterized as concave, convex, linear or “other”. A curve is 
classified as “other” if it has not the same shape (convex or 
concave) for all x-values, e.g. the first half of the curve is 
convex and the second half is concave. 

In order to investigate research question RQ1 the data from 
all students are pooled and the number of curves of each 
shape is compared.  Threats to construct validity denote the relation between the 

concepts and theories behind the experiment, and the meas-
urements and treatments that were analyzed. We have not 
identified any serious threats of this kind.  

In order to investigate research question RQ2 the following 
independent and dependent variables [9] have been defined 
for the experiment: 

The external validity reflects primarily how general the re-
sults are with respect to the subject population and the ex-
periment object. The intention is that the subjects in this ex-
periment should be representative of engineers working with 
this type of estimation in live projects. As we see it, the larg-
est threat to validity is of this kind. It cannot be concluded 
with any large validity that the students that participated in 
this experiment are representative of professional practitio-
ners. Scenario 2 is not in any way related to the students’ 
course work, but scenario 1 was based on the projects that the 
students participated in the course. However, the scenario 
was still a hypothetical scenario and it was studied in the 
testing phase of the project, i.e. after the risk assessment in a 
real project. According to [4], controlled experiments can be 
classified according to two dimensions as displayed in Table 
2. According to this classification, the experiment could be 
classified as (I2, E1) with respect to scenario 1 and as (I1, 
E1) for scenario 2. 

• Independent variable: role in project 

• Dependent variable: number of curves of each 
shape 

In order to investigate research question RQ3 the following 
independent and dependent variables have been defined for 
the experiment: 

• Independent variable: study program 

• Dependent variable: number of curves of each 
shape (i.e. the same independent variable as for 
RQ2) 

In order to investigate research question RQ4 the following 
independent and dependent variables have been defined:  

• Independent variable: Scenario 

• Dependent variable: number of curves of each 
shape (i.e. the same independent variable as for 
RQ2 and RQ3) 

In an experiment that is classified as this, it may be important 
to reflect over how valid the results are. In this case we be-
lieve that the results primarily could serve as a basis for con-
tinued experiments in the area. It is important to include more 
experienced people in continued experiments. The results 
from this experiment are however important when these ex-
periments are planned.  

That is, for all four research questions, the number of people 
with a certain shape of the utility function was chosen. The 
analysis is presented in Section 4. 

 
3.3. Validity 

 In order to evaluate the validity of the study, a checklist from 
[9] is used. Validity threats may be classified into the follow-
ing four classes: conclusion validity, construct validity, inter-
nal validity, and external validity. 

 

 

 



Table 2. Classification scheme Table 4. Roles and utility functions 
Incentive Experience 

I1: Isolated artefact E1: Undergraduate student 
with less than 3 months 
recent industrial experience 

I2: Artificial project E2: Graduate student with 
less than 3 months recent 
industrial experience 

I3: Project with short-term 
commitment 

E3: Academic with less than 
3 months recent industrial 
experience 

I4: Project with long-term 
commitment 

E4: Any person with indus-
trial experience, between 3 
months and 2 years 

 E5: Any person with indus-
trial experience for more 
than 2 years 

Role Scen Concave Convex Linear Other 

1 17% (1) 50% (3) 33% (2) 0% (0) Project 
leaders 

2 0% (0) 40% (2) 60% (3) 0% (0) 

1 25% (2) 50% (4) 0% (4) 25%(2)Technical 
responsi-
bility 2 25% (2) 0% (0) 50% (4) 25%(2)

1 17% (3) 28% (5) 39% (7) 17%(3)Developer 

 2 0% (0) 29% (7) 65%(11) 6%(1) 

1 25% (3) 17% (2) 33% (4) 25%(3)Tester 

 2 0% (0) 23% (3) 54% (7) 23%(3)

 

Not only the roles but also the background of the students are 
different. So the background (i.e. study program) was looked 
at as a variable against the number of curves of each shape. 
The students come from the four different engineering pro-
grams Computer Science, CS (12), Software Engineering, SE 
(8) Electrical Engineering, EE (9), and Multimedia, MM 
(17). Table 5 shows for scenario 1 that the students from 
Software Engineering have the same amount of convex and 
linear utility functions and so have also the students from 
Multimedia. The students from the Electrical Engineering 
program have the same amount of concave and convex utility 
functions while for the computer science students the major-
ity of the utility functions are linear.  

 

4. RESULTS  

4.1. Results from the empirical study 
The experiment was conducted with 47 students, but one of 
the them did not hand in any results, which means that there 
were 46 students that completed the tasks of the experiment. 
The number of subjects that completed scenario 1 was 44, 
since 2 of the subjects were discarded because the scenario 
was only iterated three times. The minimum of iterations was 
set to four times. In scenario 2, 3 subjects were discarded for 
the same reason so the number of subjects that retained for 
further analysis was 43 in scenario 2.  

Table 5. Programs and utility functions 
Pro-
gram 

Scen Concave Convex Linear Other 

1 25% (2) 38% (3) 38% (3) 0% (0) SE 

2 0% (0) 17% (1) 83% (5) 0% (0) 

1 18% (3) 29% (5) 29% (5) 24% (4) MM 

2 12% (2) 22% (4) 47% (8) 18% (3) 

1 10% (1) 30% (3) 40% (4) 20% (2) CS 

2 0% (0) 27% (3) 45% (5) 27% (3) 

1 33% (3) 33% (3) 11% (1) 22% (2) EE 

 2 0% (0) 22% (2) 78% (7) 0%  (0) 

In order to investigate research question RQ1 the distribution 
of utility functions were analysed. The distribution between 
concave, convex, linier and other utility functions for the two 
scenarios are displayed in Table 3.  The result is presented in 
percent of the total number of subject for each scenario, and 
in absolute figures in parenthesis. In scenario 2 the linier 
utility functions dominate and there are only a few concave 
functions. Scenario 1 does not show this type of dominance.  

Table 3. Distribution utility functions 
 Concave Convex Linear Other 

Scen.1  20 % (9) 32 % (14) 30 % (13) 18 % (8)

Scen.2 5 % (2) 23 % (10) 58 % (25) 14 % (6)

 

In the scenario 2, in Table 5 the pattern is not the same as in 
scenario 1. For all the programs in scenario 2, the linear util-
ity function occurs most frequently.  

The students had different roles in their project groups. There 
is a difference in the amount of students connected to the 
various roles. The largest group were developers (18 stu-
dents) and the smallest group were project leaders (6 stu-
dents). The values for each role and type of utility function 
are presented in Table 4. It can be seen in scenario 1 that both 
project leaders and those with technical responsibility show 
convex utility functions were as most of the developers and 
testers show linier utility functions. In scenario 2, the linear 
utility functions dominated for all the roles. 

4.2. Analysis 
The data has been analysed with a number of chi-2 tests [7] 
as summarized in Table 6. In the analysis, data from people 
with responses other than convex, concave and linear was 
discarded. 

In analysis 1, a chi-2 goodness of fit test was carried out in 
order to see whether the three shapes were equally probable. 
Data from both scenarios was pooled (denoted “1+2” in the 
4:th column). It was clear that the shapes were not equally 
probable. The value of this analysis is limited, but it does 

 

 



show that the shape that results from the method is not com-
pletely random. Concerning RQ1, the most important contri-
bution lies in the distribution of the different shapes.  

Table 6. chi-2 tests 
RQ Ana-

lysis 
Inde-
pendent 
variable 

Data 
from 
scenario 

p Chi2  
rquire-
ments 
ok 

RQ1 1 - 1+2 0.0006*** Yes 

2 Role 1 0.94 No 

3 Role 2 0.04(*) No 

4 Role 1+2 0.73 No 

RQ2 

5 PL+TR 
vs D+T 

1+2 0.66 Yes 

6 Program 1 0.83 No 

7 Program 2 0.60 No 

RQ3 

8 Program 1+2 0.95 No 

RQ4 9 Scenario 1+2 0.012* Yes 

If we look at scenario 2 and the students’ background we see 
the same pattern here that for all the study programs the lin-
ear utility function dominate. In scenario 1 you have no obvi-
ous connection between study programs and shape of utility 
function. It can be discussed if the students’ backgrounds are 
so different. All four programs belongs to the IT-programs, 
they have the same admission criteria and results in a bache-
lor degree. If we had a group of students with entirely differ-
ent education and background to compare with we might see 
a clear difference in risk tendency. 

5. CONCLUSIONS  
From this study it is possible to conclude that different study 
participants have different opinions about the faults remain-
ing after testing. Some of the participants are more risk seek-
ing than others. There are, however, no clear connection be-
tween the projects-roles and the shape of the utility functions 
in this study.  

There are, as described in Section 3.3, some threats to the 
validity of this study and future studies will, based on the 
experiences from this study be changed in the following 
ways: 

• People with more experience in general and with 
more experience from their project-roles should be 
involved in the study. If students should be in-
volved, they could probably be sampled from 
populations with larger differences than students 
from study programs that to some extent are quite 
similar.  

*significant at the 5% level 
**significant at the 1% level 
***significant at the 0.1% level 

Concerning RQ2 in analysis 2-4, there are too few data points 
to be able to carry out a Chi-2 test that compares the shapes 
of the roles (“No” in 6:th column). Therefore in analysis 5, 
data from project leaders and “technical responsibility” was 
pooled and data from developers and testers were pooled, 
which means that an analysis comparing “management roles” 
to more developer-oriented roles could be carried out. This 
analysis is valid with respect to the number of data-points, 
but it was clear that there is no statistical difference.  

• If a similar experiment design is chosen, it should 
be adapted so that all subjects do not work with 
both scenarios in the same order. There were rea-
sons for choosing this design in this research, but 
in further studies it is probably better not to have 
the same order for all participants.  

Concerning RQ3, there were not enough data points to carry 
out a chi-2 test, and no natural way to pool data. The data did 
not show any clear difference between the programmes. In 
the analysis of RQ4 it was found that there is a clear differ-
ence between the two scenarios. This is, however, con-
founded with the order in which the two scenarios were ana-
lysed by the participants.  

Additional further work includes risk management in general, 
e.g. building a tool for risk assessment and follow-up, and 
software development in safety critical development projects.  
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4.3. Discussion 
The empirical study has shown that the distribution of utility 
functions varies for different kinds of scenarios. The result 
from scenario 2 shows dominance of linear utility functions 
but this type of dominance does not exist in scenario 1. In 
scenario 2 you might expect more risk-averse tendencies 
because the scenario concerns severe injury to patients or 
even death but this is not the case. One factor to consider is 
the fact that the subjects are used to the tool and know how it 
works during scenario 2, see Section 3.3. 
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