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Abstract

Studies of the structural dynamics of solids can improve our understanding of atomic
motion in materials, and may thus help in the manufacture of new devices or the
development of materials with novel structures and properties. Ultrashort laser pulses,
a few tens of femtoseconds long, can deliver high energies (mJ–kJ). This energy is
absorbed by the electrons in a solid material, leading to a rapid increase in the electron
temperature within the duration of the laser pulse. The energy will then be transferred
to the crystal lattice, resulting in an increase in the lattice temperature, which triggers
lattice motion such as vibrations (phonons) and disordering (melting of solids). The
distance between neighboring atoms in solids is on the order of 10−10 m (Ångström).
Since the wavelength of X-rays is in the range of nanometers to Ångströms, which is
of the same order as the interatomic distances in solids, X-rays can be used to detect
structural changes in solids. The structural dynamics in solids can then be monitored
as a function of time by combining ultrashort laser pulses with X-ray techniques.

This thesis focuses on the structural dynamics of solids on the time scale of fem-
toseconds to picoseconds. The studies described in this thesis were divided into two
categories based on the laser excitation fluence: below the damage threshold of the
sample, and above the damage threshold of the sample. The electron diffusion in a
Ni film was studied at fluences below the damage threshold, using a Ni/InSb photo-
acoustic transducer. An X-ray switch based on a Au/InSb photo-acoustic transducer
was designed and tested as part of the commissioning of the FemtoMAX beamline
at the MAX IV Laboratory in Lund. Using fluences above the damage threshold,
pressure waves were generated in an Al/InSb photo-acoustic transducer due to the
melting of the Al film. The pressure waves were probed and characterized in the InSb
substrate. The pressure was in the region of the phase diagram where phase transi-
tion could occur. Pressure waves with a similar amplitude were also generated and
characterized in graphite. Non-thermal melting was also studied in InSb at fluences
above the damage threshold.

The findings presented in this thesis contribute to both applications of physics
for the manufacture of new devices, and to fundamental physics, by improving our
understanding of hydrodynamic pressure waves and phase transitions. The study
involving the Ni/InSb photo-acoustic transducer demonstrated an alternative method
of characterizing the basic physical properties of a metallic film, while the Au/InSb
switch provides a potential means of generating short X-ray pulses at storage rings.
The characterization of the pressure waves in the Al/InSb photo-acoustic transducer
and graphite extend the current knowledge on the generation of short pressure pulses
in solids on the picosecond time scale, which attracts more attention to understand
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Abstract

the phase transition process on the ultrafast time scale. The study of non-thermal
melting provided new approaches for timing diagnostics at free-electron laser facilities.
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Popular Scientific Summary

Our curiosity about the world in which we live, and the universe surrounding it, has
inspired the development of new techniques and the discovery of new phenomena. We
use telescopes to observe the stars, and microscopes to see cells, while moving objects
are captured using cameras. In the work described in this thesis, techniques have been
used to investigate the structural dynamics of solids on the atomic scale (∼10−10 m),
during very short times (∼10−15 s). This can be compared with taking pictures of
very small objects with a very fast shutter speed.

Illustration of the electromagnetic spectrum, and objects with corresponding dimensions.

To measure the physical length of an object, we use a ruler with a scale of the
same order of magnitude as the object. For example, we can use a meter ruler to
measure the dimensions of a table, but we cannot use the same ruler to measure
the diameter of a human hair. An instrument capable of measurements on a smaller
scale, such as a microscope, must be used to measure the thickness of hair, which is
about 100 micrometers. In classical physics, all matter, including solids, liquids and
gases, consists of atoms. The atoms in solids are arranged uniformly, and the distance
between them is on the order of Ångström, which is 10−10 m. The ratio between 1
Ångström and 1 m is like the ratio between the thickness of a mobile phone (∼4 mm)
and the circumference of the earth at the equator (∼40 000 km). To study the motion

iii



Popular Scientific Summary

of atoms in solids, an instrument is needed that has the same scale as the interatomic
distance. From the illustration of the electromagnetic spectrum above, it can be seen
that the wavelength of X-rays is on the scale of Ångstroms. This makes X-rays an
excellent tool for studying the motion of atoms in solids. The X-rays scattered from
the atoms in a solid will interfere with each other if the difference in their propagation
path is equal to a multiple of the X-ray wavelength. This means that the uniform
arrangement of atoms in solids can give rise to an X-ray scattering pattern.

The advent of digital cameras has allowed us to take good photographs of moving
objects. However, it is still impossible to capture the movement of an object if it is
moving faster than the shutter speed of the camera, regardless of how well the focus of
the camera is adjusted. The shutter speed of mobile phone cameras is nowadays about
a few milliseconds (10−3 s). As mentioned above, the distance between neighboring
atoms is a few Ångströms, and the velocity of the atoms in solids at room temperature
is usually on the order of few Ångströms per picosecond (10−12 s), which is equiva-
lent to a few hundred meters per second. The time taken for atoms to move a few
Ångströms can be estimated to be a few hundred femtoseconds (10−15 s), so none of
the cameras available today, not even high-speed specialized cameras, can capture the
motion of atoms. Since the wavelength of X-rays is similar to the distance between
neighboring atoms, ultrashort X-ray pulses can be used to study atomic motion in
solids on an ultrafast time scale.

The work described in this thesis was focused on studying ultrafast structural
changes in solids. At a given temperature, for example, room temperature, the atoms
in solids vibrate around their equilibrium positions. A change in the structure of solids
can be induced by giving the atoms extra energy, so that they deviate from their equi-
librium positions. During the last few decades, laser techniques have been developed
allowing pulses to be generated on the femtosecond time scale. The most commonly
used femtosecond laser system is the Ti:sapphire laser. In this work, a Ti:sapphire
laser was used to provide the ultrashort pulses triggering structural changes in solids.
Since the laser pulses deliver extra energy to the atoms, they will have greater vibra-
tional amplitude than when they are at thermal equilibrium. The different vibrational
modes of the atoms in solids are called phonons, and the materials retain their solid
form. If the atoms gain higher energy, they will deviate significantly from their equi-
librium position, and the bonds between them can be broken, or new bonds can be
formed. In this case, the material will undergo a phase change, such as a solid–solid
phase transition or a solid–liquid phase transition, normally called melting.

iv



科普总结

基于对我们所生活的世界和周围宇宙的好奇心，人类不断地被启发并由此发展新
的技术发现新的现象。例如，我们发明望远镜来观察宇宙中的星星，发明显微镜来
观察细胞，发明相机给运动的物体照相。这篇论文工作使用前沿技术在原子尺度上
（∼10−10米）探讨了极短时间内（∼10−15秒）发生的固体结构动力学现象。这就像
是用很短的快门时间给很小的物体照相。

电磁波谱和相应尺度的物体。

为了测量一个物体的长度，我们需要一把具有与这个物体相似尺度的尺子。比
如，我们可以用一把米尺去测量一个桌子的尺寸，但是我们不能用同样的米尺来测量
头发的直径。由于头发的直径大约是100微米，因此我们需要一台可以在更小的尺度
上进行测量的仪器，比如显微镜。在传统的物理图像中，固体液体和气体这些物质是
由原子组成的。固体中的原子整齐地排列在一起，原子之间的距离在埃数量级上，
也就是10−10米。一埃和一米的比例就像是一部手机的厚度（∼4毫米）和地球在赤道
位置的周长（∼40000千米）的比例。为了研究固体中原子的运动，我们需要一个具
有和原子间距相同尺度的工具。从电磁波谱上我们可以发现X射线的波长是在埃数量
级上。这使得X射线成为研究固体中原子运动的极好工具。如果固体中每个原子散射
的X射线的传播路径差等于X射线波长的整数倍，那么这些散射的X射线就会相干叠
加。这就意味着固体中整齐排列的原子可以产生X射线散射图案。

v
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数码相机的发明使得我们可以给运动的物体拍摄高质量的照片。然而，无论相机
聚焦得如何完美，我们依然无法记录物体在短于相机快门时间内的位移。如今，手机
相机的快门时间通常是几毫秒（10−3秒）。之前我们提到，相邻原子之间的距离是
几埃。在室温下固体中原子的速度通常是每皮秒（10−12秒）几埃，相当于每秒几百
米。由此，我们可以估算出原子移动几埃所需的时间是几百飞秒（10−15秒）。现如
今，包括高速专业相机在内，没有相机可以在如此短的时间内记录原子的运动。由
于X射线的波长和固体中相邻原子的间距相似，因此我们可以使用超短X射线脉冲在
超快时间尺度上研究固体中原子的运动。
这篇论文工作的要点是研究固体中超快的结构变化。在给定的温度环境中（比如

室温），固体中的原子在它们的平衡位置附近振动。如果这些原子获得额外的能量，
那么它们将偏离平衡位置，从而引发固体的结构变化。在过去的几十年里，激光领域
的巨大发展使产生飞秒激光脉冲成为可能。其中最为广泛使用的激光系统是钛宝石激
光器。在这篇论文提到的工作中，钛宝石激光器提供了激发固体结构变化的超短激光
脉冲。由于激光脉冲给固体材料提供了额外的能量，因此固体中原子的振动幅度比它
们在热平衡状态下的振动幅度要大。固体中原子的不同振动模式被称为声子，在这种
情形下材料依然保持它们的固体形态。如果固体中的原子获得足够大的能量，它们将
会明显偏离平衡位置，从而可能导致原子间的化学键断裂或者新的化学键形成。在这
种情形下，材料会发生相变，例如固体–固体相变或者固体–液体相变（熔化）。

vi
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Chapter 1

Introduction

The development of mode-locked lasers [1] and chirped pulse amplification (CPA) [2]
has allowed bursts of light to be produced with pulse energies up to a few kJ, and a
duration of femtoseconds [3]. Excitation with short, highly intense laser pulses can
lead to extreme states of matter [4]. Probing the evolution of these extreme states
will extend our knowledge concerning the fundamental processes taking place in ma-
terials [5]. Structural probes, like X-rays with a wavelength similar to the interatomic
distance in materials, can be used to image atomic motion in real time [6–8].

Figure 1.1: Typical time scales and fluence ranges of the dynamics in solids after ultrashort
laser excitation.

This thesis focuses on the structural dynamics in solids, i.e., the atomic motion
of the crystal lattice. Figure 1.1 shows the typical time scale and the laser excitation
fluence required to elicit ultrafast structural dynamics in solids. In this thesis, the
term "fluence", expressed as the energy per unit area (mJ/cm2), is used to describe
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1.1 Aims of the work

the strength of the laser excitation. Upon laser excitation, the energy of the laser
radiation will be absorbed by electrons in the solid, resulting in electron heating in
metals, and electron-hole generation in semiconductors. The excitation process gen-
erally takes place within the duration of the laser pulse. Carrier-carrier scattering
causes a Fermi distribution to be established in the electron system on the order of
tens of femtoseconds [4, 5].

In the low-fluence regime (a few mJ/cm2), the energy absorbed by the electrons
will be transferred to the lattice via electron-phonon coupling, and thus excite various
phonon modes [9–12]. Optical phonons involve concerted atomic motion within a unit
cell, whereas acoustic phonons involve motion in which adjacent unit cells move in
phase. The frequency of optical phonons is on the order of THz, which corresponds
to a period of a few hundred femtoseconds to a few picoseconds. Due to the coherent
motion of atoms, the period of acoustic phonons is longer than that of optical phonons,
especially for those that are close to the center of the Brillouin zone [13].

Increasing the laser excitation fluence will lead to excessive energy being delivered
to the lattice system, which will elevate the lattice temperature, causing melting in
solids. Since this melting process is caused by the heating of the lattice, it is called
thermal melting, which includes heterogeneous melting and homogeneous melting [14–
17]. If the density of laser-excited carriers reaches 10% or more, the potential energy
surface of the lattice will be significantly perturbed, which can induce bond softening
and atomic disordering [18, 19]. This process takes place on the femtosecond time
scale, and is called non-thermal melting, since there is no lattice heating on this
fast time scale. In the extreme-high-fluence regime (> few hundreds of mJ/cm2),
the ultrashort laser pulses will create plasma states, leading to the development of
pressure/shock waves on the picosecond time scale.

Since the wavelength of X-rays is of the same order as the interatomic distance (a
few Ångströms), time-resolved X-ray diffraction (TRXD) is commonly used to directly
visualize atomic-scale motion in solids [7, 8]. The development of various X-ray sources
(laser plasma sources, storage rings and free-electron lasers) offers the opportunity to
study structural dynamics with a time resolution as short as tens of femtoseconds.

1.1 Aims of the work

The aim of the work presented in this thesis was to study the ultrafast structural
dynamics that take place on the time scale from hundreds of femtoseconds to hun-
dreds of picoseconds using TRXD, including phonon dynamics, pressure waves and
non-thermal melting. The study of these dynamic processes will improve our under-
standing of fundamental processes in matter, such as electron-phonon coupling and
phase transitions.

The work carried out during commissioning of the FemtoMAX beamline at the
MAX IV Laboratory in Lund is presented in Paper I. Two of the experiments included
in this thesis were carried out at the FemtoMAX beamline. Paper II describes how
electron diffusion in a metallic film (Ni) was studied by analyzing the onset of phonon
dynamics. An X-ray switch based on a Au/InSb photo-acoustic transducer, which has
the capability to shorten the X-ray pulses generated in synchrotron storage rings, is
described in Paper III. Pressure waves were generated in an Al/InSb photo-acoustic
transducer and a graphite crystal, and were characterized using TRXD, resulting in
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Introduction

the publication of Paper IV and Paper V. This thesis also presents preliminary results
from the non-thermal melting experiment in InSb, and potential applications.

1.2 Structure of this thesis

This thesis includes six chapters. Chapter 2 provides the theory that is relevant to this
work, including X-ray scattering and laser-induced structural dynamics in solids. The
experimental methods used to study structural dynamics are described in Chapter
3, while the simulation methods are described in Chapter 4. The main results of
five experiments are presented in Chapter 5. Chapter 6 provides a summary of the
findings, and an outlook on future research.
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Chapter 2

Light–Matter Interaction

The theory of light–matter interaction relevant to this work is presented in this chap-
ter. Sections 2.1 and 2.2 discuss the interaction between X-rays and matter, including
the basic properties of X-rays and the scattering of X-rays from different objects (a
single electron, a single atom, and a crystal). Laser-induced lattice dynamics, such as
phonons, pressure waves, and lattice disordering, will be introduced in Section 2.3.

2.1 The basic properties of X-rays

2.1.1 Refractive index

The refractive index of materials to X-ray radiation has a complex form, and is ex-
pressed as:

n = 1− δ − iβ (2.1)

where δ and β denote the dispersion and absorption, respectively. Here, δ is a small
positive number, on the order of 10−5, which means the real part of the refractive
index is smaller than 1. The imaginary part, β, is typically on the order of 10−8–
10−5. The refractive indices of several materials used in this work are given in Table
2.1.

Table 2.1: Refractive indices of Ni, Au, Al, InSb and graphite at an X-ray photon energy
of 6 keV [20].

Refractive
index Ni Au Al InSb Graphite

δ 4.7 × 10−5 8.5 × 10−5 1.5 × 10−5 2.8 × 10−5 1.3 × 10−5

β 1.6 × 10−6 1.4 × 10−5 4.9 × 10−7 4.9 × 10−6 3.9 × 10−8
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2.1.2 Penetration depth

2.1.2 Penetration depth

Due to the small imaginary part of the refractive index, X-rays can penetrate very
deep into most materials. The penetration depth of X-rays is significantly greater than
that of IR radiation for the materials used in this work. (IR radiation was used as the
light source for the laser-induced lattice dynamics described in Section 2.3.) Table 2.2
gives the penetration depths of radiation with photon energies of 1.5 eV and 6 keV. A
photon energy of 1.5 eV corresponds to 800 nm radiation (IR). Ti:sapphire lasers with
a central wavelength of 800 nm were used to excite the samples in all the experiments
presented in this thesis. The photon energies of the X-rays used in these experiments
were between 3 keV and 15 keV. The photon energy of 6 keV was used in Table 2.2 as
it is the photon energy often used for the comparison of X-ray penetration depths.

Table 2.2: Penetration depths of radiation with different photon energies in the five mate-
rials used in this work: Ni, Au, Al, InSb and graphite.

Photon
energy Ni Au Al InSb Graphite

1.5 eV 13.0 nma 12.2 nmb 8.5 nmb 91.3 nmc 36.2 nmd

6 keV 10.5 µme 1.2 µme 33.6 µme 3.4 µme 422.3 µme

a Ref. [21].
b Ref. [22].
c Ref. [23].
d Ref. [24].
e Ref. [20].

It can be seen from Table 2.2 that the penetration depth of X-rays is generally
about three orders of magnitude greater than that of IR radiation. This means that
in TRXD experiments in solids, the energy of the laser pulse can only be deposited at
the surface of the solid, while the X-rays can probe the dynamics deep into the solid.
For example, when exciting a solid with a moderate laser fluence, which is below the
damage threshold, the upper layer of the solid will be heated, leading to the generation
of acoustic phonons. These acoustic phonons will propagate in the solid at the speed
of sound. Since the penetration depth of the X-rays is on the order of µm and the
speed of sound in solids is usually a few km per second, this means that such X-rays
can be used to probe the transient nature of acoustic phonons during a period of a few
hundred ps. Acoustic phonons will be discussed in more detail in Section 2.3.3, and a
photo-acoustic transducer, consisting of a metallic film and a semiconductor substrate,
will be described in Section 2.3.4. The thickness of the metallic film studied was only
tens or hundreds of nm. This means that the energy of the laser pulse will only be
absorbed by the metallic film, while the X-rays will easily pass through it without
losing too much intensity, and can be used to probe the dynamics in the substrate
under the film.
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Light–Matter Interaction

2.1.3 Critical angle and specular reflection
It is known that for an electromagnetic wave in the visible range propagating from a
dense medium (n > 1) to vacuum (n = 1), total internal reflection can occur when the
angle of incidence is greater than a critical value, called the critical angle. In analogy,
for X-rays, when the refractive index n < 1, total external reflection will take place if
the incident angle is smaller than the critical angle. According to the convention used
in X-ray science, the incident angle is defined as the angle between the X-ray beam
and the sample surface. The critical angle can be derived from the refractive index
using Snell’s law and Taylor expansion.

Snell’s law is normally expressed as:

sinα1

sinα2
= n2

n1
(2.2)

where α1, α2, θ1 and θ2 are as illustrated in Figure 2.1, and n1 and n2 are the refractive
indices of the vacuum and the medium, respectively. In the total external reflection
case, θ1 = θc, where θc is the critical angle, and θ2 = 0. Therefore, α1 = π/2− θ1 =
π/2− θc and α2 = π/2. Using Eq. 2.1, Eq. 2.2 can be expressed as:

sin(π2 − θc)
sin π

2
= 1− δ

1 (2.3)

which gives:
cos θc = 1− δ (2.4)

Applying Taylor expansion:

cos θc = 1− θ2
c

2 + O(θ4
c ) (2.5)

gives the critical angle [25]:
θc ≈

√
2δ (2.6)

Figure 2.1: Sketch illustrating the geometry used to calculate the critical angle for total
external reflection of X-rays.

The critical angle plays an important role in the grazing incidence geometry (see
Section 3.1.5), which is generally used to study structural dynamics occurring at the
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2.2 X-ray scattering

surface of solids. If the X-ray angle of incidence is less than the critical angle, the
X-rays will be reflected by the sample surface, which is called specular reflection.
The diffraction efficiency will then be extremely low, since only X-ray evanescent
waves enter the sample. Therefore, for grazing incidence geometry, the X-ray angle of
incidence should be greater than the critical angle.

Figure 2.2: (a) Sketch of the experimental setup used for specular reflection measurements.
(b) Results of a typical specular reflection measurement. The blue circles represent the
measured data points, and the dotted blue line is a linear fit to the experimental data. The
green star indicates the angle motor position for the zero angle.

The probing depth changes dramatically with the angle of incidence (as discussed
in Section 3.1.4) in grazing incidence geometry. Therefore, the zero angle should
be carefully calibrated in order to ensure the correct angle of incidence. Specular
reflection can be used to calibrate the angle of incidence of the X-ray beam in the
grazing incidence geometry. Figure 2.2(a) illustrates the experimental setup used for
specular reflection measurements. The reflected beam or the direct beam can be
captured on the screen by moving the sample up or down, and the distance between
them can be calculated for a given angle of incidence. The distance will vary as
the angle changes with an angle motor. Figure 2.2(b) shows the results of a typical
specular reflection measurement. Linear fitting is used to extract the angle motor
position for the zero angle, indicated by the green star in Figure 2.2(b).

2.2 X-ray scattering

Time-resolved X-ray diffraction/TRXD was used to probe structural dynamics in dif-
ferent kinds of crystals. X-ray diffraction is a special case of X-ray scattering, in
which only elastic scattering is taken into account, and the scattering object is a crys-
tal consisting of atoms, which in turn consist of nuclei surrounded by electrons. X-ray
scattering is caused by the interaction between the X-rays and the electrons of the
atoms in the crystals. The scattering of X-rays by a single electron, a single atom and
by a crystal is discussed in this section.

2.2.1 Scattering by a single electron
The simplest case is the interaction between X-rays and a single electron, as illustrated
in Figure 2.3. The electron is located at the origin O, and the electric field at an
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observation point P will be derived below. The electric fields of the incident beam
and the scattered beam are denoted ~E0 and ~E.

Figure 2.3: X-ray scattering by a single electron.

The relation between the incident beam and the scattered beam is given by [26]:

< | ~E|2 > = < | ~E0|2 >
e4

m2c4L2

(
1 + cos2 φ

2

)
(2.7)

where e is the elementary charge, m is the electron mass, c is the speed of light, L is
the distance between the origin and the observation point, and (1 + cos2 φ)/2 is the
polarization factor of the scattered beam with respect to the incident beam. L and φ
are also shown in Figure 2.3.

In practice, the measurable quantity is the elastic scattering intensity, I, which is
defined as:

I = c

8π < | ~E|2 > (2.8)

Therefore, Eq. 2.7 can be expressed in terms of intensity as follows:

I = I0
e4

m2c4L2

(
1 + cos2 φ

2

)
(2.9)

2.2.2 Scattering by a single atom
All atoms in the periodic table, except hydrogen, contain multiple electrons. The
scattering of X-rays by a single atom can be obtained by integrating the scattering
from all the electrons in an atom [26], which can be written:

f( ~Q) =
∫ ∞

0
ρ(~r) exp(i ~Q · ~r) d~r (2.10)

Here, f( ~Q) is the atomic scattering factor including the phase information, which
comes from the exponential term in the integral in Eq. 2.10. ρ(~r) is the distribution
of the electron density at position ~r. ~Q = ~ks − ~ki is called the scattering vector or
the momentum transfer vector, as illustrated in Figure 2.4. ~ks and ~ki represent the
wave vectors of the incident beam and the scattered beam, respectively. The atomic
scattering factor for the elements in the periodic table can be found in the International
Tables for X-ray Crystallography [27].
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2.2.3 Crystal structure

Figure 2.4: X-ray scattering by a single atom.

2.2.3 Crystal structure
When atoms are located in a periodic structure (lattice), they will form a crystal.
Figure 2.5 shows a crystal structure in the two-dimensional case. The lattice is gen-
erated by discrete translations of the base vectors, as shown by the vectors ~a1 and
~a2 in Figure 2.5. The base vectors (~a1 and ~a2) and the angle γ12 define the smallest
repetitive area (volume in the three-dimensional case), which is called the unit cell.
Two factors are considered when classifying a lattice system. The first is whether ~a1
and ~a2 have the same length, and the second is whether the angle γ12 between ~a1
and ~a2 is 90◦ or 120◦, or any other arbitrary value. Depending on these two factors,
four lattice systems are defined in two-dimensional space: monoclinic, orthorhombic,
hexagonal and tetragonal.

Figure 2.5: Sketch of a crystal structure in two dimensions.

In three-dimensional space, the unit cell is defined by three base vectors and the
three angles between the base vectors. According to the classification rules described
above, i.e., the length of the base vectors and the values of the angles, seven lattice
systems can be defined. In some lattice systems, the atoms can be arranged differently,
and these lattice systems can be classified into several subsystems. For instance, the
cubic lattice system includes primitive cubic, base-centered cubic, body-centered cubic
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and face-centered cubic. These subsystems are called the Bravais lattice, and there
are 14 Bravais lattices in three-dimensional space. Since the atoms can be placed in
different combinations of discrete positions in the lattice, there are 230 space groups
describing the symmetry of the crystal structure. Therefore, a specific crystal structure
is defined by the lattice system, the space group and the atoms.

2.2.4 Scattering by a crystal
The scattering of X-rays by a crystal can be considered as the summation of the
scattering from all the atoms in the crystal, in analogy to the scattering from multiple
electrons in a single atom. From the atomic structure factor in Eq. 2.10, the scattering
factor of a crystal can be defined as:

F =
∑
~Rm

exp(i ~Q · ~Rm)
∑
~rj

fj exp(i ~Q · ~rj) (2.11)

Here, the scattering factor is separated into two parts. The first part is summation
over all the lattice cells, where ~Rm denotes the position of the mth lattice cell, and the
second is summation over the atoms within the unit cell, where ~rj denotes the position
of the jth atom. The second summation term in Eq. 2.11 is called the structure factor
of the crystal. If the base vectors of the crystal are denoted ~a1, ~a2 and ~a3, then ~Rm
and ~rj can be expressed in terms of these three base vectors:

~Rm = m1~a1 +m2~a2 +m3~a3 (2.12)

~rj = xj~a1 + yj~a2 + zj~a3 (2.13)
where m1, m2, m3 are integers and xj , yj , zj are fractional numbers.

To obtain the maximum amplitude in Eq. 2.11, the first summation term (lattice
summation) should fulfil the following condition:

~Q · ~Rm = N · 2π (2.14)

where N is an integer representing the scattering order. To find the solution for ~Q in
Eq. 2.14, three base vectors are defined in reciprocal space:

~b1 = 2π ~a2 × ~a3

~a1 · (~a2 × ~a3)

~b2 = 2π ~a3 × ~a1

~a1 · (~a2 × ~a3)

~b3 = 2π ~a1 × ~a2

~a1 · (~a2 × ~a3)

(2.15)

The base vectors ~ai and ~bj have the relation:

~ai ·~bj = 2πδij (2.16)

A vector in reciprocal space can then be expressed as:

~Ghkl = h~b1 + k~b2 + l~b3 (2.17)
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2.2.5 The structure factor

When h, k and l are integers, ~Ghkl is a solution for ~Q in Eq. 2.14. The multiplication
of ~Ghkl and ~Rm is:

~Ghkl · ~Rm = (h~b1 +k~b2 + l~b3) · (m1~a1 +m2~a2 +m3~a3) = 2π(hm1 +km2 + lm3) (2.18)

The integers h, k and l are called the Miller indices, and the notation (hkl) is used
for the crystalline plane defined by the vectors ~a1/h, ~a2/k and ~a3/l, while ~Ghkl is
perpendicular to the (hkl) plane.

2.2.5 The structure factor

The solution for the lattice summation term was derived in the previous section (Eq.
2.14). Here, the expression for the structure factor, Fhkl, for the (hkl) crystalline
plane, will be derived. Using Eq. 2.13 and ~Q = ~Ghkl, which is defined in Eq. 2.17,
the structure factor can be written:

Fhkl =
∑
j

fj ei·2π·(hxj+kyj+lzj) (2.19)

The value of Fhkl depends on the positions of the atoms in the unit cell. In this work,
the focus was on two kinds of crystal structures: the zincblende structure and the
hexagonal structure, as shown in Figure 2.6(a) and 2.6(b), respectively. The structure
factors for these two crystal structures are briefly summarized below.

Figure 2.6: Sketches of the zincblende crystal structure (a), and hexagonal crystal structure
(b).

The zincblende structure is a special case of the face-centered cubic lattice. It has
two kinds of atoms in the unit cell. The atomic positions are given as: (0, 0, 0), (1/2,
1/2, 0), (1/2, 0, 1/2), and (0, 1/2, 1/2) for one kind of atom, and (1/4, 1/4, 1/4), (3/4,
3/4, 1/4), (3/4, 1/4, 3/4), and (1/4, 3/4, 3/4) for the other kind of atom. Inserting
these atomic positions into Eq. 2.19 gives:

Fhkl =
(

1 + ei·π·(h+k) + ei·π·(h+l) + ei·π·(k+l)
)(

fAa + fAb ei·π·h+k+l
2

)
(2.20)
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where the subscripts Aa and Ab denote the two kinds of atoms. Since h, k, l are
integers, Fhkl will have the simplified form:

hkl mixed : Fhkl = 0

hkl unmixed : Fhkl = 4
(
fAa + fAb ei·π·h+k+l

2

) (2.21)

In Eq. 2.21, "mixed" means that (hkl) are a mixture of even numbers and odd num-
bers, and "unmixed" means that (hkl) are all odd numbers or all even numbers. The
structure factor for the hexagonal lattice can be obtained in a similar way:

Fhkl =
(

1 + ei·2π·(h+2k
3 + l

2 )
)
· f (2.22)

with the atom positions (0, 0, 0) and (1/3, 2/3, 1/2).

2.2.6 The Ewald sphere
The Ewald sphere is a useful way of illustrating the scattering of X-rays. The Ewald
sphere is a sphere of reflection in reciprocal space. The principles of the Ewald sphere
are discussed below in two-dimensional reciprocal space, in which the Ewald sphere
is reduced to a circle, as shown in Figure 2.7. Each green spot represents a reflection
with a reciprocal vector ~Ghkl starting from the origin O. The incident X-ray beam
points towards the origin of reciprocal space with a wave vector ~ki. The reflection
circle can be drawn with the center at the initial point of ~ki. The radius of the circle
is thus equal to the magnitude of ~ki. Since only elastic scattering is considered here,
the scattered X-ray wave vector, ~ks, should start at the initial point of ~ki and end on
the reflection circle. According to the discussion in Section 2.2.4, ~Ghkl is the solution
to Eq. 2.11, which means all the (hkl) points on the reflection circle are solutions for
~ks.

Figure 2.7: Sketch of the Ewald sphere in two-dimensional reciprocal space.

Extending these principles from the two-dimensional case to the three-dimensional
case transforms the circle into the Ewald sphere. The magnitude of the incident
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2.2.7 Energy scans

X-ray wave vector, ~ki, will increase as the X-ray photon energy is increased. As a
consequence, the surface area of the Ewald sphere will increase quadratically, and will
cover more (hkl) points. In practice, a larger Ewald sphere means that more reflections
can be captured on a detector screen.

2.2.7 Energy scans
The Ewald sphere illustrates the relation between the crystal geometry and the X-
ray photon energy. For momentum- (i.e., k-space-) sensitive measurements, such as
phonon dynamics in solids, any broadening effects will influence the energy resolu-
tion of the measurements. Therefore, the response of the crystal must be carefully
calibrated. An energy scan curve provides the overall response of the crystal to the
X-rays.

Figure 2.8 shows two broadening effects on the energy scan: (a) sample broadening
and (b) instrumental broadening. In Figure 2.8, the (hkl) points are represented by
the green spots. If the crystal is perfect, the (hkl) points in reciprocal space should be
infinitely small. However, there are always some defects in a crystal, which will cause
broadening of the energy scan.

Figure 2.8: Broadening of the energy scan: (a) sample broadening and (b) instrumental
broadening.

An energy scan can be obtained using a narrow-bandwidth X-ray beam, by chang-
ing the angle of incidence of the X-rays. It can be seen in Figure 2.8(a) that the
Ewald sphere rotates with respect to the origin O and intersects with different part of
the particular (hkl) point when the angle of incidence is changed. In this context the
width of the energy scan depends on the size of the (hkl) point (sample broadening).
The bandwidth of the X-ray beam is used as an example of instrumental broadening.
The width of the Ewald sphere in Figure 2.8(b) represents the bandwidth of the X-ray
beam, and it covers a large portion of the surrounding area of the (hkl) point. In this
case, the width of the energy scan is given by the bandwidth of the X-ray beam. In
practice, the energy scan of an experiment is the result of the convolution of all the
broadening effects.
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2.3 Laser-induced lattice dynamics

When a crystal lattice is excited by an ultrashort laser pulse, the laser pulse can create
non-equilibrium states in the crystal. These non-equilibrium states lead to complex
dynamics in the crystal. This work focused on the structural dynamics, which is
referred to as lattice dynamics. Figure 2.9 shows several kinds of lattice dynamics,
such as lattice vibrations (expansion and compression), atomic rearrangement and
lattice disordering, all of which are related to the laser excitation fluence.

Figure 2.9: Illustration of different lattice dynamics.

2.3.1 Thermal strain in solids

When a solid is illuminated by an ultrashort IR laser pulse, the energy of the laser
pulse will be absorbed by the electrons in the solid, and the electron temperature
will increase rapidly within the duration of the laser pulse. The electrons will then
transfer this heat to the lattice via electron-phonon coupling. Heating of the lattice
generates thermal stress, which causes deformation of the crystal lattice. Strain is
defined as the relative deformation of an object along a certain direction. Here, strain
is used to describe lattice deformation after laser excitation, while a strain wave is the
propagation of the strain in the crystal lattice.

Figure 2.10(a) and (b) illustrate the mechanism of strain generation. It can be
seen in Figure 2.10(b) that part of the lattice is expanded, while another part is
compressed, compared to the normal lattice in Figure 2.10(a). The strain profile of
the crystal lattice can be obtained by plotting the strain as a function of depth, as
shown in Figure 2.10(c). In general, positive values and negative values represent
expansion and compression, respectively. The strain wave propagates at the speed of
sound in that material. The focus in this thesis is on longitudinal strain, which means
that the direction of vibration of the atoms and the direction of propagation of the
strain wave are parallel.
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Figure 2.10: Illustration of strain generation. (a) Laser excitation. (b) Lattice deformation.
(c) Strain profile.

2.3.2 The Thomsen model
The model proposed by Thomsen et al. [28, 29] was used in this work to describe
the generation mechanism of the thermal strain in solids. In this model, the energy
deposited per unit volume at a depth z is defined as:

Wl(z) = (1−R)Qlaser
Aζ

e−z/ζ (2.23)

where R is the reflectivity of the material, Qlaser is the total energy of the laser pulse,
A is the illuminated area and ζ is the optical absorption length of the laser wavelength.
The energy deposited will induce a temperature change ∆T (z):

∆T (z) = Wl(z)
C

(2.24)

where C is the specific heat per unit volume. The heating of the lattice triggers a
strain wave σ(z, t), which has the following form:

σz,t = (1−R)Qlaserαl
AζC

1 + ν

1− ν [e−z/ζ(1− 1
2e
−vt/ζ)− 1

2e
−|z−vt|/ζsgn(z − vt)] (2.25)

where αl is the linear thermal expansion coefficient, ν is Poisson’s ratio, and v is the
speed of sound along the longitudinal direction, which is defined as:

v2 = 31− ν
1 + ν

Mbulk

ρ
(2.26)

where Mbulk is the bulk modulus, and ρ is the density of the material.
InSb is used here as an example to discuss laser-induced strain. Figure 2.11(a)

shows the strain profile in InSb at different time delays after laser excitation. When
the energy of a laser pulse is deposited in a solid, the surface of the solid will be heated,
generating one expansion strain component and two compression strain components
simultaneously at the surface of the solid. To fulfil the initial condition, which is
zero strain in the solid, the sum of these three strain components must be zero. The
expansion strain component remains at the surface as a static strain. The two com-
pression strain components will counter-propagate away from each other at the speed
of sound. One compression wave propagates into the solid. The other compression
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Figure 2.11: (a)The Thomsen strain profile of a single InSb crystal at different time delays.
(b) Thomsen strain map. The absorbed laser fluence is 1 mJ/cm2.

wave propagates towards the vacuum/solid interface, and is reflected at the interface
with a phase change π, which means that the compression wave becomes an expan-
sion wave. Figure 2.11(b) shows the overall strain map as a function of both time
and depth, where the static strain at the surface of the solid can be clearly seen. The
speed of sound can be extracted from the slope of the dashed line, which indicates the
intersection between the compression wave and the expansion wave.

2.3.3 The phonon spectrum
The vibration of the crystal lattice is quantized as different phonon modes. Each
phonon mode has its own oscillation frequency. A specific phonon mode can be probed
using TRXD, the principle of which is shown in Figure 2.12. ~ki and ~ks are the wave
vectors of the incident X-ray beam and the scattered X-ray beam, and ~Ghkl is the
reciprocal vector of the (hkl) plane of the crystal. If the X-ray energy is detuned by
∆~ki, the phonon mode can be probed with a wave vector of ~g.

Figure 2.12: Illustration of the principle of probing a specific phonon mode using TRXD.

The phonon spectrum can be mapped as a function of time and energy offset by
detuning the X-ray energy by different amounts, as shown in Figure 2.13(a). Here,
the energy offset, ∆E, is used because it is easy to relate the phonon spectrum to
the practical X-ray diffraction measurements, such as the energy scan. By extracting
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a vertical lineout, e.g., the red dashed line in Figure 2.13(a), it is possible to obtain
an energy scan of the crystal at a given time delay after laser excitation, as shown in
Figure 2.13(b). A horizontal lineout, e.g., the black dot-dashed line in Figure 2.13(a),
gives the phonon oscillations at a certain energy offset, as illustrated in Figure 2.13(c).
The phonon frequency can then be extracted from the period of the oscillations. The
phonon oscillations in Figure 2.13(c) have a sinusoidal profile with an exponential
amplitude decay. In the next two sections, an alternative approach to modifying the
phonon spectrum will be discussed.

Figure 2.13: (a) Phonon spectrum map of a single InSb crystal. (b) Energy scan at a given
time delay (50 ps). (c) Phonon oscillations at a given energy offset (8 eV).

2.3.4 Photo-acoustic transducer
A photo-acoustic transducer is a device that converts photon energy to acoustic energy.
It can be used to modify the strain profile and the phonon spectrum in solids. The
photo-acoustic transducers used in this work consisted of a thin metallic coating on a
semiconductor substrate, as shown in Figure 2.14. The thickness of the metallic film
can vary from tens of nm to hundreds of nm.

Figure 2.14: Sketch of a photo-acoustic transducer.

20



Light–Matter Interaction

As mentioned in Section 2.1.2, the penetration depth of the laser pulse in metals
is on the order of 10 nm. Therefore, when a photo-acoustic transducer is excited
by an ultrashort laser pulse, the laser pulse energy is absorbed by the metallic film.
Strain waves are generated in the film, and will be reflected at the vacuum/metal
and metal/semiconductor interfaces. The transmission of the strain waves at the
metal/semiconductor interface creates strain echoes in the semiconductor, as shown
in Figure 2.15(a). Here, a Au/InSb transducer is used as an example. The thickness of
the Au film was 100 nm, as indicated by the gold shaded area in Figure 2.15(a). The
overall strain map is shown in Figure 2.15(b) as a function of time and depth, where
it can be seen that the metallic film exhibits expansive strain, while the substrate
exhibits both expansive and compressive strain.

Figure 2.15: (a) Strain profile of a Au/InSb transducer at different time delays. (b) Strain
map of the Au/InSb transducer as a function of time and depth. The absorbed laser fluence
is 4 mJ/cm2.

2.3.5 Modification of the phonon spectrum
It is clear from the previous section that the metallic film can influence the strain profile
in the semiconductor substrate, and thus modify the phonon spectrum of the substrate.
Figure 2.16 shows the phonon spectrum of the Au/InSb photo-acoustic transducer.
The phonon spectrum in Figure 2.16 differs significantly from that in Figure 2.13(a)
due to the periodicity of the strain echoes in the substrate. The periodicity depends
on the propagation time, techo, of the strain wave in the metallic film, techo = 2 ×
dfilm/vfilm, where dfilm is the thickness of the metallic film and vfilm is the speed of
sound in the metallic film. The phonon modes with odd multiples of techo (1 × techo,
3 × techo, 5 × techo, ...) will be enhanced in the substrate, while cancellation takes
place for phonon modes with even multiples of techo (2 × techo, 4 × techo, 6 × techo,
...). In Figure 2.16, the dot-dashed lines indicate the enhancement of two particular
phonon modes, while the cancellation of another two phonon modes is indicated by
the dashed lines.
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Figure 2.16: Phonon spectrum of a photo-acoustic transducer.

Since a photo-acoustic transducer can modify the phonon spectrum of the sub-
strate, applications can be developed based on its enhancement/cancellation proper-
ties. One application of the photo-acoustic transducer, the X-ray switch, is discussed
in Section 3.2.5, while Section 5.2 describes the performance of a Au/InSb X-ray
switch.

2.3.6 Lattice disordering
The laser fluence used to excite the thermal strain described in the previous sections
was only a few mJ/cm2. This fluence is well below the damage threshold of the
materials studied. The number of carriers excited will increase with increasing laser
fluence, which may induce disordering in the crystal lattice or melting. There are
two general melting mechanisms in semiconductors under ultrashort laser pulse exci-
tation: thermal melting and non-thermal melting [5, 30]. Similar to the generation of
thermal strain, thermal melting is also due to electron-phonon coupling, which trans-
fers energy from the electron system to the lattice system, heating the crystal lattice.
Thermal melting takes place on the time scale of a few ps [4]. If the density of excited
carriers exceeds a critical value (10%), the atomic potential surface will be strongly
influenced, triggering atomic relocation [18, 19, 31, 32]. This kind of disordering is
called non-thermal melting, and usually takes place on the fs timescale [33–36]. An
experiment designed to study non-thermal melting in a semiconductor (InSb), and
potential applications, is presented and discussed in Section 5.5.

2.3.7 Large-amplitude strain: pressure wave
The strain discussed in Sections 2.3.2 and 2.3.4 is usually very small, < 1%, due to
the low laser fluence used for excitation. Since materials have different densities in
their solid and liquid states, strain waves with large amplitudes can be generated at
the liquid/solid interface, which can propagate towards the solid part of the material
[37, 38]. The stress, which is also called the internal pressure, is associated with
the strain waves, and it can be extracted from the amplitude of the strain and the
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bulk modulus of the material. The bulk modulus describes the compressibility of a
solid, and it varies from tens of GPa to hundreds of GPa for different materials. The
amplitude of the strain waves resulting from melting can be a few percent, which means
the internal pressure can be a few GPa to tens of GPa. In this context, the strain
waves are usually called pressure waves or shock waves, and can be used to study the
structural dynamics of solids under high pressure on the ps timescale. Two experiments
are discussed in Sections 5.3 and 5.4, in which pressure waves were generated and
characterized in an Al/InSb transducer and a graphite crystal.
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Chapter 3

Experimental Method

Time-resolved X-ray diffraction/TRXD was used as the experimental method to study
phonon dynamics, pressure waves and ultrafast lattice disordering. In this chapter,
the principles of TRXD will be introduced, and an overview of hard X-ray sources that
can provide fs/ps X-ray pulses will be given. At the end of this chapter, time-resolved
electron diffraction will be introduced as a complementary experimental method.

3.1 X-ray diffraction

3.1.1 Bragg’s law
The principle of X-ray diffraction is based on Bragg’s law, which describes the condi-
tions for constructive interference between X-rays scattered by a crystal, as shown in
Figure 3.1.

Figure 3.1: Illustration of Bragg’s law.

Bragg’s law can be expressed as:

2 · dhkl · sin θB = N · λ (3.1)

where dhkl is the distance between two adjacent crystalline planes with the same Miller
indices (hkl), which is called d spacing. θB is the Bragg angle, λ is the wavelength of
the incident X-ray beam, and N is an integer denoting the diffraction order. Strong
interference peaks can be formed by constructive interference when the difference in
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path length of the X-ray beams diffracted from two adjacent (hkl) planes is equal to
an integer multiple of the X-ray wavelength. The sum of the red lines in Figure 3.1,
representing the difference in path length, is 2× dhkl × sin θB .

3.1.2 Coplanar & non-coplanar reflection
In order to observe the reflection from a specific (hkl) crystalline plane, the structure
factor (Fhkl) must be non-zero and the angle between the incident X-ray beam and the
(hkl) crystalline plane must equal the Bragg angle, θB . The structure factor is defined
by the crystal symmetry and the positions of the atoms in the unit cell. The X-ray
angle of incidence is determined by the experimental geometry. Figure 3.2 shows two
sets of crystalline planes in the same crystal. It is obvious that they have different
spacings, d, which means their Bragg angles are different. This raises the question of
how reflections can be observed from both at a given X-ray angle of incidence. The
solution is to use different reflection geometries: coplanar reflection and non-coplanar
reflection.

Figure 3.2: Illustration of different crystalline planes in the same crystal.

The reflection geometry is defined by the surface normal of the crystal and the
scattering plane spanned by the incident X-ray beam and the scattered X- ray beam.
If the surface normal is parallel to the scattering plane, the geometry is called coplanar,
otherwise, it is called non-coplanar. Both reflection geometries are shown in Figure
3.3. The surface plane in Figure 3.3 is the (001) crystalline plane, and the (101)
crystalline plane has a well-defined angle with respect to the surface plane. The
Bragg condition for the (001) plane can be fulfilled by adjusting the angle of incidence
of the X-ray beam. This angle is independent of rotation around the surface normal
(referred to as azimuth rotation). However, the angle of incidence with respect to the
(101) crystalline plane will depend on the azimuth rotation. This allows matching of
the Bragg conditions for both (001) and (101) reflections simultaneously.
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Figure 3.3: Illustration of coplanar reflection (black) and non-coplanar reflection (blue).

Figure 3.4 illustrates the non-coplanar reflection geometry. The incident angle of
the X-ray beam is denoted θi, which is the angle between the incident X-ray beam
and the sample surface. For a given crystalline plane (e.g., the (101) plane in Figure
3.3), a circle can be drawn for the scattered X-ray wave vector, ~ks (the purple circle in
Figure 3.4) with respect to the incident X-ray wave vector, ~ki. The angle between ~ki
and ~ks is 2× θB . The reciprocal vector of the given crystalline plane is illustrated by
~Ghkl, and a circle of ~Ghkl (the blue circle in Figure 3.4) can be drawn by rotating the
sample around the surface normal. The intersection of these two circles, indicated by
the red star, indicates the conditions that have to be fulfilled to observe the scattering
signal from the given crystalline plane in the non-coplanar reflection geometry. The
azimuth angle is denoted Ψ.

Figure 3.4: Sketch of non-coplanar reflection geometry.

3.1.3 Sample geometry: symmetric & asymmetric
The X-ray diffraction efficiency is defined not only by the reflection geometry, but is
also influenced by the sample geometry. Since the crystal can be cut along certain
directions, two sample geometries must be considered: symmetric and asymmetric.
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In this section, the influence of sample geometry will be discussed in the coplanar
reflection case. Figure 3.5 shows the coplanar reflection from a symmetric-cut crystal
and an asymmetric-cut crystal. It should be noted that the crystalline planes in
Figure 3.5(a) and (b) are the same (hkl) set, and they have the same d spacing. For
the symmetric-cut crystal, shown in Figure 3.5(a), the crystalline plane is parallel to
the sample surface, and to fulfil the Bragg condition, the incident angle of the X-ray
beam, with respect to the sample surface, should be equal to the Bragg angle. For
the asymmetric-cut crystal in Figure 3.5(b), the angle between the crystalline plane
and the sample surface is close to the Bragg angle. Therefore, the angle of incidence
of the X-ray beam must be very small to fulfil the Bragg condition. It is clear from
Figure 3.5 that the X-ray beam penetrates much deeper in the symmetric-cut crystal,
whereas only a shallow region below the sample surface is probed by the X-ray beam
in the asymmetric-cut crystal.

Figure 3.5: Coplanar reflection from a symmetric-cut crystal (a) and an asymmetric-cut
crystal (b).

3.1.4 Probing depth

The probing depth is the depth to which the X-rays can provide information on the
structural changes in solids. The penetration depths given in Table 2.2 are the probing
depths for normal-incidence geometry. In general, the probing depth of X-rays depends
on their penetration depth, their angle of incidence, and the refractive index of the
materials. The refraction of X-rays at the vacuum/sample interface is not included in
Figure 3.5 as the refractive indices of the materials studied in this work are very close
to 1. It can be seen from this figure that the probing depth is much smaller for the
asymmetric-cut crystal.

Figure 3.6 shows the probing depth of X-rays in InSb as a function of angle of
incidence for a photon energy of 6 keV. It can be seen that the probing depth changes
dramatically at angles between 0.1◦ and 1◦ (shown in red). At an angle of 0.1◦ the
probing depth is ∼2 nm, and increases to > 50 nm at 1◦. Therefore, the angle of
incidence must be chosen appropriately for surface-sensitive X-ray diffraction experi-
ments, in order to match the probing depth and the excitation depth of the laser pump
beam. For instance, to study non-thermal melting in InSb (Section 5.5), the angle of
incidence was set to 0.75◦ with a photon energy of 3.56 keV, and in this geometry the
probing depth was 28 nm.
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Figure 3.6: Probing depth of X-rays in InSb at different incident angles for a photon energy
of 6 keV.

3.1.5 Grazing incidence X-ray scattering
Grazing incidence X-ray scattering (GIXS) is widely used in surface-sensitive mea-
surements [39–41]. In GIXS geometry, the incident angle is usually very close to the
critical angle. The probing depth of the X-rays in GIXS geometry can be few tens of
nm, which is of the same order as the penetration depth of the laser beam.

Figure 3.7: Illustration of a cross geometry for pump-probe experiments: normal incidence
for the laser beam and grazing incidence for the X-ray beam.

Figure 3.7 shows a so-called cross geometry for a pump-probe experiment using
GIXS for the X-ray beam and normal incidence for the laser beam. Since the incident
angle in GIXS geometry is small, the footprint of the X-ray beam will be fairly large.
Different parts of the X-ray beam will have different propagation times (t0, t1, ... tn)
at different positions (S0, S1, ... Sn) in the sample, as illustrated in the figure. For
instance, an X-ray beam with a full width at half maximum (FWHM) of 100 µm,
indicated by the black arrow in Figure 3.7, has a footprint of 5.7 mm at an angle of
1◦. This footprint corresponds to a propagation time of 19 ps. Since the laser beam
has normal incidence, all the positions within the pump beam area (S0, S1, ... Sn)
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are excited simultaneously at t0. Under these conditions, a time axis is automatically
created by the difference in the propagation time of the laser beam and the X-ray
beam. The cross geometry has been used to investigate atomic motion during phase
transitions on the ultrafast time scale [34–36]. The experiment described in Section
5.5, in which non-thermal melting of InSb was studied, was also carried out using this
geometry.

3.1.6 Time-resolved X-ray diffraction
Time-resolved X-ray diffraction/TRXD is an experimental method commonly used to
study the structural changes in materials on the atomic scale [6, 8]. It combines X-ray
techniques with laser techniques. The laser beam excites a solid system from a state of
equilibrium to a non-equilibrium state. The X-ray beam is then used to monitor the
evolution of the laser-excited system. In this context, the laser beam and the X-ray
beam are usually referred to as the pump beam and the probe beam, respectively.

Figure 3.8 shows a typical experimental setup for general pump-probe experiments,
such as optical-pump/optical-probe experiments [42], optical-pump/X-ray-probe ex-
periments [43], THz-pump/electron-probe experiments [44], etc. In Figure 3.8, the
laser beam and the X-ray beam are spatially overlapped on the sample. The differ-
ence in arrival time between the laser beam and the X-ray beam can be adjusted using
a delay line. The diffracted X-ray intensity is captured by a detector. Each position
of the delay line corresponds to a specific time delay between the pump beam and the
probe beam, i.e., a time point. The structural evolution of the sample can be captured
by the detector at different time delays by varying the difference in time between the
pump beam and the probe beam.

Figure 3.8: Schematic of the experimental setup used for pump-probe experiments.

Figure 3.9 shows the results of a TRXD measurement from a photo-acoustic trans-
ducer (Au/InSb). Figure 3.9(a) shows the diffracted intensity at different time delays,
and each image constitutes a data point in the curve shown in Figure 3.9(b). This
curve is made up of 140 data points, and the step size between two neighboring data
points is 2 ps. This experiment is discussed in detail in Section 5.2.
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Figure 3.9: (a) X-ray diffraction images collected at different time delays. The detector
positions are given on the image axes. (b) Evolution of the X-ray diffraction intensity as a
function of time. The colored dots represent the diffraction intensity at various time delays
shown in (a).

3.2 X-ray sources

The time resolution of a pump-probe experiment generally depends on the pulse du-
ration of both the pump beam and the probe beam. Techniques are now available to
generate ultrashort laser pulses, on the order of fs [45, 46]. However, it is still difficult
to obtain ultrashort X-ray pulses. Since the studies described in this thesis focus on
structural dynamics taking place on the time scale from femtoseconds to picoseconds,
this section provides an overview of the hard X-ray sources that can provide short
X-ray pulses, such as the laser plasma sources, storage rings and free-electron lasers.

The brilliance is often used to describe the quality of an X-ray source. The bril-
liance of an X-ray source describes the photon distribution in time, space and spectra,
and is expressed in the following units:

photons
second ·mrad2 ·mm2 · 0.1% bandwidth

In experiments, it is important to distinguish between average brilliance and peak bril-
liance. The number of photons per second is used to calculate the average brilliance,
while calculation of the peak brilliance requires the number of photons per pulse and
the pulse duration [47]. In the work described in this thesis, the photon flux is a more
important parameter, since it directly influences the signal-to-noise (S/N) ratio and
the data acquisition time. The photon flux is defined as the number of photons per
second. In repetitive experiments, the laser excitation fluence is below the damage
threshold of the materials, and the structural change in the materials will relax to the
equilibrium state. In this case, the S/N ratio can be estimated from the photon flux.
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In single-shot experiments, the laser excitation fluence is above the damage threshold
of samples, and the photo-induced structural change is irreversible. In this case, the
S/N ratio is defined by the number of photons per pulse, which is the photon flux
divided by the repetition rate. Figure 3.10 shows a comparison of the X-ray sources
discussed in the following sections, in terms of pulse duration and the number of
photons per pulse on the sample.

Figure 3.10: Comparison of different X-ray sources in terms of pulse duration and photons
per pulse on the sample.

3.2.1 Laser plasma sources

The generation of X-rays using laser plasma sources can be described in three steps:
plasma generation from a metal target, acceleration of electrons, and recombination
of electrons with the target [48]. When a metal target is illuminated by an ultrashort,
intense laser pulse, with a duration shorter than 100 fs and a peak intensity of 1015–
1016 W/cm2, the electrons in the metal target will be ionized, forming a thin layer
of plasma at the target surface. After the creation of the plasma, the laser field will
drive the motion of the free electrons. During the first half-cycle of the driving laser
field, these free electrons are extracted from the target surface. The electrons are then
accelerated by the second half-cycle of the driving laser field, and reach an average
kinetic energy of several tens of keV. These so-called hot electrons penetrate into the
metal target and excite K-shell electrons in the atoms. X-rays are then emitted during
the recombination of the K-shell holes and outer-shell electrons. The duration of the
X-ray radiation pulse is on the same order as the driving laser pulse duration, as the
electrons can only be generated and accelerated during the laser pulse. The photon
flux is in the range of 108–1010 photons/s [49–52]. The driving laser is usually operated
at a repetition rate of 0.01–10 kHz, which means the number of photons per pulse is
105–107. Due to the spontaneous emission process, the X-ray radiation is uniformly
distributed over a solid angle of 4π, which means that only a fraction of the emitted
photons can be focused onto the sample and used to perform experiments. The number
of photons per pulse reaching the sample is on the order of 102–105 [53–57].
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3.2.2 Storage rings
X-ray radiation can also be generated by high-energy electrons when they are acceler-
ated [58]. A storage ring is a type of accelerator in which high-energy electrons can be
circulated at highly relativistic velocities for a few hours [59]. When these high-energy
electrons pass through a magnetic field, they will emit synchrotron radiation along the
direction tangential to their orbital path. Three devices can be used to provide a mag-
netic field: bending magnets, wigglers and undulators. Storage rings usually provide
a photon flux in the range of 1010–1013 photons/s. The repetition rate of the pulses is
on the order of MHz, and the number of photons per pulse is in the range of 104–107,
which is similar to that from the laser plasma sources. However, unlike laser-driven
plasma sources, the divergence of synchrotron radiation is very small, on the order
of milliradians. This means that all the photons in the X-ray pulse can be used to
conduct experiments.

Bending magnets are generally used to guide electrons in the storage ring, and
they can also be used to generate synchrotron radiation. The critical energy, which
divides the total emitted power in half, of the bending magnet radiation is given as
[60]:

Ec = 3}eγ2B

2m (3.2)

where } is the reduced Planck’s constant, e is the elementary charge, γ is the relativistic
parameter, B is the magnetic field and m is the rest mass of the electron. The
relativistic parameter γ is defined as:

γ = 1√
1− ( vec )2

(3.3)

where ve is the speed of the electron and c is the speed of light in vacuum. Substituting
the tabulated values for all the constants, allows Eq. 3.2 to be expressed in a simpler
form:

Ec ≈ 0.6650 · E2
e ·B (3.4)

where Ec is in keV, Ee is the electron kinetic energy in GeV, and B is in tesla (T).
The wigglers and the undulators, which are usually referred to as an insertion

device (ID), are installed in the straight section of the storage rings. An ID consists
of a series of periodic dipole magnets [60]. The critical energy of wiggler radiation has
a similar form to that in Eq. 3.2. The magnetic field of wigglers can be stronger than
that of bending magnets, and wiggler radiation can therefore have a higher critical
energy. Since the electrons can bend multiple times in wigglers, the wiggler radiation
will have more power than bending magnet radiation.

The difference between undulators and wigglers is that the magnetic field of undu-
lators is weaker, which causes shallow bends in the path of the electrons. These shallow
bends constitute a small source and also induce interference effects. The wavelength
of the undulator radiation is given by [61]:

λ = λu
2γ2

(
1 + K2

u

2 + γ2θ2
e

)
(3.5)

where λu is the periodicity of the dipole magnets, γ is the relativistic parameter of
the electrons, as defined in Eq. 3.3, θe is the angular deviation from the axis of the
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electron beam, and Ku is the dimensionless undulator parameter, which is defined as
[61]:

Ku ≡
eBλu
2πmc (3.6)

where e, B, m and c have the same meanings as in Eq. 3.2 and Eq. 3.3. The
undulator parameter, Ku, describes the deflection of the undulator radiation. If Ku

� 3, the electrons will oscillate with large amplitude, the emitted radiation will be
distributed over a large opening angle, and no interference takes place. When Ku ≤ 3,
the radiation emitted from each period of the undulators will overlap, and interference
can occur, resulting in peaks in the radiation spectrum [62]. Using tabulated constants
and the Planck–Einstein relation, E = hc/λ, gives a simplified expression for the
radiation energy emitted and the undulator parameter:

E ≈ 0.9496 · E2
e

λu

(
1 + K2

u

2 + γ2θ2
e

) (3.7)

Ku ≈ 0.9337 ·B · λu (3.8)
where E is in keV, λu is in cm, and Ee and B have the same units as in Eq. 3.4.

The electrons will lose energy due to the emission of radiation. This loss of energy
can be restored by a radio frequency (RF) cavity, which gives a small energy boost
to the electrons. The RF cavity also separates the electrons in the storage rings into
bunches. The length of these bunches defines the pulse duration of the emitted X-
ray radiation, which is typically on the order of 100 ps [63, 64]. To perform TRXD
experiments, the pump beam must be synchronized to a given bunch in the storage
ring. Storage rings can be operated in different modes to increase the number of
electrons in a given bunch: single-bunch mode, multi-bunch mode and hybrid mode
[65]. In single-bunch mode, there is only one bunch of electrons in the storage ring.
The multi-bunch mode is the normal mode of operation, but the number of bunches
can be reduced, e.g., 4 bunches or 16 bunches at the European Synchrotron Radiation
Facility (ESRF) in Grenoble [66]. The hybrid mode is a combination of single-bunch
mode and multi-bunch mode. In this mode, a single bunch is isolated by a large gap
from the rest of the bunches [60].

Part of this work was carried out at beamline D611 at MAXLAB (Paper II). The
synchrotron radiation was generated by a bending magnet, and the bunch duration
in the MAX II storage ring was 600 ps. A temporal resolution as high as 2 ps was
achieved using a streak camera, as described in Section 3.2.5.

3.2.3 Free-electron lasers
The free-electron laser (FEL) is a unique source that provides coherent X-rays with
a pulse duration on the order of tens of femtoseconds. In FELs, the electrons are
generated from a photocathode by an ultrashort laser pulse. The kinetic energy of
the electrons is increased to the GeV range in a linear accelerator. Bunch compressors
are used to shorten the length of the electron bunch, providing emitted radiation with
a short pulse duration. For instance, the pulse duration of the Linac Coherent Light
Source (LCLS) at the SLAC National Accelerator Laboratory in Stanford is on the
order of 100 fs [67, 68].
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As mentioned in the previous section, the undulator radiation suffers from inter-
ference effects when Ku ≤ 3. The length of the undulators at storage rings is usually
a few meters. In FELs, the length of the undulators is much longer, for example, 60
m at the SwissFEL [69] and 130 m at the LCLS [67]. When an electron bunch enters
the undulators, radiation will be emitted, which will modulate the electron bunch into
micro-bunches [70]. The radiation from each micro-bunch is phase aligned, giving a
very high peak intensity. This is called self-amplified spontaneous emission [70]. The
photon flux of FELs is in the range of 1012–1014 photons/s [67, 69]. The repetition
rate of FELs is much lower than that of storage rings: for example, 30 Hz at the
SPring-8 Angstrom Compact free electron LAser (SACLA) [71], 120 Hz at the LCLS
[67] and 100 Hz at the SwissFEL [69]. Taking the repetition rate into account, the
number of photons per pulse at FELs is in the range of 1010–1011, which is 5–6 orders
higher than the number of photons per pulse at storage rings.

3.2.4 Incoherent short-pulse facilities
From the previous section, it was clear that FELs are attractive as they can provide
short X-ray pulses with high photon flux. However, there are only a few hard X-
ray FELs worldwide, and competition for beamtime is very high at these facilities.
Incoherent short-pulse facilities offer an alternative for generating X-ray pulses with a
similar photon flux to that of storage rings, and similar pulse duration to that of FELs.
As in the case of FELs, a linear accelerator is used to provide short electron bunches,
which are passed through an undulator (5–10 m) generating X-ray pulses with a pulse
duration of ∼100 fs. This concept was tested at the Sub-Picosecond Photon Source
(SPPS) in Stanford, where 80-fs X-ray pulses were generated with 3 × 107 photons
per pulse [72]. The SPPS was closed in 2006 for the construction of the LCLS.

The FemtoMAX beamline at the short-pulse facility of the MAX IV Laboratory
was designed using the similar concept to the SPPS to provide incoherent X-ray pulses
with a pulse duration <100 fs (Paper I). Two experiments, which are included in this
thesis, were carried out as part of the commissioning of the FemtoMAX beamline. The
electron bunches are generated with a photo-cathode gun and accelerated to 3 GeV
in a linear accelerator [73]. Two bunch compressors are used to reduce the duration
of the electron bunch to < 100 fs [74]. The X-ray radiation is generated by a 10-m-
long in-vacuum undulator. The FemtoMAX beamline is equipped with two kinds of
monochromators, a double-crystal monochromator and a multilayer monochromator,
for monochromatization of the X-ray energy.

The double-crystal monochromator has a bandwidth of 4 × 10−4. Figure 3.11
shows a monochromator scan using a double-crystal monochromator, which employs
InSb (111) reflection. The instant charge was measured at different monochromator
angles, and is shown in Figure 3.11(a), where three peaks are visible at 27.5◦, 13.7◦
and 8.9◦. These monochromator angles can be converted to photon energies using
Bragg’s law, as shown in Figure 3.11(b), and correspond to energies of 3.6 keV, 7.0
keV and 10.7 keV. These three peaks are the fundamental peak, the second harmonic
and the third harmonic of the undulator spectrum. To convert the instant charge
to the number of photons per pulse, the electron-hole pair creation energy must be
taken into account. In this scan, a silicon detector was used, and the electron-hole
pair creation energy for silicon is 3.7 eV, which means that an X-ray photon with an
energy of 3.7 keV can create 1000 electron-hole pairs, and contribute 1.6 × 10−16 C
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to the instant charge. The detector had a gain factor of 1000. Using the gain factor
and the electron-hole pair creation energy of the detector, allows the instant charge
in Figure 3.11(a) to be converted into the number of photons per pulse, as shown
in Figure 3.11(b), where it can be seen that the number of photons per pulse of the
fundamental peak is ∼2.5 × 105, with a bandwidth of ∼100 eV. Since a higher-energy
photon creates more electron-hole pairs than a lower-energy photon, the number of
photons per pulse for the third harmonic is similar to that for the second harmonic,
despite the fact that the instant charge of the third harmonic is almost a factor of 2
higher than that of the second harmonic (Figure 3.11(a)).

Figure 3.11: Monochromator scan using a double-crystal monochromator to obtain the
undulator spectrum.

Figure 3.12: Monochromator scan using a multilayer monochromator to obtain the undu-
lator spectrum.

A multilayer monochromator can be used to increase the photon flux. Figure 3.12
shows a monochromator scan using a multilayer monochromator that consists of Ni and
B4C, with a d spacing of 39.5 Å and a bandwidth of < 2% (Paper I). As the d spacing is
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known, the monochromator angle (Figure 3.12(a)) can be converted to photon energy
(Figure 3.12(b)). It can be seen from Figure 3.12(b) that the fundamental peak is at
3.6 keV, and the second harmonic is at 7.0 keV, as in Figure 3.11(b). The number of
photons per pulse can be calculated from the instant charge, using a similar approach
to that described above. Comparing Figure 3.12(a) and Figure 3.11(a) shows that
the instant charge from a multilayer monochromator is approximately two orders
of magnitude higher than that from a double-crystal monochromator, and thus the
multilayer monochromator delivers a much higher photon flux than the double-crystal
monochromator. The number of photons per pulse of the fundamental peak in Figure
3.12(b) is ∼2 × 107, showing that the design specification of the FemtoMAX beamline
has been achieved (Paper I). The FWHM of the fundamental peak in Figure 3.12(b)
is ∼330 eV.

A pair of harmonic rejection mirrors was implemented to suppress the higher har-
monics, as higher photon energies have smaller critical angles for specular reflection.
These two mirrors are mounted parallel at an adjustable angle. Since the fundamental
energies have larger critical angles, these energies can be reflected by the mirrors, while
the higher harmonics will penetrate into the substrate of the mirrors. This allows a
higher photon flux to be obtained than with the multilayer monochromator.

3.2.5 Achieving high temporal resolution at storage rings

Although the pulse duration at storage rings is hundreds of picoseconds, several tech-
niques and devices have been developed to achieve high temporal resolution, such as
low-alpha mode, femtoslicing, streak cameras and X-ray switches. Figure 3.13 illus-
trates where these techniques/devices are employed at a storage ring.

Figure 3.13: Schematic showing where different techniques/devices can be used to achieve
high temporal resolution at storage rings.
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Low-alpha mode
The length of an electron bunch in a storage ring is described by a momentum com-
paction factor, denoted alpha (α) [75]. Since the X-ray pulse duration is determined
by the length of the electron bunch, one way to achieve short X-ray pulses is to reduce
alpha, which means compressing the electron bunch along the longitudinal direction.
This can be done by reducing the number of electrons and optimizing the operating
parameters of the storage rings. In the low-alpha operation mode, the length of the
electron bunch can be reduced to a few ps [76, 77].

Femtoslicing
The femtoslicing technique is based on energy modulation of the electron bunch at
storage rings. It consists of three steps: energy modulation, pulse separation, and
X-ray radiation [78]. In the first step, a femtosecond laser pulse copropagates with
the electron bunch through an undulator/wiggler (the "modulator"). The electric field
of the laser pulse induces energy modulation of the electron bunch and produces off-
energy electrons in the transverse direction of the main electron bunch [79]. In the
second step, dipole magnets are used to separate the main electron bunch and the off-
energy electrons spatially or angularly [80]. While passing through a second undulator
("radiator"), the main electron bunch and the off-energy electrons will emit long-pulse
and short-pulse radiation, respectively. Due to the spatial or angular separation, the
long-pulse radiation can be blocked by apertures, while the short-pulse radiation can
pass through the apertures and continue to propagate towards the sample station.
Since the off-energy electrons can only be created during the femtosecond laser pulse,
the short-pulse radiation will have a pulse duration of ∼100 fs [81–83]. The electron
bunch is modulated in both the femtoslicing technique and in FELs; the difference
being that the femtoslicing technique slices only a small portion electrons from the
original electron bunch, whereas in FELs the whole electron bunch is modulated into
micro-bunches.

X-ray switches
Low-alpha operation and the femtoslicing method produce short X-ray pulses by ma-
nipulating the electron bunches in the storage ring. This will have various effects
on other beamlines at the storage ring. An X-ray switch can be implemented at a
specific beamline to produce short X-ray pulses without influencing the activities at
other beamlines.

An X-ray switch can be used during standard operation of a storage ring, which
means normal photon flux. The principle of this device is to temporally switch the X-
ray diffraction efficiency of a crystal lattice at a fixed Bragg angle using an ultrashort
laser pulse [84]. Figure 3.14 shows a sketch of the gate response of an X-ray switch.
At the beginning of the X-ray pulse, the crystal lattice does not match the Bragg
condition, so the X-ray diffraction efficiency is suppressed and the switch is in the
"OFF" state. The crystal lattice can be perturbed using a laser pulse to match the
Bragg condition during a short period, during which the switch gives a gate diffraction
signal ("ON" state). After the crystal lattice relaxes to its equilibrium state, the switch
returns to the "OFF" state.
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Figure 3.14: A sketch of the gate response of an X-ray switch. The blue curve represents
a typical X-ray pulse, and the red curve the response curve of the X-ray switch.

The so-called PicoSwitch can be used as an X-ray switch [85]. The PicoSwitch
consists of a thin transparent dielectric layer (cap layer), a thin metallic layer, and
a transparent substrate [86]. A femtosecond laser pulse is used to induce a transient
response in the PicoSwitch. The laser pulse energy is deposited in the metallic layer,
which launches compression waves into both the cap layer and the substrate. The
compression wave propagating in the cap layer will be reflected at the surface and
become an expansion wave, propagating into the substrate. These waves modulate
the lattice parameters of the substrate, thus temporally affecting the X-ray diffraction
efficiency.

A photo-acoustic transducer has also been proposed as an X-ray switch by mod-
ulating the phonon spectrum of a semiconductor [87]. The performance of an X-ray
switch based on a Au/InSb transducer (Paper III) is discussed in detail in Section 5.2.

Streak cameras
A streak camera is a fast detector that converts a short temporal signal into space.
Streak cameras have been widely used over a large range of wavelengths, from the
UV to the X-ray range [88–90]. The temporal resolution varies from picoseconds to
attoseconds [91–95].

Figure 3.15: Schematic of a streak camera.
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In this section, the basic principles of an X-ray streak camera, which formed part
of the experimental setup described in Paper II, will be discussed. This streak camera
works in the hard X-ray range, and provides a time resolution of 3 ps. Figure 3.15
shows a schematic of the streak camera. The scattered X-ray pulse excites a photo-
electron bunch from a photo-cathode. This photo-electron bunch is accelerated by a
high voltage, and propagates through a pair of sweep plates. A voltage ramp is applied
to the sweep plates. While passing through the sweep plates, the photo-electron
bunch will be deflected by the varying voltage. The electrons generated earlier will
move upwards due to the negative voltage, and the electrons generated later will be
deflected downwards by the positive voltage. After passing between the sweep plates,
the photo-electron bunch will become streaked in space. The streaked photo-electron
bunch is focused by a magnetic lens, amplified by a pair of microchannel plates (MCP)
and then projected onto a phosphor screen. A CCD camera is used to capture the
streaked signal.

The time resolution of the streak camera is determined by the energy spread of
the photo-electron bunch. A UV beam was used to characterize the time resolution of
the streak camera, as shown in Figure 3.16(a). A fused silica glass plate was inserted
into the UV beam path. The refractive index of fused silica is different from that of
air, thus light has different propagation times in these two media. As illustrated in
Figure 3.16(a), the fused silica glass plate splits the UV beam into two parts in time,
which consequently generates two photo-electron bunches and thus two spots on the
phosphor screen. Figure 3.16(b) shows the lineouts of these two spots along the time
axis, which corresponds to the time axis in Figure 3.16(a). The distance between the
two peaks results from the difference in propagation time induced by the glass plate.
The pixels on the CCD camera can then be time calibrated using the distance between
the two peaks. The time resolution of the streak camera is given by the FWHM of
the peaks, as shown in Figure 3.16(b).

Figure 3.16: (a) Setup used to measure the time resolution of the streak camera. The dashed
box omits the anode, the sweep plates, the magnetic lens, and the MCPs. (b) Estimation of
the time resolution of the streak camera.

Figure 3.17 shows the X-ray diffraction signal from a laser-excited InSb crystal
using the streak camera. It can be seen that dynamic information can be acquired
from −50 ps to 300 ps within one X-ray pulse that has a duration of a few hundred
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picoseconds.

Figure 3.17: X-ray diffraction signal acquired with an X-ray streak camera.

3.3 Time-resolved electron diffraction

The maximum energy of X-rays provided by synchrotron storage rings and FELs is∼30
keV [96]. This photon energy corresponds to a wavelength of ∼0.4 Å, which indicates
a spatial resolution of the same order. A complementary method that can be used
to study structural dynamics on the atomic-scale and with femtosecond resolution
is time-resolved electron diffraction (TRED). In TRED experiments, the energy of
the electrons can reach tens of keV using a DC voltage [16], or a few MeV using RF
acceleration [17]. In this way, the wavelength of the electrons can be significantly
reduced. For instance, if an electron has an energy of 3 MeV, its wavelength is only
0.4 pm, which is two orders of magnitude less than that of X-ray photons. The basic
principle of electron diffraction is also described by Bragg’s law. Since the wavelength
of the electrons is shorter in electron diffraction experiments than in X-ray diffraction
experiments, the Bragg angle will be smaller.

Figure 3.18: Schematic of a typical TRED setup.

Figure 3.18 shows a TRED experimental setup developed by our group [11]. The
electrons are generated by a UV beam (266 nm) and accelerated by a DC voltage
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(−58 kV). The electrons are then focused by a magnetic lens and propagate towards
a sample grid, where multiple thin samples can be mounted. The thickness of the
samples is usually tens of nm. The samples can be excited by a pump laser with a
pulse duration of 40 fs. The electron beam hits the photo-excited sample and will be
diffracted. The diffracted electron beam propagates towards a MCP, which amplifies
the diffracted signal. The amplified electron signal is projected onto a phosphor screen,
and the diffraction pattern on the phosphor screen is captured by a camera. A beam
stop is mounted between the sample grid and the MCP in order to block the direct
beam while applying high voltages to the MCP and the phosphor screen. The number
of electrons per pulse is ∼1500, which gives a pulse duration of <400 fs [97]. A delay
stage (not shown in Figure 3.18) is used to vary the difference in arrival time between
the UV beam and the pump beam.

Figure 3.19 shows a diffraction image acquired from a natural graphite sample
using the setup illustrated in Figure 3.18. The letters A-E denote the (100) reflection
with six-fold symmetry, which arises from the hexagonal lattice structure of graphite
(Figure 2.6(b)). The sixth diffraction spot is blocked by the beam stop.

Figure 3.19: Electron diffraction pattern from a natural graphite sample.

When setting up a TRED experiment, it is critical to identify time zero, at which
the laser (pump) beam and the electron (probe) beam arrive at the sample position at
the same time. A copper grid is used to define time zero. The images of the electron
beam transmitted from the copper grid without and with laser excitation are shown
in Figure 3.20(a) and 3.20(b), respectively. The transmitted electron beam becomes
blurred as a result of laser excitation (Figure 3.20(b)), compared to the unperturbed
electron beam (Figure 3.20(a)). This is because the copper grid emits electrons upon
laser excitation. These electrons will deflect the electron beam that is generated by
the UV beam [98, 99]. The copper grid can be clearly seen in Figure 3.20(c), after
subtracting Figure 3.20(a) from Figure 3.20(b). The interaction between the emitted
electrons and the UV-generated electron beam contributes to the positive intensity in
Figure 3.20(c).
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Figure 3.20: Images of the electron beam transmitted from a copper grid: (a) without laser
excitation; (b) with laser excitation. The difference image in (c) is obtained after subtracting
(a) from (b).

Figure 3.21: A delay scan of the integrated intensity in the selected areas shown in Figure
3.20(a). Red and blue curves correspond to the images acquired with and without laser
excitation, respectively.

In order to follow the dynamic response of the copper grid, a delay stage was used
to make a time scan and acquire a series of images. Six areas were selected in each
image, and the intensity of each area was integrated. The six areas are indicated by
the black squares in Figure 3.20(a). The variation in intensity is shown as a function of
time in Figure 3.21. All six areas selected in the images acquired with laser excitation
gave a rise time of ∼20 ps (the red curves). Laser-induced blurring lasted for ∼100
ps, which can also be seen in Figure 3.21. Thus, time zero can be estimated with a
precision of a few picoseconds using the copper grid. In an actual experiment, time
zero can be determined more accurately by monitoring the response of the sample
upon laser excitation.
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Chapter 4

Modelling & Simulations

In this chapter, the models used to explain the experimental results included in this
thesis will be discussed. Two sets of simulation codes that can be used to reproduce
the strain profile after ultrashort laser excitation are introduced. In the last section
of this chapter, a diffraction code is introduced, and some applications related to the
work described in this thesis are discussed.

4.1 Two-temperature model

The modification of the phonon spectrum and the generation of pressure waves were
discussed in Chapter 2. Both of these are related to the generation and propagation
of strain in solids. To interpret the mechanism of strain generation, a model called
the two-temperature model is used to simulate the evolution of the temperature and
the strain in solids.

The two-temperature model treats the lattice and the electrons as two systems.
The laser pulse energy is first deposited in the electron system, which takes place
within the laser pulse duration, on the femtosecond time scale. The temperature
of the electron system increases rapidly, by thousands of Kelvins, depending on the
excitation fluence. The heat energy from the electron system is then transferred to
the lattice system via electron-phonon scattering processes [100, 101]. The electron
system and the lattice system will reach thermal equilibrium on the time scale of ∼10
ps. Eq. 4.1 describes the temperature evolution of the electron system and the lattice
system:

AeTe
∂Te(t, z)

∂t
= ∂

∂z

(
ke
Te
Tl

∂Te(t, z)
∂z

)
−G× (Te(t, z)− Tl(t, z)) + S(t, z)

Cl
∂Tl(t, z)

∂t
= G× (Te(t, z)− Tl(t, z))

(4.1)

In Eq. 4.1, Ae and Cl denote the electronic heat capacity and the lattice heat capacity,
Te and Tl are the electron temperature and the lattice temperature, ke is the electronic
thermal conductivity, and G is the electron-phonon coupling factor. S(t, z) is the
initially deposited laser power per unit volume as a function of time t and depth z,
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and is defined as:

S(t, z) = Fabs
τpζ

e−
z
ζ e
− t2
τ2
p (4.2)

where Fabs is the absorbed laser fluence, τp is the laser pulse duration, and ζ is the
optical absorption depth. The simulation codes used in this work are one-dimensional
codes.

A toolbox called udkm1Dsim was used to simulate the strain profile and the tran-
sient X-ray diffraction efficiency [102, 103] in experiments with low laser excitation
fluence, i.e., below the damage threshold of the samples. The udkm1Dsim toolbox
implements the two-temperature model, and it can simulate the temperature evolu-
tion in one-dimensional crystalline structures after laser excitation. After obtaining
the temperature profile of the crystal structures, the thermal strain can be calculated
using the linear thermal expansion coefficient.

Figure 4.1 shows an example of the temperature evolution in a Ni film simulated
with the udkm1Dsim toolbox. The lineouts represent the temperature evolution of
the electron system and the lattice system of a Ni film with an excitation fluence of
4 mJ/cm2. It can be seen that the electron temperature increases instantaneously
to ∼1800 K after laser excitation, while the lattice temperature remains at room
temperature. The electron temperature then decreases to ∼500 K within the first 5
ps, during which time the lattice temperature starts to increase, and the two systems
reach thermal equilibrium.

Figure 4.1: The evolution of the electron temperature and the lattice temperature of a Ni
film after laser excitation. The absorbed laser fluence is 4 mJ/cm2.

It can be seen from Eq. 4.1 that the electron-phonon coupling factor, G, plays an
important role in the transfer of energy from the electron system to the lattice system.
It can be used to describe the electron diffusion in metallic films. A small electron-
phonon coupling factor means the energy will be retained in the electron system for
a longer time, and the electrons can diffuse further into the material (strong electron
diffusion). A large electron-phonon coupling factor, on the other hand, means that
the energy will be transferred rapidly from the electron system to the lattice system,
i.e., weak electron diffusion. Figure 4.2 shows the results of simulations of electron
diffusion in a Ni film using the two-temperature model with two different electron-
phonon coupling factors, where it can be seen that the electron diffusion is stronger
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with a smaller electron-phonon coupling factor (Figure 4.2(a)) than with a higher
electron-phonon coupling factor (Figure 4.2(b)).

Figure 4.2: Electron temperature evolution of a Ni film after laser excitation with an
electron-phonon coupling factor of (a) G = 9 × 1016 W/(m3· K) , and (b) G = 36 × 1016

W/(m3· K). The absorbed laser fluence is 4 mJ/cm2.

4.2 Hydrodynamic simulation

The udkm1Dsim toolbox can only solve the temperature evolution of the structures
when they are in the solid state. It cannot handle structural changes that involve solid-
to-liquid transitions. In this case, a one-dimensional hydrodynamic code (ESTHER)
can be used to simulate the response of the crystal structures when the laser excitation
fluence is above the damage threshold of the material [104, 105]. This hydrodynamic
code uses the two-temperature model to determine the temperature profile of the
electron system and the lattice system, and solves the evolution of the mass density
of the materials [106].

Figure 4.3: Evolution of mass density of a graphite crystal after laser excitation with a
fluence of 400 mJ/cm2.

Figure 4.3 shows the mass density evolution of a graphite crystal with an excitation
fluence of 400 mJ/cm2, which is above the damage threshold (185 mJ/cm2) [107].
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It can be seen that the upper layer (∼50 nm, shaded blue) is ejected after laser
excitation, resulting in a density lower than the normal density of graphite. The
orange area corresponds to the normal density of graphite (2.26 g/cm3), and the red
area indicates the compressed region of the graphite crystal.

The change in mass density will result in a variation in the volume, which, in the
one-dimensional case, is the change in length (strain). Therefore, the strain map can
be extracted from the mass density map, as shown in Figure 4.4. The strain in the
surface layer is positive, which corresponds to the ejection of the upper layer. The
blue shaded region in Figure 4.4 represents negative strain, or compressive strain. It
can be seen that compressive strain propagates in the graphite lattice as a function
of time. Moreover, the slope of the blue area indicates the velocity of the pressure
waves. The hydrodynamic simulations are compared with the experimental results
for an Al/InSb transducer and a natural graphite crystal in Chapter 5, in order to
provide a detailed understanding of pressure wave generation and evolution.

Figure 4.4: Evolution of strain in a graphite crystal after laser excitation with a fluence of
400 mJ/cm2.

4.3 Two-dimensional diffraction patterns

For phonon studies, it is possible to focus on only one Bragg reflection, and measure
the variation in intensity within the vicinity of the Bragg peak as a function of time.
However, for large-amplitude strain wave studies, the internal pressure (stress) has
the potential to induce lattice rearrangement or disordering. Therefore, it is necessary
to cover a large portion of reciprocal space in order to capture the occurrence of new
Bragg peaks or the disappearance of existing ones. In this case, a large detector
is usually used to acquire two-dimensional diffraction patterns. A diffraction code
was used in this work to simulate the two-dimensional diffraction patterns of single
crystalline structures [108].

In Section 3.1.2, it was pointed out that the azimuth rotation is important for non-
coplanar reflections in order to fulfil Bragg’s law. It is impossible to observe all the
allowed Bragg reflections without azimuth rotation of the single crystalline sample.
The two-dimensional diffraction code used in this work has no constraints regarding
the azimuth angle. Therefore, it is able to calculate all the allowed Bragg reflections
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based only on the structure factors, and provides the azimuth angle as an output. This
is convenient for experiments, as it is easy to find different reflections by comparing
their azimuth angles.

Figure 4.5 shows a comparison between the simulated results and an experimental
diffraction image from a highly oriented pyrolytic graphite (HOPG) sample. This sam-
ple has different single crystalline grains. All these grains have the same surface normal
([001]) but different azimuth orientations [109]. Due to the multiple azimuth orienta-
tions, all the allowed Bragg reflections can be seen. The blue dots were generated by
the diffraction code, and they coincide well with the experimental results, indicated
by the yellow spots. The white dashed lines represent the q values of graphite. The q
values are defined as:

q = 4π
λ
· sin θ (4.3)

where λ is the wavelength of the incident X-ray beam, and θ is the scattering angle of
the Bragg reflections. The diameter of the q circles on the detector is defined by the q
values and the distance between the sample and the detector. Therefore, the q values
can be used to calibrate the sample–detector distance in experiments.

Figure 4.5: Comparison between the simulated pattern and the experimental diffraction
pattern of a highly oriented pyrolytic graphite sample. The bright yellow spots indicate the
experimental patterns. The blue dots were generated by the diffraction code, and the white
dashed lines represent the q values of graphite.

The diffraction code requires the atomic positions and lattice constants as input.
The two-dimensional diffraction pattern will change if the basic parameters of crystal
lattice deviate from their normal values. Therefore, the diffraction code can be used
to investigate the structural changes in a crystal lattice.

Figure 4.6 shows the two-dimensional diffraction patterns from a perfect graphite
lattice and a strained graphite lattice with 10% compression along the [001] axis. The
Miller indices of the diffraction spots are (10l) (l = 0, 1, 2, 3) from the bottom to the
top. The mirror symmetry of the diffraction spots is due to the six-fold symmetry of
the hexagonal lattice system. It can be seen in Figure 4.6(a) that all the diffraction
spots for the perfect graphite lattice fall on the q rings, which correspond to the static
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(10l) (l = 0, 1, 2, 3) Bragg reflections. When the [001] axis of the graphite lattice is
compressed by 10%, the diffraction spots deviate from the static q rings, as can be seen
in Figure 4.6(b). This is because when the lattice is compressed, the scattering angle
will increase to fulfil Bragg’s law (Eq. 3.1). According to Eq. 4.3, the q value for the
compressed lattice will increase as the scattering angle increases, and the diffraction
spots deviate upwards in Figure 4.6(b).

Figure 4.6: Diffracted intensity from a graphite crystal: (a) with no strain; (b) with 10%
compressive strain.

Figure 4.6 shows the results with a constant strain component, but a set of variable
strain components can be used in the diffraction code to monitor the change in the
diffraction pattern. Figure 4.7(a) shows the two-dimensional diffraction pattern from
a graphite crystal with the linear strain profile illustrated in Figure 4.7(b). It can be
seen in Figure 4.7(a) that the linear strain profile induces a streak in the diffraction
pattern. The streak becomes more elongated for Bragg reflections with higher q values.
For the graphite lattice, the d spacing for the (10l) family is given by:

1
d2

10l
= 4

3 ·
h2 + hk + k2

a2
1

+ l2

a2
3

= 4
3a2

1
+ l2

a2
3

(4.4)

where a1 and a3 are lattice constants, and h = 1, k = 0 and l are the Miller indices.
From Eq. 4.4, it can be seen that the Bragg reflection with a higher value of l is
more sensitive to changes in the lattice constant a3, which is consistent with the
streaks in Figure 4.7(a). Since the streak for the (103) reflection is much longer than
that for the (100) reflection, better resolution can be obtained by analyzing the (103)
reflection. The diffraction code has been used together with hydrodynamic simulations
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to characterize the pressure waves in graphite upon intense laser excitation (see Section
5.4).

Figure 4.7: (a) Diffracted intensity from a graphite crystal, with a linear strain profile as
shown in (b).
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Chapter 5

Results

In this chapter, the main results of the five experiments in which different structural
dynamics in solids were studied, are presented. These five experiments can be divided
into two categories. The first two experiments were carried out with a laser excitation
fluence below the damage threshold of the samples. The electron diffusion in a Ni film
was studied, and the performance of a Au/InSb X-ray switch was characterized. The
third and the fourth experiments were performed with a laser excitation fluence higher
than the damage threshold of the samples. In these two experiments, pressure waves
were studied in an Al/InSb transducer and a graphite crystal. The last experiment
was also carried out with a laser excitation fluence above the damage threshold. In
this experiment, non-thermal melting in InSb was studied, and the potential use of
non-thermal melting as a timing monitor is discussed.

5.1 Electron diffusion in nickel

This experiment was carried out to investigate how electron diffusion modifies the heat
deposition profile in a Ni film after irradiation with femtosecond IR laser pulses (Paper
II). The tabulated optical absorption depth in Ni is 17.6 nm for a laser wavelength
of 800 nm [110]. The energy deposition depends on the electron diffusivity and the
electron-phonon coupling. Therefore, the two-temperature model was used to interpret
the experimental results and to characterize the electron diffusion in the Ni film.

This experiment was carried out at the D611 beamline at the MAX II storage ring.
The experimental setup is shown in Figure 5.1. The sample consisted of a 150-nm Ni
film coated on a 525-µm InSb substrate. A Ti:sapphire laser was employed to provide
ultrashort laser pulses with a duration of 43 fs, at a central wavelength of 800 nm.
The pulse energy of the laser was 2.4 mJ, at a repetition rate of 4.25 kHz. The laser
beam was split into three parts: the first part was used to excite a photo-conductive
switch (PC switch) to trigger the detector (streak camera), the second part was passed
through a tripling stage to generate UV light that was used for time calibration, and
the third part was used as the pump beam to excite the sample. The laser excitation
fluence was 4 mJ/cm2. The sample was probed using X-ray pulses with a duration of
600 ps at a photon energy of 4.5 keV. The diffracted X-ray signal was acquired in a
streak camera with a time resolution of 3 ps.
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Figure 5.1: Schematic of the experimental setup used to investigate electron diffusion in a
Ni film.

The relative intensity was obtained by dividing the diffracted X-ray intensity with
laser excitation by that without laser excitation, as shown in Figure 5.2(a). The
experimental data shown in Figure 5.2(a) are the average of four measured datasets,
and each dataset contained 400 000 X-ray pulses. The standard deviation of the four
measured datasets was used as the experimental error. Since the strain wave travels
at the longitudinal speed of sound, it takes 25 ps for the strain waves to propagate
through the Ni film. Therefore, the decrease in the X-ray reflectivity starts after 25 ps.
Two models were used to simulate the strain generation in order to interpret the initial
decrease in the experimental data. In the first model, a tabulated optical absorption
depth of 17.6 nm [110] was used to describe the energy deposition profile based on
the Thomsen model without considering electron diffusion. As can be seen in Figure
5.2(a), the results obtained with this model (dotted blue curve) do not agree with the
experimental data, as the initial decrease is steeper than that observed experimentally.
The two-temperature model, which was used as the second model, provides a much
better fit (dashed red curve) to the experimental data with the same optical absorption
depth. The electron-phonon coupling factor was defined as a free parameter, and the
best fit was obtained at a value of 9 × 1016 W/(m3· K).

The amplitude of the strain pulse can be extracted from the derivative of the X-ray
reflectivity on the short time scale and for sufficiently small strains. A short time scale
means the period of the initial decrease in the X-ray reflectivity (∼30 ps), and suffi-
ciently small strain means that the change in X-ray reflectivity is approximately linear
with strain. Figure 5.2(b) shows the strain pulse obtained experimentally and from
simulations. The simulation without electron diffusion predicts a narrow strain pulse,
while the two-temperature model provides a broader strain pulse, in better agreement
with the experimental data. This means the heat deposition profile expands deeper
into the material, as illustrated in Figure 5.3. When the Ni film is illuminated by
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Figure 5.2: (a) Normalized X-ray reflectivity as a function of time. The experimental data
are represented by the solid black curve, and the gray shaded area shows the experimental
error. The dotted blue curve shows the results of the simulation without electron diffusion.
The dashed red curve shows the simulation obtained with the two-temperature model. (b)
Strain pulse amplitude extracted from the derivative of the normalized X-ray reflectivity
(solid black curve). The dotted blue curve shows the derivative of the simulated reflectivity
obtained without considering electron diffusion, and the dashed red curve that obtained from
the two-temperature model (Paper II).

a femtosecond laser pulse, the energy is first deposited within the optical absorption
depth, as shown in Figure 5.3(a). During relaxation of the electron-phonon scatter-
ing, the diffusive motion of the hot electrons transfers the energy beyond the optical
absorption depth, as shown in Figure 5.3(b).

Figure 5.3: Illustration of heat deposition in Ni film after laser excitation without electron
diffusion (a), and the two-temperature model (b). The black dotted line in (b) indicates the
same depth in (a).

This experiment thus showed that TRXD can be used to study the electron diffu-
sion in a metallic film, and to characterize the electron-phonon coupling factor together
with the two-temperature model.
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5.2 Modification of the phonon spectrum: an X-ray switch

In this section, a photo-acoustic transducer with the ability to reduce the pulse dura-
tion of the X-ray pulse to 20 ps is described (Paper III). This experiment was carried
out at the FemtoMAX beamline at the MAX IV Laboratory. The experimental setup
is shown in Figure 5.4.

Figure 5.4: Schematic of the experimental setup used in the Au/InSb X-ray switch exper-
iment. The red shaded area in the Au film indicates the energy deposition volume of the
laser pulses, and the green curve represents the strain wave propagating through the InSb
substrate.

The sample consisted of a 60-nm Au film coated on an InSb substrate. The sample
was illuminated with laser pulses with a duration of 60 fs, at a central wavelength of
800 nm. The angle of incidence of the laser beam was 50◦. The dynamic processes
taking place in the InSb substrate were probed using X-ray pulses with a duration
of 2 ps. The angle of incidence of the X-ray beam was 19.32◦. A CCD camera was
used to measure the X-ray diffraction efficiency of the InSb (111) crystalline plane at
different time delays between the laser pulse and the X-ray pulse.

The two-temperature model was used to simulate the strain generation in the
Au/InSb transducer. Upon laser excitation, the energy of the laser pulse is deposited
in the electron system of the Au film. Due to the weak electron-phonon coupling in Au,
the energy deposition profile is almost uniform throughout the whole film thickness,
and the Au film is heated uniformly through its entire thickness. This heating leads to
a uniform stress, which is released by thermal expansion of the Au film. A compressive
strain wave is thus generated, which propagates into the InSb substrate. At the
same time, two expansion waves are generated at the vacuum/gold interface and the
gold/InSb interface, respectively. Figure 5.5(a) shows the compression component in
the InSb substrate, and the two expansion strain waves in the Au film at a time delay
of 5 ps after laser excitation. These two expansion waves counter-propagate in the Au
film and are reflected multiple times at the interfaces. The multiple reflections of the
expansion strain waves create a series of strain echoes in the InSb substrate. Figure
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5.5(b) and 5.5(c) show the travelling strain echoes at time delays of 150 ps and 250 ps,
respectively. The red arrow in Figure 5.5(c) indicates one period of the strain echoes.

Figure 5.5: Strain profile at different time delays: (a) 5 ps, (b) 150 ps, (c) 250 ps. The
gold shaded area indicates the Au film and the gray shaded area the InSb substrate. The
periodicity of the strain echoes is 145 nm, indicated by the red arrow in (c). The X-ray
diffraction efficiency is shown as a function of time and energy offset in (d). The dot-dashed
line indicates the energy offset (−8.2 eV) required to obtain an isolated peak along the time
axis in the X-ray diffraction curve. The absorbed laser fluence was 4 mJ/cm2. The thickness
of the Au film was 60 nm.

The TRXD efficiency can be calculated from the strain profile as a function of time
and energy offset, and is shown in Figure 5.5(d). The X-ray diffraction efficiency has
an isolated peak along the time axis at an energy offset of −8.2 eV, as indicated by
the dot-dashed line in Figure 5.5(d), while oscillations after this peak are suppressed.
The TRXD efficiency of the Au/InSb switch obtained from both experimental mea-
surements (solid black curve) and the two-temperature model (dot-dashed red curve)
is shown in Figure 5.6(a). The experimental data were measured at an energy offset
of −8 eV. A sharp peak was observed at a time delay of 50 ps, and the FWHM of
this peak was 20 ps. The TRXD efficiency at the peak was 8%. As can be seen from
this figure, good agreement was obtained between the experimental data and the sim-
ulation. To illustrate the application of the Au/InSb switch, the experimental X-ray
diffraction curve was multiplied by a Gaussian profile with a pulse duration of 100 ps.
The Gaussian profile and the resulting curve are shown in Figure 5.6(b). This means
that the incoming 100-ps Gaussian pulse could be reduced to 20 ps at a time delay of
50 ps after laser excitation. The performance of an X-ray switch is usually character-
ized by two factors: the temporal response and the temporal contrast. The temporal
response is given by the FWHM of the X-ray diffraction curve. The temporal contrast
is defined as:

C0,∞ = ηmax − η0,∞

η0,∞
(5.1)

where η is the X-ray diffraction efficiency, and the subscripts 0, ∞ and max denote
before, after and at the maximum of the peak, respectively. The temporal contrast
of the Au/InSb switch proposed here is C0 = 9 and C∞ = 4.
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Figure 5.6: (a) The TRXD efficiency obtained experimentally (solid black curve) and from
simulation (dot-dashed red curve). (b) Multiplication of the TRXD curve with a 100-ps
Gaussian pulse (Paper III).

The film thickness influences the energy offset of the first cancellation in the phonon
spectrum, so a faster switch with a shorter temporal response can be obtained by
reducing the film thickness. However, this will reduce the temporal contrast. Figure
5.7 shows the results of a simulation for a Au/InSb switch with a film thickness of 35
nm. The periodicity of the strain echoes is 85 nm (Figure 5.7(a)-(c)), which is shorter
than that in Figure 5.5(a)-(c). The strain echoes in Figure 5.7 have a saw-tooth
profile, in contrast to the top-hat profile in Figure 5.5. The first cancellation is seen
at an energy offset of −15.2 eV, with a peak width of 15 ps (FWHM) in Figure 5.7(d),
which is slightly faster than that in Figure 5.5(d). However, the temporal contrast is
reduced to C0 = 4 and C∞ = 1.5. The performance of the Au/InSb switches with
film thicknesses of 60 nm and 35 nm is given in Table 5.1.

Figure 5.7: Strain profile at different time delays: (a) 5 ps, (b) 150 ps, (c) 250 ps. The
gold shaded area indicates the Au film and the gray shaded area the InSb substrate. The
periodicity of the strain echoes is 85 nm, indicated by the red arrow in (c). The X-ray
diffraction efficiency is shown as a function of time and energy offset in (d). The dot-dashed
line indicates the energy offset (−15.2 eV) required to obtain an isolated peak along the time
axis in the X-ray diffraction curve. The absorbed laser fluence was 4 mJ/cm2. The thickness
of the Au film was 35 nm.
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Table 5.1: The performance of the Au/InSb switch with two film thicknesses.

Thickness
[nm]

Fluence
[mJ/cm2]

Temporal
response [ps]

Temporal
contrast C0

Temporal
contrast C∞

60 4.0 20 9 4

35 4.0 15 4 1.5

This experiment was part of the commissioning of the FemtoMAX beamline, and
the experimental X-ray diffraction efficiency curve was the first time scan obtained at
this beamline. This experiment validated the instrument design of the FemtoMAX
beamline.

5.3 Generation of pressure waves in an Al/InSb transducer

The laser excitation fluence in the experiments discussed in Sections 5.1 and 5.2 was
below the damage threshold of the metallic films. When the fluence is above the dam-
age threshold, the metallic film can be melted, and a pressure wave can be generated
by the molten layer due to the change in density. This section describes the charac-
terization of the pressure wave generated in an Al/InSb transducer (Paper IV). This
experiment was conducted at beamline ID09 at the European Synchrotron Radiation
Facility. The experimental setup used is illustrated in Figure 5.8.

Figure 5.8: Schematic of the experimental setup used to characterize the pressure wave in
an Al/InSb transducer.

The sample consisted of a 300-nm Al film deposited on an InSb substrate with
(111) symmetrically cut geometry. A Ti:sapphire laser, with a central wavelength of
800 nm and a pulse duration of 1.2 ps, was used to excite the Al film at an angle of
incidence of 74◦ (p-polarized). The reflectivity of Al at 800 nm was found to be 60%
at this angle of incidence for p-polarized light. During the experiment, the incident
fluence was set to 120 mJ/cm2, which means that the absorbed fluence was 48 mJ/cm2.
This is above the melting threshold of Al, which has been reported to be in the range
of 5 mJ/cm2 to 20 mJ/cm2 [16, 111, 112]. Therefore, the top layer of the Al film was
melted. The melting of the top layer of the Al film launches a pressure wave that
propagates into the InSb substrate, as illustrated by the black curve in Figure 5.8.

59



5.3 Generation of pressure waves in an Al/InSb transducer

The pressure wave was probed with X-ray pulses with a photon energy of 15 keV and
a pulse duration of 100 ps. The angle of incidence of the X-rays was set to θB = 6.35◦,
which is the Bragg angle of the InSb (111) reflection at 15 keV. The X-ray diffraction
pattern of the sample was captured with a 2D detector. This experiment was carried
out in coplanar geometry.

In order to characterize the pressure wave, the X-ray reflectivity of the InSb (111)
reflection was measured at different angles of incidence with and without laser exci-
tation. It can be seen from Figure 5.9 that, on the right side of the Bragg peak, the
X-ray reflectivity with laser excitation is higher than that without laser excitation. Ac-
cording to Bragg’s law, a larger angle of incidence corresponds to a smaller d spacing,
at a fixed X-ray wavelength. Therefore, the increased intensity with laser excitation
seen in Figure 5.9 means that a compressive pressure wave was generated due to the
melting of the Al film. On the left side of the Bragg peak, the X-ray reflectivity with
laser excitation is similar to that without laser excitation, which means there is no
expansion component associated with the pressure wave.

Figure 5.9: X-ray reflectivity of InSb measured at different angles of incidence of the X-
rays. The blue diamonds represent the measurement that was done without laser excitation,
and the dot-dashed blue curve shows the theoretical reflectivity curve convoluted with the
instrumental function. The red circles represent the X-ray reflectivity that was measured
with laser excitation at a time delay of 300 ps.

In order to determine the profile of the pressure wave, the hydrodynamic code
ESTHER (see Section 4.2) was used to simulate the evolution of the density of the Al
film after laser excitation. Figure 5.10 shows the mass density map of the Al film as a
function of time and depth with a laser excitation fluence of 42 mJ/cm2. It can clearly
be seen that the top layer (∼50 nm) of the Al film is melted after 10 ps, as illustrated
by the red arrow. The yellow area in Figure 5.10 represents a density greater than the
tabulated solid density of Al (2.7 g/cm3), which indicates compression of the Al film.
The compression changes with time, which indicates a propagating pressure wave in
the Al film.

60



Results

Figure 5.10: Evolution of the mass density of the Al film after laser excitation with a
fluence of 42 mJ/cm2.

Figure 5.11: (a) Strain profile in InSb at a delay of 300 ps. (b) Experimental and simulated
X-ray reflectivity.

The strain profile can be extracted from the mass density, as described in Section
4.2. The thickness of the Al film in this experiment was 300 nm. The strain profile
(σ(z, t)) at 300 nm in the Al film was extracted from the mass density using the
relation: σ(z, t) = ρAl,s/ρAl(z, t)− 1, where ρAl,s is the tabulated solid density of Al
and ρAl(z, t) is the density calculated with the ESTHER code. This strain profile will
be transmitted into the InSb substrate, where it will propagate at the speed of sound
(3900 m/s). Figure 5.11(a) shows the strain profile in the InSb substrate at a time
delay of 300 ps after laser excitation. The sharp peak has an amplitude of −10% and
a duration of 25 ps. In order to compare this with the experimental measurements
shown in Figure 5.9, the strain profile in Figure 5.11(a) was imported to the Stepanov
X-ray server [113] to simulate the dynamic X-ray reflectivity of InSb. Figure 5.11(b)
shows the experimental measurements and the simulated X-ray reflectivity of InSb at
a delay of 300 ps. It can be seen that the simulation is in good agreement with the
experimental data. This means a strain with an amplitude of −10% was generated
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in this experiment. The pressure can be extracted from the strain amplitude and the
bulk modulus of InSb MInSb (50 GPa) [114], using the relation: P = σ × MInSb,
giving a value of 5 GPa.

To characterize the transient nature of the pressure wave, the X-ray reflectivity of
the InSb substrate was measured at a fixed angle of incidence (θ = 6.85◦) at different
delays. Figure 5.12 shows the X-ray reflectivity of the InSb substrate at different time
delays with laser excitation, and the reference reflectivity without laser excitation. It
can be seen that the decay of the X-ray reflectivity is exponential, with a width of 500
ps. This width can also be calculated from the probing depth of the X-rays and the
speed of sound in InSb. At θ = 6.85◦, the probing depth of the X-rays is 2300 nm for
a photon energy of 15 keV. Based on the speed of sound in InSb, which is 3900 m/s,
the pressure wave will propagate through the probing area of the X-rays after ∼600
ps, which is in good agreement with the experimental data.

Figure 5.12: Evolution of X-ray reflectivity of the InSb substrate at θ = 6.85◦.

It has been theoretically predicted that, under the pressure created (5 GPa), phase
transition could occur from InSb I to InSb III [115]. These two structures are shown
in Figure 5.13. X-ray diffraction patterns were obtained during this experiment in an
attempt to determine whether a phase transition had occurred. However, the photon
flux was low and the S/N ratio was poor, and no evidence was seen of a phase transition
in the time-resolved measurements.

Figure 5.13: Crystal structures of InSb I (a) and InSb III (b).
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Our group has since obtained beamtime at the LCLS, which provides a photon flux
3–4 orders higher, making it possible to investigate structural changes in real time.
Data analysis is ongoing.

5.4 Pressure waves generated in graphite

Direct melting of InSb has shown that the amplitude of the transient strain wave is
2% [38], which corresponds to a pressure of 1 GPa. This is smaller than the pressure
of 5 GPa generated in the Al/InSb transducer. However, it shows that it is possible to
generate large pressure waves in materials without using transducer structures. This
section describes the generation of a pressure wave in graphite (Paper V). This exper-
iment was performed in non-coplanar geometry in order to fulfil the Bragg condition
at a given X-ray angle of incidence. Figure 5.14 shows a schematic of the experimental
setup.

Figure 5.14: Schematic of the experimental setup used to measure the pressure wave gen-
erated in graphite.

The sample was a natural graphite crystal with a thickness of 20 µm. The crystal
was mounted on a rotation stage to allow azimuth rotation around the surface normal.
The laser beam had a central wavelength of 800 nm and a pulse duration of 1.2 ps,
and normal incidence was used. The lattice dynamics of the graphite crystal after
laser excitation was probed with an X-ray beam with a photon energy of 15 keV and
a pulse duration of 100 ps. The angle of incidence of the X-ray beam was 12◦. The
diffracted X-rays were captured with a 2D detector at a distance of 78 cm from the
sample. At this distance, the detector can cover a q range of 1–6 Å−1, indicated by
the white dot-dashed circles in Figure 5.14.

During this experiment, the intensity of the X-rays diffracted from the (103) crys-
talline plane of graphite, indicated by the red rectangle in Figure 5.14, was compared
before and after laser excitation. Figure 5.15(a) shows the reference intensity and
position of the static (103) reflection. The diffracted intensity increased significantly
between 33 mm and 35 mm along the vertical position of the detector 200 ps after
laser excitation, as can be seen in Figure 5.15(b). The laser-induced increase in inten-
sity appeared above the static (103) reflection position, which corresponds to higher q
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range in Figure 5.14. According to the definition of the q value in Eq. 4.3 and Bragg’s
law, a higher value of q corresponds to a larger scattering angle θ, and thus smaller d
spacing of the crystal lattice. The increase in the diffracted intensity seen in Figure
5.15(b) therefore indicates that the graphite lattice was compressed as a result of laser
excitation.

Figure 5.15: X-ray diffraction patterns obtained from a natural graphite crystal before laser
excitation (a) and 200 ps after laser excitation (b).

Figure 5.16: Evolution of strain in graphite with a laser fluence of 300 mJ/cm22.

Every position within the area of increased intensity in Figure 5.15(b) corresponds
to a specific d spacing, and thus a specific strain. The hydrodynamic model was used
to simulate the strain evolution as a function of time and depth, in order to investigate
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the profile of the laser-induced strain in the graphite sample. Figure 5.16 shows the
strain map calculated with the ESTHER code. It can be seen that the strain in the
upper layer (∼80 nm, red shaded area) is greater than 10%, which is due to melting
of the surface layer. The blue shaded area in Figure 5.16 represents negative strain,
which means compression of the graphite lattice. The generation of compressive strain
is associated with the melting of the surface layer. During the first 40 ps after laser
excitation, the melting depth increased gradually, and the width of the compressive
strain became broader. After 40 ps, the expansive strain remained in the surface layer
while the compressive strain propagated into the crystal lattice. The compressive
strain pulse reached a depth of ∼1500 nm within 300 ps.

Figure 5.17: Simulated X-ray diffraction patterns using the strain profile from hydrody-
namic calculations: (a) before laser excitation, (b) 200 ps after laser excitation.

The diffraction code discussed in Section 4.3 can be used to study the strained crys-
tal lattice. The strain map obtained from the hydrodynamic simulation was imported
into the diffraction code to reproduce the intensity of the diffracted X-rays. Figure
5.17 shows the simulated X-ray diffraction patterns for reflection from the graphite
(103) plane. The reference diffracted intensity without laser excitation is shown in
Figure 5.17(a), and the diffracted intensity at a time delay of 200 ps, calculated with
the diffraction code, is shown in Figure 5.17(b). In this experiment, the pulse duration
of the X-rays was 100 ps, which means that the X-ray pulse probed the overall crystal
response to the propagating strain wave. Therefore, the simulated diffraction pat-
tern in Figure 5.17(b) was calculated by importing strain profiles obtained at different
time delays into the diffraction code with a weighting factor that was proportional to
the amplitude of the X-ray pulse at the corresponding time. It can be seen that the
simulated results are in good agreement with the experimental diffraction pattern.

It can be seen from Figure 5.15(b) and Figure 5.17(b) that the diffracted intensity,
which is related to the compressive strain, is much weaker than that of the static
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(103) reflection. This is because the thickness of the strained layers is smaller than
that of the unperturbed layers. The thickness of the graphite crystal was 20 µm, and
it can be seen in Figure 5.16 that the width of the compressive strain, which is the
thickness of the strained layers, is on the order of hundreds of nm. Therefore, the
dominating contribution to the diffracted intensity in the raw diffraction images is
from the unperturbed graphite lattice.

In order to visualize the laser-induced compressive strain with better contrast,
the X-ray diffraction image obtained before laser excitation was subtracted from the
diffraction image acquired after laser excitation. Figure 5.18 shows the difference
images of the diffracted intensity, 100 ps and 200 ps after laser excitation. Figure
5.18(a) and 5.18(c) show the images obtained by the subtraction of experimental
results, while the corresponding simulated images are shown in Figure 5.18(b) and
5.18(d). The blue areas in Figure 5.18, which have a negative intensity, correspond
to the static (103) reflection, as shown in Figure 5.15(a) and Figure 5.17(a). The
positive intensity in Figure 5.18 is related to the compressive strain. It can be seen
that the positive intensity appears further away from the static reflection in Figure
5.18(a) than it does in Figure 5.18(c). This difference is also visible in the simulated
results (Figure 5.18(b) and Figure 5.18(d)). This means that the amplitude of the
strain is higher at 100 ps than at 200 ps. In order to quantify the strain amplitude at
different time delays, a series of dashed lines, which indicate a strain range of 0–12%
along the surface normal of the graphite crystal, are included in Figure 5.18. The step
size between two neighboring dashed lines is 2%.

Figure 5.18: X-ray diffraction images obtained by subtracting the image obtained before
laser excitation from the diffraction image acquired after laser excitation. (a) and (c) show
experimental results at delays of 100 ps and 200 ps, and (b) and (d) simulated results at
delays of 100 ps and 200 ps.

The amplitude of the compressive strain at 100 ps was found to be 10.0%, with an
uncertainty of ±0.5%, which is related to the X-ray energy resolution. The pressure
was deduced to be 7.2 GPa from the strain amplitude and the compressibility of
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graphite [116]. At 200 ps after laser excitation, the amplitude of the strain had
decreased to 8.5%, and the corresponding pressure was 4.8 GPa. The decrease in
the amplitude of the compressive strain can also be seen in Figure 5.16. From the
hydrodynamic simulation shown in Figure 5.16, it was estimated that the amplitude
of the compressive strain was ∼15% at 25 ps, and decreased to ∼6% at 300 ps. The
hydrodynamic simulation was calculated in steps of 2 ps, which enabled the large
compressive strain (∼15%) at early time delays (25 ps) to be resolved. The X-ray
pulse used in this experiment had a pulse duration of 100 ps, and thus probed the
overall evolution of the strain pulse. Shorter X-ray pulses will be needed to investigate
the early evolution of the graphite lattice after laser excitation.

5.5 Non-thermal melting of InSb

The probing depths in the two experiments described above were chosen to be on
the order of few µm or even more, in order to investigate the propagation of pressure
waves. This section describes the ultrafast melting of InSb. If a sufficient proportion
(10% or more) of the electrons is excited from the valence band to the conduction band
in semiconductors, non-thermal melting can occur on the time scale of few hundred
femtoseconds [33–36]. In order to match the melting depth, the probing depth should
be much smaller (tens of nm) than those used in the experiments described in Sections
5.3 and 5.4.

Figure 5.19: Schematic of the experimental setup used to study non-thermal melting in
InSb.

Figure 5.19 shows the experimental setup used in the non-thermal melting exper-
iment. Since the probing depth of the X-rays is related to the angle of incidence, the
grazing incident geometry was used for the X-ray beam in this experiment to ensure a
small probing depth. The photon energy of the X-rays was 3.56 keV with a bandwidth
of 4 × 10−4. The angle of incidence was set to 0.75◦, and the resulting probing depth
was 28 nm. The pulse duration of the X-rays was 100 fs. The InSb sample was excited
by a laser beam with a pulse duration of 40 fs, a central wavelength of 800 nm, and an
angle of incidence of 45◦. The intensity of the X-rays diffracted from the (111) plane
in InSb was captured with a CCD camera. Different parts of the X-ray beam probe
different parts of the sample with specific time delays after laser excitation, due to
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differences in the propagation time (as illustrated by the colors in Figure 5.19). For
instance, the green shaded part of the X-ray beam arrives at the sample earlier than
the laser beam, which means this part of the X-ray beam probes the sample response
before laser excitation (t < 0), while the purple shaded part of the X-ray beam records
the lattice dynamics after laser excitation (t > 0). The time axis is represented by
the dashed black arrow. The position on the CCD camera along the time axis can be
converted into time using a coefficient of 14.6 fs/px, which was calculated from the
geometry of the experiment.

The X-ray diffraction patterns from the InSb sample are shown in Figure 5.20,
where each image was obtained from the average of 10 measurements. The horizontal
axis in Figure 5.20 corresponds to the time axis in Figure 5.19, and has been converted
into time. The reference image (Figure 5.20(a)) shows the intensity of the diffracted
X-rays without laser excitation, while Figure 5.20(b) shows the results with laser
excitation. The diffracted intensity in Figure 5.20(b) is similar to that in Figure
5.20(a) before time 0, after which it decreases, indicating disordering of the InSb
crystal lattice. The lineout of the X-ray diffraction efficiency, shown in Figure 5.20(c),
was obtained from the ratio of the diffracted intensity with laser excitation and without
laser excitation.

Figure 5.20: X-ray diffraction patterns: (a) without laser excitation, (b) with laser excita-
tion. The ratio of the diffracted intensity with laser excitation and without laser excitation
is in (c).

To investigate the lattice dynamics during melting, the lineout was selected within
a shorter time window (−1000 fs to 2000 fs), and is shown in Figure 5.21. The Debye-
Waller model was used to interpret the evolution of the diffraction efficiency in this
experiment. This model describes the relation between the scattering intensity of the
X-rays and the averaged mean-square displacement of the atoms in the crystal lattice:

I = e−2W = e−Q
2· <u2>/3 (5.2)
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where W is the Debye-Waller factor, Q is the magnitude of the reciprocal vector of
the (hkl) reflection, and < u2 > is the averaged mean-square displacement of the
atoms. In this experiment, the InSb (111) reflection was studied, therefore Q111 =
2 · π/d111 = 1.680 Å−1. Equation 5.2 states how the diffracted intensity of a Bragg
reflection (hkl) decreases when the atoms deviate from their equilibrium positions
in the crystal lattice. It should be noted that I denotes the normalized intensity in
Eq. 5.2, which is the same as the X-ray diffraction efficiency. The X-ray diffraction
efficiency for different averaged root-mean-square displacements (

√
< u2 >) for the

InSb (111) reflection is given in Table 5.2.

Table 5.2: X-ray diffraction efficiency for different values of the averaged root-mean-square
displacement (

√
< u2 >) for the InSb (111) reflection.

Efficiency 100% 90% 60% 40% 20%
√
< u2 > [Å] 0.0 0.3 0.7 1.0 1.3

Figure 5.21: (a) TRXD efficiency obtained from an InSb crystal. The experimental data
are shown by blue circles. The blue curve is a Gaussian fit to the experimental data, which
gives a 10%–90% drop time of 450 fs. The differently colored stars represent the X-ray
diffraction efficiency with different averaged root-mean-square displacements (

√
< u2 >). (b)-

(e) Schematic representations of the evolution of the crystal lattice corresponding to stars
with different colors in (a). Indium (In) atoms are shown in green and antimony (Sb) atoms
in purple.

The average mean-square displacement is found in the exponential term in Eq. 5.2,

69



5.5 Non-thermal melting of InSb

which means that the diffraction efficiency has a Gaussian profile. Therefore, the ex-
perimental data from this experiment were fitted with a Gaussian function, as shown
in Figure 5.21(a). The time scale of non-thermal melting in InSb was estimated from
this fit, giving a disordering time of 450 fs, which corresponds to the time required
for the 10%–90% change in the X-ray diffraction efficiency. Figure 5.21(b)-(e) shows
schematic illustrations of the displacement of atoms in a unit cell of InSb for vari-
ous values of the averaged root-mean-square displacement, corresponding to the stars
with the same colors in Figure 5.21(a). In Figure 5.21(b) this is zero, so the diffrac-
tion efficiency is one. As the averaged root-mean-square displacement increases, the
diffraction efficiency starts to decrease, as can be seen in Figure 5.21(a).

Potential application in monitoring the arrival time of X-ray pulses
The development of hard X-ray FELs has provided the opportunity to study struc-
ture dynamics in bulk materials with femtosecond time resolution [8]. However, the
precision in the synchronization between the pump beam and the X-ray beams is on
the order of 100 fs, due to the stochastic nature of emitted radiation [117, 118]. It is
therefore difficult to determine time zero for the pump-probe experiments carried out
at these large-scale X-ray facilities. Since non-thermal melting is an ultrafast response
of materials, it can be used as a time stamp for pump-probe experiments.

Figure 5.22: X-ray diffraction patterns acquired with three X-ray pulses with laser excita-
tion. The white arrows represent time zero for each X-ray pulse. The nominal time axes in
(b) and (c) were adjusted to the time axis in (a).

Figure 5.22 shows X-ray diffraction patterns with laser excitation. Each image was
acquired with a single X-ray pulse. For easy comparison, the nominal time axes in
Figure 5.22(b) and Figure 5.22(c) were adjusted to the time axis in Figure 5.22(a).
The white arrows indicate time zero for each X-ray pulse. It can be seen that the
arrival time of the X-rays varies from shot to shot. This variation in the X-ray arrival
time is called jitter.
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Figure 5.23: Monitoring the arrival time of X-ray pulses using non-thermal melting.

In order to investigate the jitter of the X-ray pulses, fifty non-thermal melting
events were acquired, and the arrival time was extracted from the X-ray diffraction
patterns. The results from these fifty measurements are shown in Figure 5.23, where
it can be seen that ∼50% of the X-ray pulses arrived within −500 fs and +500 fs.
Together, these fifty measurements provide an estimate of the jitter of the X-ray
pulses, which is on the order of 1 ps.
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Chapter 6

Summary & Outlook

6.1 Summary of this thesis

This thesis presents the main results from five experiments, in which various structural
dynamics in solids were studied, ranging from lattice vibration to lattice disordering.
Figure 6.1 categorizes these fives experiments in terms of laser excitation fluence and
the time scale of the dynamics.

Figure 6.1: Time scales and laser excitation fluences of the experiments described in this
thesis.

Electron diffusion in Ni (Paper II) and the performance of the Au/InSb switch
(Paper III) were studied with a laser fluence below the damage threshold of the sam-
ples. In these two experiments, the dynamics in the samples are reversible, which
means that repetitive measurements can be made. In the study of electron diffusion
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in a Ni film, the electron-phonon coupling factor was characterized together with the
two-temperature model simulation. This shows that TRXD can be used to character-
ize the basic physical properties of a metallic film. The Au/InSb switch described in
Paper III allows the duration of the X-ray pulse to be reduced from 100 ps to 20 ps,
which provides a potential method of generating short X-ray pulses at storage rings.

The pressure waves in an Al/InSb transducer (Paper IV) and a graphite crystal
(Paper V) were studied with a laser fluence above the damage threshold of the samples.
In the Al/InSb transducer, a pressure wave with an amplitude of 5 GPa, resulting from
the melting of the top layer of the Al film, was generated and characterized 300 ps
after laser excitation. Since the melting of the Al film is an irreversible change, this
was a single-shot experiment. The amplitude of the pressure wave in the graphite
sample was found to be 7.2 GPa 100 ps after laser excitation. Due to the high in-
plane thermal diffusivity of graphite, thermal diffusion equilibrates the temperature
laterally between two consecutive laser shots, thus multiple shots were acquired on
the same position in order to improve the S/N ratio. The experiment in which non-
thermal melting of InSb was studied, was also carried out in the high-fluence regime.
Using the short X-ray pulses at the FemtoMAX beamline (Paper I), the atomic motion
in InSb was visualized during the ultrafast melting process with a temporal resolution
of 100 fs. The InSb lattice lost its crystalline structure after the laser shots, and
this experiment was therefore conducted in single-shot mode. The findings of these
three experiments that were carried out in the high-fluence regime extend the current
knowledge on hydrodynamic pressure waves and ultrafast phase transitions in solids.

6.2 Outlook

Probing early-stage evolution of pressure waves

Figure 6.2: Evolution of strain waves in graphite after laser excitation with a fluence of 300
mJ/cm2.

From the hydrodynamic simulations shown in Figure 6.2, it can be seen that the
amplitude of the strain waves in graphite decreases significantly during the first 100
ps after laser excitation. However, during the experiment presented in Paper V, the
duration of the X-ray pulse was not short enough to resolve the strain profiles at
different time delays and to track the evolution of the strain waves during the early
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stages. Therefore, it was impossible to evaluate the amplitude of the pressure waves at
short time delays. Experiments should be carried out in the future with X-ray pulses
shorter than 100 ps, to improve our understanding of the pressure changes at early
stages after laser excitation.

Due to the low X-ray photon flux in single-shot mode, no direct evidence of phase
change was found in the time-resolved measurements presented in Paper IV, despite
the fact that the amplitude of the pressure pulse was in the range in which phase
transition could occur. X-ray pulses with a higher photon flux will definitely help to
improve the S/N ratio. Measurements have recently been carried out at the X-ray
pump-probe instrument [68] at the LCLS, and analysis is ongoing.

Mapping reciprocal space & diffuse scattering

The development of TRED techniques provides a means of studying structural dynam-
ics with femtosecond resolution on the atomic scale. Due to the high kinetic energy
of the electrons (tens of keV to a few MeV), the wavelength of the electrons is on the
order of a picometer, which is approximately two orders of magnitude shorter than the
wavelength of the X-rays. According to Bragg’s law, the Bragg angles will be smaller
for shorter wavelengths, which means that electron diffraction can map a large portion
of reciprocal space. This offers a unique opportunity to visualize structural changes
such as ultrafast solid-liquid phase transition [16, 17] and symmetry switching with
atomic-level precision [44]. Figure 6.3(a) shows the electron diffraction pattern from
a graphite crystal. The phonon map can be overlaid on the diffraction image, in order
to construct the Brillouin zone, which is a primitive cell in reciprocal space, around
each diffraction spot, as illustrated by the white-shaded hexagons in Figure 6.3(a).

Figure 6.3: (a) Illustration of a phonon map in a graphite crystal lattice. (b) Principles
of diffuse scattering. The Bragg diffraction spot is at the center of the Brillouin zone (Γ),
and M and K denote the central point of the zone edge and the corner of the Brillouin zone,
respectively.

Since the electron diffraction image captures a large portion of reciprocal space, it
is feasible to perform diffuse scattering studies around the diffraction spots. Figure
6.3(b) illustrates the principles of diffuse scattering. ~Ghkl is the reciprocal vector of
a given Bragg reflection. The diffuse scattering wave vector, which corresponds to a
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phonon wave vector ~q around the (hkl) reflection, is denoted ~k. The diffuse scattering
around the diffraction spots provides the momentum-resolved phonon information [12].
Moreover, diffuse scattering is sensitive to the random motion of atoms, and has been
used together with diffraction methods to study ultrafast disordering [119].

THz-driven structural dynamics

The structural dynamics discussed in this thesis are generally triggered by the excita-
tion of carriers in solids. Due to the development of THz techniques, it is now possible
to excite the atoms directly using the strong electric field of THz radiation [120, 121].
THz techniques have been used together with TRXD and TRED in several studies
to investigate structural dynamics [44, 122, 123]. The combination of THz techniques
and diffraction methods provides a new pathway for future fundamental studies on
solids.
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