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Abstract

In laser-wakefield acceleration (LWFA), a femtosecond laser pulse is
tightly focused in a gas to intensities exceeding 1018 W/cm2. The
laser radiation ionizes the medium and excites a plasma wave that
travels behind the laser pulse. Electrons can be trapped in the os-
cillations in the plasma density, where electric fields of the order
of several hundreds of GV/m accelerate them to relativistic ener-
gies. Together with the longitudinal accelerating fields, transverse
electromagnetic forces keep the electrons oscillating in the three-
dimensional plasma structure around the direction of propagation
of the laser. These betatron oscillations cause the emission of X-ray
pulses with a broadband spectrum and femtosecond duration.

The emission of such relativistic electron beams and ultrashort
X-ray pulses, due to the high accelerating fields that can be sus-
tained in the plasma, promises a new generation of compact electron
accelerators. However, the complexity of the nonlinear laser–plasma
interaction that produces LWFA poses challenges in the reproducib-
ility and control of both the electron beams and the X-ray pulses.

The main goals of the present work are the optimization and ap-
plication of a LWFA-based X-ray source. The mechanism through
which the electrons are trapped and accelerated in the plasma wave
influences the final parameters governing both the electrons and X-
rays. Several trapping mechanisms have been investigated: using
gas mixtures, a plasma density down-ramp and a combination of
the two. The advantages of these approaches were a general im-
provement in the shot-to-shot reproducibility and some control of
the electron beam charge and spectrum. It is shown that an increase
in the dopant concentration of the gas also affects the acceleration
process, as it increases the contribution to the electron energy from
direct laser acceleration (DLA), where the overlap of the laser fields
with the charge trapped in the plasma wave led to higher trans-
verse and longitudinal electron momenta. By the intersection of
two laser pulses in the plasma, the merging of two laser wakefields is
experimentally observed, producing the emission of one single elec-
tron beam and X-rays in the forward direction. Due to their effect
on the electron transverse momentum, DLA and wakefield merging

vii



are expected to increase the total emission of X-rays produced by
LWFA.

Regarding potential uses of the X-ray source, several experi-
ments presented here demonstrated the applicability of betatron
X-rays for scientific studies in different disciplines. Phase-contrast
imaging of an insect and an alloy demonstrated the resolution of
a few micrometres that is possible with betatron radiation. The
source was also used to test an X-ray absorption spectrometer de-
signed for a femtosecond time-resolved study of hot plasmas with a
LWFA-based X-ray source.
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Populärvetenskaplig
sammanfattning

Det finns mer än 30 000 partikelacceleratorer runt om i världen.
De används black annat för forskning p̊a materiens minsta
best̊andsdelar, men har ocks̊a andra viktiga användningsomr̊aden
s̊asom att undersöka materialegenskaper, producera högupplösta
bilder av biologiska och kemiska prov samt att diagnosticera och
behandla cancer och andra sjukdomar.

Höga partikelenergier behövs för att föra forskningen fram̊at.
Idag erh̊alls högst energi hos elektroner i radiofrekvensaccelerato-
rer. Dessa acceleratorer är uppbyggda av metallkammare över vilka
man lägger ett elektriskt fält som styr och accelererar elektronerna.
Dock begränsas radiofrekvensacceleratorer av att metallväggarna
inte t̊al hur starka elektriska fält som helst. För att n̊a högre energi-
er, som närmar sig ljushastigheten, behöver man därför bygga större
acceleratorer som accelererar partiklarna över längre sträckor.

Laserdrivna acceleratorer har inte samma begränsningar. Ac-
celerationen sker i ett plasma som t̊al elektriska fält tusen g̊anger
starkare än de som används i konventionella acceleratorer, vilket
innebär att partiklarna kan n̊a samma energier p̊a en tusendel av
sträckan. P̊a högeffektsfaciliteten vid Laser Center i Lund utförs ex-
periment p̊a laser wakefield-acceleration (LWFA). Elektronerna n̊ar
energier p̊a 300 miljoner elektronvolt, motsvarande 99.999861% av
ljushastigheten, p̊a n̊agra f̊a millimeter. P̊a MAX IV i Lund acce-
lereras elektroner till energier som är tio g̊anger högre, 3 miljarder
elektronvolt, men dessa måste accelereras över 300 meter.

Hur kan d̊a en laserpuls användas för att accelerera elektroner?
Ett plasma kan liknas vid en flytande “soppa” av negativt laddade
elektroner och positivt laddade joner. När en högintensiv laserpuls
fokuseras i plasmat utsätts laddningarna för en kraft, den pondero-
motiva kraften. Eftersom elektronerna har mycket mindre massa än
jonerna knuffas de undan av kraften och lämnar kvar ett omr̊ade
med enbart joner. Detta liknar hur det bildas en sänka i kölvattnet
efter en b̊at som rör sig över en stilla sjö. För en roddb̊at är ef-
fekten inte s̊a stor, men den starka kraften av en motorb̊at lämnar
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en djup sänka efter sig. P̊a liknande sätt kommer en högintensiv
laserpuls att trycka under elektroner med stor kraft, vilket gör att
ett omr̊ade av positivt laddade joner följer efter laserpulsen s̊a länge
den är tillräckligt stark för att driva bort elektronerna.

Omfördelningen av elektroner i plasmat ger upphov till en
v̊agrörelse, s̊a att olika omr̊aden i plasmat är omväxlande positivt el-
ler negativt laddade. Detta bildar mycket starka elektriska fält. Om
en elektron fastnar i det positivt laddade omr̊adet bakom laserpul-
sen, som en surfare bakom en motorb̊at, kommer den att accelereras
och följa efter laserpulsen.

Samtidigt som elektronerna rör sig i laserns riktning med en
hastighet nära ljushastigheten kommer de att röra sig i sicksack
fr̊an sida till sida. En accelererande laddning ger alltid ifr̊an sig
str̊alning. Elektronens svängningar producerar röntgenstr̊alning som
kallas betatron-röntgenstr̊alning. Denna str̊alning produceras p̊a
synkrotron-anläggningar när elektroner tvingas att vrida sig genom
en bana med omväxlande positiva och negativa magnetiska fält. Det-
ta moment är inte nödvändigt när elektroner accelereras med hjälp
av en plasmav̊ag - LWFA producerar b̊ade en elektronstr̊ale och
röntgenstr̊alning p̊a samma g̊ang.

Laserpulserna som skapas i högeffektsfaciliteten vid Lunds laser-
centrum har elektromagnetiska fält som är tiotusen g̊anger starkare
än de fält som binder elektronen till kärnan i en väteatom. När la-
serpulsen fokuseras i vätgas omvandlas gasen till ett plasma som
kan användas för LWFA.

Under experimenten som beskrivs i denna avhandling justerades
laserpulsen och gasen för att f̊a bättre kontroll över elektronstr̊alen
och röntgenstr̊alningen, och för att bättre kunna undersöka meka-
nismerna som styr processen. Dessutom utfördes flera experiment
för att undersöka eventuella tillämpningar av röntgenstr̊alningen -
en röntgentomografi av en liten insekt, en avbildning av mikrome-
terstrukturen hos en aluminium-kisellegering, samt ett test av en
röntgenspektrometer utformad för att mäta egenskaperna hos ett
material när det överg̊ar till ett plasma.

Även om elektronenergierna som erh̊alls vid laser-plasma nu är
jämförbara med energier som kan erh̊allas med konventionella ac-
celeratorer är LWFA ännu inte en fullt utvecklad teknik. Det krävs
ytterligare landvinningar för att kunna åstadkomma stabilitet, kva-
litet och praktisk styrning av laser wakefield-acceleration. Nya mil-
stolpar n̊as dock hela tiden, och LWFA är p̊a god väg att bli ett
etablerat forskningsomr̊ade och en potentiell kandidat till nästa ge-
nerations partikelaccelerator.
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Popular scientific summary

There are more than 30,000 particle accelerators around the world.
They are used to investigate the composition of matter on the most
fundamental level, but they also play an important role in the char-
acterization of materials, in the imaging of biological and chemical
samples, and in the diagnosis and treatment of cancer and other
diseases.

Higher particle energies are required to explore new materials
and in novel chemical and medical applications. So far, the highest
particle energies have been achieved by accelerating electrons in
radio-frequency cavities. These are metallic chambers in which an
electromagnetic field is applied to steer and accelerate electrons.
However, the metallic walls of the radio-frequency cavities can be
destroyed if the applied electromagnetic field is too high, limiting
the accelerating force. As a result, the closer the particle velocity is
to the speed of light, the longer the acceleration cavity must be.

This limit can be overcome using laser-driven particle accelera-
tion. The plasma produced can support accelerating fields over one
thousand times stronger than those in conventional particle acceler-
ators, allowing the same energy to be transferred to the particles in
a distance less than one thousand shorter. For example, in the ex-
periments on laser-wakefield acceleration (LWFA) performed in the
Lund high-power laser facility (Sweden), electrons are accelerated
to energies of 300 million electronvolts, which corresponds to an
electron travelling at 99.999861% of the speed of light, in a distance
of a few millimetres. The electrons accelerated at the MAX-IV syn-
chrotron facility, also in Lund, can reach energies ten times higher,
3 billion electronvolts, but they have to be accelerated over a dis-
tance of 300 metres.

The question is, how a laser pulse can be used to accelerate
electrons. A plasma can be regarded of a fluid consisting of electrons
and ions, or a “soup” of charges. When a high-intensity laser pulse
is focused in a plasma, the variations in laser intensity generate a
force on the charges called the ponderomotive force. The electrons,
which are much lighter than the ions, are expelled by the force of
the laser leaving a track behind the pulse called the wake, just like
an aeroplane travelling through a cloud, or a boat on a lake.
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A rowing boat leaves a weak wake, while the stronger force of a
motorboat creates a deeper wave. In a similar way, a high-intensity
laser pulse will expel the electrons along its direction of propagation
leaving an electron-free region behind. The plasma wave propagates
with the laser as long as the pulse is strong enough to drive the wake.
The modulation of the electron distribution in the plasma, where the
ions remain stationary, creates alternating negatively and positively
charged regions, which produces very high accelerating fields. If an
electron is trapped in the plasma wake, like a surfer in the wake of
a motorboat, it will be accelerated and follow the laser pulse.

Furthermore, while the electrons follow the laser pulse at almost
the speed of light, they also zigzag from side to side. An accel-
erated charge always emits radiation, so the electron oscillations
produce X-ray pulses, known as betatron X-rays. This kind of ra-
diation is produced at synchrotron facilities by forcing the electrons
to “wiggle” when propagating through a series of magnetic dipoles
where positive and negative magnetic fields are alternated. How-
ever, this is not necessary for electrons accelerated in the plasma
wave. LWFA generates an electron beam and an X-ray pulse sim-
ultaneously.

At the Lund high-power laser facility, the electromagnetic field of
the laser pulse can be ten thousand times higher than the Coulomb
field that bind an electron to the hydrogen atom. When the laser
pulse is focused in hydrogen gas, the gas becomes a plasma and
LWFA takes place.

During the work described in this thesis, the laser pulse and
the gas were manipulated in order to obtain better control of the
electron beam and the X-ray radiation, and to provide a better un-
derstanding of the physical mechanisms involved. Moreover, several
experiments were carried out to investigate the possibility of apply-
ing the X-ray pulses, for X-ray tomography of a small insect, ima-
ging of an aluminium-silicon alloy to resolve micrometre structures,
and test an X-ray spectrometer designed to measure the properties
of matter during the transition to a plasma.

Although the electron energies obtained in the laser–plasma in-
teraction are now comparable to the energies achieved with con-
ventional accelerators, LWFA is not yet a mature technology. Im-
provements are required to obtain better stability, quality and more
practical operation of laser wakefield accelerators. However, new
milestones are being reached, and LWFA is becoming established
on the roadmap for particle accelerator research and development.
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Resumen divulgativo

Existen más de 30 000 aceleradores de part́ıculas en el mundo, los
cuales permiten investigar la constitución de la materia en el nivel
más fundamental, y que además juegan un importante papel en la
caracterización de materiales, en la imagen de muestras biológicas
y qúımicas, y en el diagnóstico y tratamiento de cáncer y otras
enfermedades.

Para explorar nuevos materiales o nuevas aplicaciones en qúımi-
ca o medicina son necesarias part́ıculas de enerǵıas cada vez más
elevadas. Hasta ahora los electrones acelerados en cavidades de ra-
diofrecuencia consiguen las enerǵıas más altas jamás alcanzadas.
Dichas cavidades consisten en cámaras metálicas en donde se aplica
un campo electromagnético que empuja a los electrones y los acelera.
Sin embargo las paredes metálicas de la cavidad de radiofrecuencia
pueden dañarse o destruirse si el campo electromagnético aplicado
es demasiado alto, lo que limita la fuerza de aceleración que afecta
al electrón. Por ello, cuando más cercana a la velocidad de la luz
sea la velocidad de la part́ıcula requerida, más larga deberá ser la
cavidad aceleradora.

Los aceleradores de part́ıculas inducidos por láser superan dicho
ĺımite. El plasma puede soportar campos de aceleración más de mil
veces más altos que en un acelerador de part́ıculas convencional,
transfiriendo la misma enerǵıa a las part́ıculas en una distancia va-
rios miles de veces más corta. Por ejemplo, en los experimentos de
aceleración en la estela láser (LWFA) que se llevan a cabo en Lund
(Suecia), los electrones son acelerados a enerǵıas de 300 millones de
electrónvoltios, lo que equivale a un electrón viajando a 99.999861 %
la velocidad de la luz, en unos pocos miĺımetros. Los electrones que
se aceleran en el sincrotrón MAX-IV, también en Lund, pueden al-
canzar diez veces más enerǵıa, 3 000 millones de electrónvoltios, pero
necesitan acelerarse a lo largo de 300 metros.

Pero, ¿cómo puede un pulso láser acelerar electrones? El plasma
no es más que un fluido de electrones e iones, como una “sopa”de
cargas eléctricas. Cuando un pulso láser ultra intenso se focaliza en
un plasma, las variaciones en la intensidad del láser generan una
fuerza que empuja a las cargas, llamada fuerza ponderomotriz. Los
electrones, que son mucho más ligeros que los iones, salen despedidos
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debido a la fuerza del pulso láser, dejando tras de śı una estela, tal
y como un avión al cruzar una nube, o un barco en la superficie de
un lago.

Un barco de remo produce una estela muy débil, pero la fuerza
de un barco a motor contra el agua crea una ola profunda. Del
mismo modo, un pulso láser ultra intenso expulsa los electrones a
medida que se propaga en el plasma, dejando tras de śı una región
libre de electrones. La onda de plasma se propagará siguiendo al
láser siempre y cuando el pulso láser sea lo suficientemente intenso
como seguir produciendo la estela. En esta modulación del plasma,
las cargas eléctricas crean campos de aceleración extremadamente
altos. Si un electrón es atrapado dentro de la estela en el plasma,
como un surfista en la estela de un barco a motor, será acelerado y
se propagará detrás del pulso láser.

Pero esto no es todo. Mientras los electrones siguen al pulso
láser con una velocidad cercana a la velocidad de la luz, también
zigzaguean de un lado a otro. La aceleración de una carga eléctrica
siempre emite radiación, de forma que las oscilaciones de los elec-
trones producen un pulso de rayos X, conocido como rayos X de
betatrón. En sincrotrones, este tipo de radiación se produce forzan-
do a los electrones a serpentear mientras se propagan a través de un
conjunto de dipolos magnéticos, en los que los polos norte y sur se
alternan. Pero esto no es necesario cuando los electrones se aceleran
en la onda de plasma. LWFA genera, simultáneamente, un pulso de
electrones y un pulso de rayos X.

En la universidad de Lund, el campo eléctrico de un pulso láser
puede ser más de diez mil veces mayor que el campo eléctrico de
Coulomb que liga a un electrón al átomo de hidrógeno. Por tanto,
cuando el láser se enfoca en hidrógeno gaseoso, el gas se convierte
en plasma y se produce LWFA.

Durante el trabajo presentado en esta tesis, el pulso láser y el
gas se manipulan para obtener un mejor control del haz de elec-
trones y de la radiación de rayos X, y para comprender mejor los
fenómenos f́ısicos que conllevan. Además, se han llevado a cabo va-
rios experimentos para demonstrar posibles aplicaciones de los pul-
sos de rayos X, incluyendo tomograf́ıa de rayos X de un pequeño
insecto, imagen de una aleación de aluminio y silicio con resolución
micrométrica, y estudio de un espectrómetro de rayos X capaz de
medir propiedades de la materia en su transición a plasma.

Aunque las enerǵıas de los electrones que se obtienen en inter-
acciones láser–plasma son cada vez más comparables a las dispo-
nibles en aceleradores convencionales, LWFA no puede considerarse
todav́ıa una tecnoloǵıa madura. Los investigadores deben aún mejo-
rar cuestiones relacionadas con una mejor estabilidad y calidad del
haz de electrones, y un desempeño de la técnica de aceleración más
práctico. Sin embargo, nuevos logros se alcanzan cada año, lo que
sitúa a LWFA en la hoja de ruta de la investigación y el desarrollo
de aceleradores de part́ıculas.
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Chapter 1

Introduction

The physical phenomenon studied in this thesis is produced by the
interaction of a high-intensity laser with matter. High intensity in
this context means laser intensities orders of magnitude above the
ionization threshold of matter. This extreme radiation, often in the
form of a femtosecond laser pulse, ionizes matter almost instant-
aneously, so the interaction is often considered as being between a
high-intensity laser and a plasma.

Laser–plasma interactions can lead to scenarios where particles
are accelerated by the electromagnetic fields induced in the plasma
by the laser. Although particle accelerators are often thought of as
huge facilities producing particles with extremely high energies for
the study of the fundamentals of physics, particles accelerated to
lower energies are also used in many other applications. Protons
and ions are often employed in particle therapy and ion implant-
ation; electron beams have applications in medical and materials
science. In synchrotron facilities and free-electron lasers, acceler-
ated electrons are forced to “wiggle” in an alternating dipole array
to produce pulsed X-ray radiation. These X-rays are a very useful
diagnostic tool in many scientific disciplines such as biology, chem-
istry, nanoscience, medicine and materials science.

In laser-wakefield acceleration (LWFA), the interaction of a high-
intensity laser pulse with a plasma causes the acceleration of elec-
trons to velocities close to the speed of light. During this pro-
cess, electrons perform transverse oscillations that generate an X-
ray pulse. Hence, LWFA provides a source of electrons and X-rays
whose potential uses are being investigated today.

The aim of the work presented in this thesis was to study and
optimize LWFA, to allow the use of the X-ray pulses in both estab-
lished and new applications.
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1.1 History of laser-wakefield acceleration

1.1 History of laser-wakefield acceleration

The theoretical basis of LWFA was conceived in 1979 by Tajima
and Dawson [1]. The proposed mechanism was based on the use of
the unprecedentedly high-intensity electromagnetic radiation made
possible by the invention of the laser two decades previously [2], to
accelerate electrons to very high energies in a very short length. The
idea they conceived was that an intense and very short electromag-
netic pulse, tightly focused in an underdense plasma, would excite a
plasma wave, i.e. it would produce oscillations in the electron dens-
ity distribution inside the plasma. The electrons, which are much
lighter than ions, are accelerated by the radiation pressure, and ac-
quire very high velocities, causing a void of negative charge behind
the laser pulse. The void produces a restoring force that attracts
the expelled electrons, which start oscillating producing a plasma
wave travelling behind the laser pulse.

This charge modulation induces extremely high accelerating
fields in each plasma period, of the order of hundreds of GV/m.
This is more than three orders of magnitude higher than the max-
imum electric field that can be sustained in the metallic resonant
cavities of conventional electron accelerators. As a result, an elec-
tron reaches velocities comparable to the speed of light in vacuum
in less than 0.5 mm. For this reason, laser-wakefield accelerators
are often referred to as “compact” electron accelerators.

Already in their first publication, Tajima and Dawson suggested
a number of conditions that the laser pulse would have to satisfy
in order to efficiently excite the plasma wave and accelerate the
electrons. They stated that to accelerate electrons in the relativistic
regime, the laser intensity must be at least 1018 W/cm2, and that
the laser pulse duration should be approximately half the plasma
wave oscillation period. For a plasma electron density of 1018 cm−3,
which was typical in the experiments described in this thesis, this is
of the order of a few tens of fs. It will later be shown that the plasma
wave is highly excited if the laser spot size is also of the order of the
plasma wavelength, corresponding in the example above to a few
tens of µm. However, the laser technology available in 1979 was not
capable of producing laser pulses that could be focused to such high
intensities. The main reason was that as femtosecond pulses were
amplified to gain energy, the peak intensity of the pulse became so
high that it damaged the optics used for amplification, requiring
either extremely large optics or limiting the maximum energy per
pulse produced.

During the following years, alternative methods of exciting
highly relativistic plasma waves for electron acceleration were ex-
plored, such as the interaction of two laser pulses with different
wavelengths in the plasma (plasma-beat wave acceleration [3–5]),
self-modulation of a longer laser pulse in the plasma (self-modulated
laser-wakefield acceleration [6–8]) and excitation of the plasma wave
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(c)

(b)
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Compressor

(a)

(d)

Amp.

Figure 1.1. Illustration of the
CPA technique. (a) The laser
pulses are produced with a
duration of a few fs and an
energy of a few nJ in the
oscillator; (b) the pulse is
elongated in a stretcher, so the
lower frequencies travel in front
of the pulse and the higher
frequencies behind; (c) the laser
pulse energy is amplified in one
or several stages; and (d)
another set of optics produces
the opposite dispersion of the
frequencies so the laser pulse is
shortened in the compressor.

by a particle beam (plasma-wakefield acceleration [9–12]). Devel-
opments in laser technology, in particular, the invention of chirped
pulse amplification (CPA) [13], for which Strickland and Mourou
were recently awarded the Nobel Prize in Physics, paved the way for
high-intensity femtosecond pulses. This made it possible to produce
laser pulses with a short enough duration, and with sufficient energy
and focusing capabilities to efficiently excite the plasma wave.

In 1985, Strickland and Mourou proposed the application of a
technique initially developed for radar transmission to femtosecond
laser pulses [14]. The idea was to temporally stretch the laser pulse
before the amplification stages, and then compress it to a short
pulse afterwards. As will be discussed in Section 2.1.1, short pulses
are produced by the coherent superposition of light with a broad
range of frequencies. The pulse can be stretched if each frequency
is slightly delayed with respect the other, so the longer wavelengths
travel in front of the pulse and shorter wavelengths travel at the
end. This can be accomplished by means of dispersive and/or dif-
fractive optics. With this technique, the duration of the laser pulse
can be increased by a factor between 103 and 104, so the intensity of
the pulse during amplification is reduced by several orders of mag-
nitude, allowing the extraction of more energy without damaging
the amplification material or producing other nonlinear effects. A
CPA laser thus consists of four main parts, as illustrated in Fig-
ure 1.1: an oscillator where the femtosecond pulse is generated with
a bandwidth broad enough to support very short pulses; a stretcher,
where the pulse is temporally stretched by delaying each laser fre-
quency by a different amount; one or several amplification stages,
where the energy per pulse is increased; and finally a compressor,
where the dispersion is compensated for and the pulse is shortened
again.

Soon after the invention of CPA, femtosecond lasers with peak
powers in the terawatt and multi-terawatt regime became possible.
However, almost twenty years’ development in laser technology was
required to obtain the laser parameters required for efficient laser–
plasma acceleration. Several experimental studies were performed
in an attempt to focus the new generation of lasers to efficiently
excite a wave in a plasma. Such efforts also allowed exploration
of the capability of the accelerated electrons to perform trans-
verse oscillations and emit radiation [15, 16], referred to in the
LWFA community as betatron X-rays. Finally, high-quality laser-
wakefield-accelerated electron beams were generated in 2004, when
high-charge, quasi-monochromatic electron beams were achieved in-
dependently at three laser laboratories [17–19].

LWFA has enabled the introduction of a new generation of table-
top accelerators in many laboratories all over the world. While the
plasma accelerating structure allows higher accelerating fields to be
sustained, making the technique more compact, it also complicates
the control of the process, as the physics involved in the laser and
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1.2 Outline of this thesis

plasma evolution is highly nonlinear. Today, efforts in the field of
LWFA are being directed towards the optimization and control of
the electron beam parameters, to achieve some degree of tunabil-
ity and reproducibility of the electron beams, and towards higher
electron energies. Researches are thus dealing with multiple sci-
entific and technical challenges in an attempt to understand and
control all the complex processes involved in LWFA. Furthermore,
the betatron X-rays produced in the plasma wave have a partic-
ularly useful small source size and short pulse duration, and have
become a very promising source with potential applications in many
different scientific disciplines which are currently being explored.

1.2 Outline of this thesis

The structure of this thesis is as follows. Chapter 2 presents the
theoretical formalism necessary to describe the laser–plasma inter-
action, the excitation of the plasma wave, the electron acceleration
process and the emission of betatron X-rays. In Chapter 3, the
methods used to experimentally produce and characterize the LWFA
interaction are explained, including the laser pulse, the plasma, the
electron beam and the X-rays. The work carried out on improv-
ing the control of the electron parameters and the study of physical
processes during electron acceleration is summarized in Chapter 4,
and refers to Papers I to VI. The experiments conducted to invest-
igate and demonstrate the relevance of betatron X-rays in different
applications, which resulted in Papers VII to X, are described in
Chapter 5. Chapter 6 summarizes the findings of this work and the
future challenges associated LWFA electrons and betatron X-rays
are discussed.

4



Chapter 2

Principles of laser-wakefield
acceleration and betatron
radiation

A laser-wakefield accelerator requires an intense laser pulse and a
plasma. As will be explained in this chapter, the quality of the
resulting beam of accelerated electrons depends strongly on finding
the appropriate values of the parameters for both the laser pulse
and the plasma so the process is optimized.

When an ultrashort laser pulse with a duration on the femto-
second scale is focused in a plasma, such that its peak intensity
exceeds 1018 W/cm2, the variation in the laser intensity in the fo-
cus results in a force on the free charges in the plasma called the
ponderomotive force. The electrons, which are much lighter than
the ions, are pushed away, leaving a track behind the pulse known as
a “wake”. This modulation of the plasma creates very high electric
fields. Electrons from the plasma background with velocities high
enough to follow the plasma wave can “surf” on the wake, acquiring
relativistic energies, and being accelerated behind the laser pulse by
LWFA.

Section 2.1 presents the basic concepts of laser electromagnetic
waves and plasmas, and the motion of an electron under the in-
fluence of an electromagnetic wave. Section 2.2 describes the pon-
deromotive force that excites the plasma wave, where electron ac-
celeration takes place. The transverse oscillations performed by the
accelerated electrons, as well as the X-ray emission produced by
them, are described in Section 2.3.
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2.1 Laser pulses and plasmas

2.1 Laser pulses and plasmas

Any kind of electromagnetic radiation can be described by two vec-
tor fields in space–time (r, t): the electric E(r, t) field and the mag-
netic B(r, t) field. The fields obey Maxwell’s equations, which in
free space are given by:





∇ ·E(r, t) =
ρ(r, t)

ε0
,

∇ ·B(r, t) = 0,

∇×E(r, t) = −∂B(r, t)

∂t
,

∇×B(r, t) = µ0

(
J(r, t) + ε0

∂E(r, t)

∂t

)
,

(2.1)

with the constants ε0, the vacuum electric permittivity, µ0, the va-
cuum magnetic permeability, and c, the velocity of light in vacuum,
such that ε0µ0 = 1/c2. The scalar field ρ(r, t) represents the total
electric charge density, while the vector field J(r, t) corresponds to
the current density.

Fourier optics is a description based on harmonic analysis of
Equations (2.1) in linear systems, where any electromagnetic func-
tion can be expanded by harmonic functions. The harmonic func-
tions have the shape of monochromatic plane waves with wavelength
λ, angular frequency ω = 2πc/λ and wavenumber k = 2π/λ, and are
useful when studying the propagation of electromagnetic fields. A
monochromatic plane wave in a linear, homogeneous, nondispersive
and isotropic medium has the form:

E(r, t) = E0 cos (k·r− ωt),
B(r, t) = B0 cos (k·r− ωt).

The wave vector |k| = k has the same direction as wave propaga-
tion. In order to satisfy Equations (2.1), the electric field E, the
wavevector k and the magnetic field B are mutually orthogonal.
These periodic fields have maximum amplitudes given by E0 and
B0 which, in vacuum, satisfy the relation B0 = E0/c.

The intensity of the electromagnetic wave is given by the time-
averaged energy flux of the electromagnetic field, which is represen-
ted by the Poynting vector S(r, t) = (E(r, t) × B(r, t))/µ0. In the
case of a plane wave propagating in vacuum, the intensity is given
by:

I(r) = 〈S(r, t)〉 =
cε0
2
|E0|2. (2.2)

2.1.1 The laser pulse

Laser light is usually generated and amplified inside a medium con-
fined in a resonator. Many laser cavities are geometrically designed
so that the output electromagnetic wave contains only the funda-
mental transverse mode, described by the Gaussian function in the
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Figure 2.1. Intensity
distribution of a Gaussian beam
(a) along its direction of
propagation and (b) in the
transverse plane.

space domain. In the paraxial approximation, when the divergence
is rather small, a Gaussian beam propagating in the x direction
k = kex, and linearly polarized along y, El = Eley, is expressed as:

El(r) =E0ey
w0

w(x)
exp

{
− (y2 + z2)

w(x)2

}

exp

{
−i
[
kx+

k(y2 + z2)

2R(x)
− ϕ(x)

]}
,

where w(x) = w0(1 + (x/xR)2)1/2 is the beam waist, which has
a minimum value at the focus, w0, R(x) = x(1 + (xR/x)2) is the
curvature of the phase front, xR = πw2

0/λ is the Rayleigh length,
and ϕ(x) = arctan (x/xR) is the Gouy phase term.

Gaussian beams have interesting properties [20]. They maintain
a scaled Gaussian transverse distribution after propagating in va-
cuum, homogeneous materials and simple aberrant-free optical ele-
ments (Figure 2.1(a)). In comparison with other transverse modes of
a laser cavity, the intensity distribution of the focused beam achieves
maximum photon density, to the diffraction limit. Moreover, the
beam is reasonably collimated within a range given by the Rayleigh
length, xR, from the focal plane. The beam waist w(x) is defined
as the radius at which the electric field has decreased by a factor
1/e with respect to the maximum, or equivalently, the radius at
which the intensity has fallen by a factor 1/e2 with respect the
maximum. The beam waist is related to the full width at half max-
imum (FWHM) of the intensity, d(x), by 2w(x) =

√
2d(x)/

√
ln 2

(Figure 2.1(b)). In particular, a Gaussian beam with waist w1

impinging on a thin lens of focal length f focuses to a spot with
a waist w0 = λf/πw1.

The laser beams used in the experiments described in this work
were, in general, approximated to Gaussian beams. The error intro-
duced by this approximation was studied by comparing the actual
peak intensity of the focused laser pulse with the value predicted
for a focused Gaussian beam.

Regarding the temporal domain, a laser pulse is often described
as the product of a term oscillating with the central angular fre-
quency ω0 = 2πc/λ0, where λ0 is the central wavelength, and a
slowly varying envelope that accounts for the temporal shape of the
pulse. This envelope can also often be described by a Gaussian
function:

El(t) = E0 exp

{
−2 ln (2)t2

τ2
p

}
exp {−iω0t},

where τp is the FWHM duration of the pulse intensity.
In practice, such a pulsed electromagnetic field is the result of

the superposition of several electromagnetic waves within a broad
optical FWHM bandwidth centred at the angular frequency ω0.
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2.1.2 Ionization of a medium
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Figure 2.2. Intensity of a laser
pulse, which envelope is
indicated by the red thick line,
resulting from the interfere of
plane waves within a wavelength
bandwidth of: (a) ∆λ = 30 nm,
and (b) ∆λ = 100 nm. The
pulse duration is τp = 31 fs and
τp = 9 fs, respectively.

Table 2.1. Ionization potential
εion and corresponding
appearance intensity Iapp of
some of the ions present in the
gas mixtures used in this work.

Ion εion [eV] Iapp [W/cm2]

H+ 13.6 1.4× 1014

He+ 24.6 1.5× 1015

He2+ 54.4 8.8× 1015

N5+ 97.9 1.5× 1016

N6+ 552.1 1.0× 1019

N7+ 667.0 1.6× 1019

Ar16+ 918.0 1.1× 1019

Ar17+ 4121.0 4.0× 1021

Ar18+ 4426.0 4.7× 1021

The pulse with the shortest achievable duration for a given op-
tical bandwidth, ∆ν, is described as being Fourier transform lim-
ited (FTL), and is achieved when the waves of different frequencies
have a relative phase such that they interfere constructively at the
peak amplitude. For a Gaussian temporal envelope, the Fourier
transform limit obeys the expression:

∆ν =
∆ω

2π
=
c∆λ

λ2
0

' 0.44

τp
. (2.3)

Femtosecond pulses are often generated in mode-locked
Ti:sapphire lasers, in which the gain medium can produce a band-
width up to 140 THz, corresponding to a spectral range of 300
nm centred around 800 nm. In a mode-locked laser, the different
longitudinal modes coexisting in the resonant cavity, are coupled
and locked in phase and interfere so as to generate an FTL pulse. A
100 fs FTL pulse generated in a Ti:sapphire laser requires a spectral
bandwidth of about 10 nm, while a 30 fs pulse requires a bandwidth
of roughly 30 nm. Figure 2.2 shows the pulses resulting from the
coherence interference of plane waves, with wavelength bandwidths
of 30 nm (a), and 100 nm (b). The wider the wavelength bandwidth
of the waves that interfere, the shorter the pulse become.

The shorter and more tightly focused the laser pulse is, the
higher its peak intensity will be. The peak intensity, I0, of a tem-
poral and spatial Gaussian laser pulse, of energy εp, obtained from
Equation (2.2), is given by:

I0 =
2εp
πw2

0τp
.

In this thesis, high-intensity femtosecond laser pulses refers to laser
pulse durations of τp < 1 ps = 10−12 s, and peak intensities of
I0 > 1018 W/cm2.

2.1.2 Ionization of a medium

A plasma is a state of matter in which the medium is ionized, i.e.,
electrons are released from ions which become positively charged.
While the net charge of a plasma is zero, in a collision-less plasma
the motion of its charged particles is governed by the electromag-
netic forces produced by the local distribution of charges.

As already mentioned, an atom or molecule is ionized when it
releases an electron and, consequently, acquires a positive charge.
Several types of light–matter interactions can cause the ionization
of an atom or molecule. In the simplest case, a photon with a
total energy hνXUV equal to, or greater than, the binding energy
of the electron, εion, is absorbed, and the atom will release the
electron through the photoelectric effect, as shown in Figure 2.3(a).
Photons with sufficient energy to ionize an atom or a molecule are
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Figure 2.3. Illustrations of the
ionization processes of an
electron in a hydrogen potential:
(a) single-photon ionization, (b)
multiphoton ionization, (c)
tunnelling ionization and (d)
over-the-barrier ionization.

typically in the extrema ultra-violet regime. However, at intensities
above 1010 W/cm2 multiphoton ionization may take place, in which
several photons are absorbed by the atom or molecule, by means of
intermediate virtual states, resulting in release of the electron, as
shown in Figure 2.3(b).

Developments in laser technology have allowed the exploration
of other types of ionization processes. As the intensity of the laser
increases, the laser electric field can perturb the binding potential
of the electron and modify its shape. The atom or molecule is said
to be perturbed by a strong field. The potential experienced by
the electron is bent twice at each laser pulse cycle following the
amplitude of the laser electric field. This can reduce the effective
potential barrier of the electron, producing a finite probability of the
electron tunnelling through the barrier and escaping from the nuc-
lear potential. This is called tunnelling ionization, and is illustrated
in Figure 2.3(c).

Finally, the external laser electric field can be strong enough to
bend the electron potential below the binding potential, so that the
electron is free to escape. This is known as over-the-barrier ioniza-
tion (OTBI) and is illustrated in Figure 2.3(d). The laser intensity
defining the threshold of this regime can be estimated [21]. OTBI
requires the total potential to bend under the ionization energy,
which requires a laser intensity that corresponds to the appearance
intensity of the ion:

Iapp =
π2cε30ε

4
ion

2Z2e6
, (2.4)

where Z is the charge on the ion created. For a hydrogen atom, this
corresponds to an intensity of 1.4× 1014 W/cm2, and for a helium
ion, He2+, it corresponds to 8.8× 1015 W/cm2.

In the experiments presented in this thesis, the focused laser
pulse reached intensities above 1018 W/cm2 in vacuum. The leading
part of the laser pulse, already three orders of magnitude below the
peak intensity, is thus capable of generating OTBI in light gases such
as hydrogen or helium (see Table 2.1). In these cases, it is possible
to assume that most of the laser pulse encounters an already fully
ionized medium. In such a case, LWFA will be described by the
interaction of the laser pulse with a preformed plasma, and the
effects of the ionization of the medium by the leading part of the
pulse can therefore be neglected.

2.1.3 Electrons in a laser field

In order to study the interaction of a laser pulse with a plasma, it
is useful to first describe the motion of a single free electron in the

9
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laser fields, which is governed by the equations:

Lorentz equation:
dpe

dt
= −e (El + v×Bl) , (2.5)

Energy equation:
d

dt

(
γmec

2
)

= −e (vEl) , (2.6)

where pe = γmev is the electron momentum, v is the electron
velocity, me is the electron rest mass and γ = [1− (v/c)2]−1/2 is the
electron relativistic factor.

From Equation (2.5), in the non-relativistic limit when the elec-
tron velocity is much lower than the velocity of light in vacuum
(v�c and γ ' 1), the magnetic part of the Lorentz force is negli-
gible, and the electron moves with the “quiver velocity”, vq, which
obeys:

me
dvq

dt
= −eEl. (2.7)

It is often useful to express the electromagnetic wave in terms of
the vector potential A, which in vacuum is given by:

El =− ∂A

∂t
,

Bl =∇×A. (2.8)

Introducing the vector potential in Equation (2.5), and assuming
that it describes a linearly polarized field, A = Aey, it is possible to
decompose the Lorentz equation in the longitudinal (x) and perpen-
dicular (y) directions to the direction of propagation of the laser:





dpe,x
dt

= −evy
∂A

∂x
,

dpe,y
dt

= e
∂A

∂t
+ evx

∂A

∂x
.

(2.9)

An observer in the laboratory frame sees the electron at rest until
the laser pulse arrives. Considering a plane-wave A = A0 cos(kξ)ey,
with the copropagating coordinate ξ = x − ω0t/k, the solution of
Equations (2.9) for the electron trajectory gives [21]:

x =
a2

0c

4ω0

[
kξ +

1

2
sin (2kξ)

]
,

y =
a0c

ω0
sin (kξ). (2.10)

The normalized vector potential, a= eA/mec, has also been intro-
duced here, the peak value of which, a0, is given, in terms of the
laser electric field and intensity by:

a0 =
eA0

mec
=

eEl
mecω0

=

√
e2

2π2ε0m2
ec

5
λ2

0I0. (2.11)
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Figure 2.4. Solution of the
trajectories of a free electron
under a laser field in (a) the
laboratory frame, and (b) the
averaged rest frame.

There are some differences between the motion in the longit-
udinal and transverse directions given by Equations (2.10). While
the electron oscillates with the laser frequency in the transverse
direction, it also has a positive net drift in the direction of propaga-
tion of the laser, together with an oscillating term at twice the
laser frequency. Figure 2.4(a) shows the trajectories described in
Equations (2.10) for values of a0 = 0.3, 1 and 3.5, which for
λ = 800 nm, correspond to laser intensities of 2.0× 1017, 2.2× 1018

and 2.6×1019 W/cm2, respectively. While the amplitude of the mo-
tion depends linearly on a0 in the transverse direction, it increases
as a2

0 in the longitudinal direction. As soon as the laser intensity is
such that a0 > 1, the longitudinal motion quickly becomes dominant
over the transverse motion.

In a frame copropagating with the averaged velocity of the elec-
tron, Equations (2.9) give the solution

x =

(
a0

2γ

)2
c

2ω0
sin (2kξ),

y =
a0

γ

c

ω0
sin (kξ).

As shown in Figure 2.4(b), when the intensity increases, the amp-
litude of the longitudinal oscillation increases and the figure-of-eight
shape widens.

The normalized peak vector potential is then an important refer-
ence which defines the threshold between non-relativistic (a0 � 1)
and relativistic (a0 ≥ 1) electron motion. This is easily seen in
the non-relativistic case described by the quiver velocity in Equa-
tion (2.7), since the electron velocity becomes comparable to the
speed of light, vq→c, as a0 → 1.

Relativistic laser pulses, i.e. with a peak normalized vector po-
tential a0 ≥ 1, are then necessary to obtain significant motion of the
electron. This makes it necessary to focus the laser pulse tightly.
However, with the homogeneous field considered here, there is no
energy transfer from the electromagnetic fields to the electron, and
the electron will move only under the influence of the laser pulse,
remaining at rest once it passes.

2.1.4 The underdense plasma

When an electron moves under the presence of an electromagnetic
field inside a plasma, it produces a change in the local charge density
that induces electrostatic restoring forces. These forces tend to pull
the electron back and induce an oscillation, while the positive ions in
the plasma are considered to be stationary due to their much higher
mass. The electron oscillations can be described collectively by
Maxwell’s equations (2.1) by considering the Fourier decomposition
of the electromagnetic waves into plane waves, E =

∫
Eke

i(kr−ωt)dk

11



2.1.4 The underdense plasma

and B =
∫

Bke
i(kr−ωt)dk. Disregarding the relativistic term of the

Lorentz equation, the electron current density, J = −enev, can
be expressed in terms of the electric field as −eE = mev̇. Using
J = (inee

2)/(ωme)
∫

Eke
i(kr−ωt)dk, Maxwell’s equations become:

k×Ek = ωBk,

k×Bk =
µ0nee

2

ωme
Ek − µ0ε0ωEk. (2.12)

The solutions of this system of equations depend on the direction
of propagation of the wave vector k. If k‖Ek, then Bk = 0 and there
are solutions only for

ω ≡ ωp =

√
nee2

meε0
. (2.13)

This non-relativistic plasma angular frequency ωp describes the os-
cillation in the electron number density in the longitudinal direc-
tion, forming a plasma wave known as a Langmuir wave. In the
relativistic case, the plasma angular frequency is modified by the
relativistic increase of the mass of the electron, which in terms of
the peak normalized vector potential becomes ωpN = ωp/

√
a0 [22].

Henceforth, the subscript N denotes “nonlinear”. As the electro-
static field induced by this plasma wave is parallel to the laser’s
direction of propagation, it plays a major role in the electron accel-
eration described in Section 2.2.

Considering k⊥Ek and a non-magnetized plasma, the solutions
of Equations (2.12) describe the propagation of an electromagnetic
field with angular frequency ω0 in the plasma, and leads to the
dispersion relation:

ω2
0 = ω2

p + c2k2. (2.14)

Two regimes can be distinguished from this relation. If the laser
frequency is lower than the plasma frequency, the wave vector k
is imaginary, and describes an evanescent wave, the amplitude of
which decays inside the plasma. In this case, the plasma is called
“overdense”, and most of the laser energy will be reflected. How-
ever, if the laser frequency is higher than the plasma frequency, the
wave vector is real, and the laser pulse can propagate inside the
“underdense” plasma. The limit between these two cases is given
by the critical electron number density, which gives ω0 = ωp:

nc =
ω2

0meε0
e2

. (2.15)

The phase and group velocities of an electromagnetic wave
propagating in an underdense plasma can be calculated from Equa-
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e−
θ

Figure 2.5. The electron
experiences a “kick” from the
ponderomotive force produced
by the intensity gradient of the
laser pulse. The closer the
electron is to the axis of laser
propagation, the stronger the
ponderomotive force becomes.
In the relativistic regime, the
electron emission angle θ
becomes smaller towards this
axis.

tion (2.14):

vph =
ω0

k
=

√

c2 +
ω2
p

k2
,

vg =
dω0

dk
=

c2

vph
= c
√

1− ω2
p/ω

2
0 . (2.16)

As long as the laser does not evolve through the plasma, the phase
velocity of the plasma wave is equal to the group velocity of the
laser, vp ' vg [23]. This means that the plasma wave closely follows
the laser pulse as it propagates through the plasma, as a “plasma
wake”. As will be discussed in Section 2.2.3, the phase velocity of
the plasma wave is an important factor, as influences the energy
gain of the electrons during the acceleration process.

The laser sources used in the experiments described in
Chapters 4 and 5 emitted pulses with a central wavelength around
λ0 = 800 nm, corresponding to a critical density nc of 1.74 ×
1021 cm−3. LWFA requires the interaction of a high-intensity laser
pulse with an underdense plasma. The typical plasma density in
these experiments ranged between 1018 and 1019 cm−3.

2.2 Laser-wakefield acceleration

In the description of LWFA we will assume the interaction of a
high-intensity femtosecond laser pulse with a preformed underdense
plasma.

2.2.1 The ponderomotive force

As discussed in Section 2.1.1, the laser fields used for LWFA are not
plane waves but ultra-short, tightly focused laser pulses that are
often approximated by Gaussian functions in the space and time
domains. This non-homogeneous Gaussian spatial distribution of
the laser intensity is necessary not only to increase the peak intensity
to which the laser can be focused, but more importantly, to transfer
energy from the laser pulse to the plasma electrons by means of the
ponderomotive force [24].

Equation (2.7) already showed that, in the linear non-relativistic
regime, an electron in an electromagnetic field moves with the
quiver velocity vq. Note that the temporal evolution of the
fields can still be considered as an harmonic oscillation a(r, t) =
a(r) cos (kx− ω0t). Assuming a small perturbation of the quiver
velocity by the second-order motion of the electron, the ponderomot-
ive force can be derived from the Lorentz equation in terms of the
normalized vector potential. The laser fields, expressed in terms
of the normalized vector potential (Equations (2.8)), and the elec-
tron momentum, expressed as the quiver momentum (pq = mevq)
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and a small perturbation so that p = pq + δp, are substituted in
Equation (2.5) [25]:

dδp

dt
=−me

dvq

dt
− eEl − evq ×Bl =

−mevq∇vq −mecvq × (∇× a(r, t)) =

= −mec
2∇
(
a2(r, t)

)
,

where the identity d/dt = ∂/∂t + v∇ has been used. The pon-
deromotive force in the linear regime is given by this perturbation
averaged over the laser field rapid oscillations, which in terms of the
intensity of a laser pulse, becomes:

Fp = −mec
2∇
(
a2(r)

2

)
= − e2

2ε0mecω2
∇I (r). (2.17)

In the nonlinear relativistic regime, it can be shown that the
effective nonlinear ponderomotive force corresponds to [26, 27]:

FpN = −mec
2∇γ, (2.18)

where γ corresponds to the slow component of the relativistic factor,
averaged over the fast laser period.

The origin of the ponderomotive force is thus the gradient of the
laser intensity. As a result, it is independent of the laser polariz-
ation and the sign of the plasma particle charge it acts upon, and
depends only on the particle mass and laser pulse intensity gradient.
The ponderomotive force applies to both electrons and ions in the
plasma, pushing them in the same direction, but is much smaller
for the heavier ions. Consequently, only its effect on the electron
charges is considered, while the ions are assumed to remain station-
ary. For both linear and nonlinear regimes (Equations (2.17) and
(2.18)), the electrons experience a stronger force in regions with loc-
ally higher intensity and, as a consequence, are pushed away from
the centre of the laser pulse. The linear ponderomotive force is direc-
ted perpendicularly to the direction of the laser intensity gradient,
while relativistic effects also produce a forward push causing the
electrons to be ejected at an angle, tan θ = p⊥/p‖ =

√
2/(γ − 1)

[21].

2.2.2 Plasma waves

The ponderomotive force produced by a laser pulse focused in an un-
derdense plasma expels the plasma electrons from the centre of the
laser beam. The space–charge perturbation induced by the focused
laser will produce restoring forces that generate a plasma wave.

In this section, the excitation of the plasma by a linearly
polarized Gaussian laser pulse, as described in Section 2.1.1, is
discussed. An underdense, cold plasma (such that the motion in-
duced by the electron temperature is smaller than the laser-induced
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Figure 2.6. (a) Density
perturbation, (b) longitudinal
electric field and (c) transverse
electric field, induced by a
Gaussian pulse with parameters
λ0 = 800 nm, τp = 13.2 fs,
w0 = 15 µm, and an intensity
corresponding to a0 = 0.3,
focused on an underdense
plasma ne0 = 1019 cm−3 in the
linear regime.

oscillations), that is fully-ionized before the interaction with the
laser pulse is also assumed [25]. A more detailed analysis of the
excitation of the plasma waves can be found in the literature [21, 23].

Linear regime
The analytical solution of the excited plasma wave can be ob-

tained in the linear regime, where a0 < 1 [23]. As the amplitude
of the driven laser field is not very high, a small perturbation in
the electron number density is assumed, δne = ne − ne0, where
ne0 is the background electron density. The continuity equation
∂ne/∂t+∇nev = 0 can be approximated to

1

ne0

∂δne
∂t

+∇v = 0.

Applying the time derivative, and using the Lorentz equation
(Equation (2.5)) and Gauss’s law (Equations (2.1)) to express
∂v/∂t, gives an expression for the density perturbation [28]:

(
∂2

∂t2
+ ω2

p

)
δne
ne0

= c2∇2

(
a2

2

)
.

The perturbation of the electron number density corresponds to
a forced oscillator, where the external force is given by the laser
ponderomotive force. Figure 2.6(a) shows the density perturbation
induced behind a Gaussian pulse with a peak ponderomotive force
of a0 = 0.3 and a background electron number density of ne0 =
1019 cm−3. The plasma wave formed has a wavelength of λp =
2π/kp = 2πc/ωp.

The electric field associated with the plasma wave can be cal-
culated from Poisson’s equation for the normalized electrostatic po-
tential:

∇2φ =

(
ω2
p

c2

)
δne
ne0

,

where E = −(mec
2/e)∇φ. For a Gaussian laser pulse, the general

solution of the fields induced in the plasma wave after the laser has
passed can be written [25, 28, 29]:

Ex(x, rρ, t) = Υa2
0Ewb exp

{
−2r2

ρ

w2
0

}
cos (kpx− ω0t),

Er(x, rρ, t) = −4Υa2
0Ewb

crρ
ωpw2

0

exp

{
−2r2

ρ

w2
0

}
sin (kpx− ω0t),

where Υ = ωpτp
√
π/(8
√

ln 2) exp {−ω2
pτ

2
p/(16 ln 2)}, and

Ewb =
mecωp
e

(2.19)
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corresponds to the nonrelativistic wave-breaking field. These fields
are illustrated for the studied case in Figure 2.6(b) and (c). Their
strength is proportional to the square of the normalized vector po-
tential of the laser a2

0, but depends also on the laser pulse duration

τp, as Υ ∝ τpe−ω
2
pτ

2
p/(16 ln 2). For a given laser intensity and electron

number density, the pulse duration that maximizes the plasma fields
is:

cτp,opt =

√
2 ln 2

π
λp ' 0.37λp. (2.20)

This resonance condition optimizes the excitation of the plasma,
as in this case the electrons experience two “kicks” from the pon-
deromotive force at the front and back of the laser pulse. The
first kick is along the positive intensity gradient, and the second
along the negative intensity gradient, while the electron is already
pulled back by the restoring force. On the small scale of the plasma
wavelength for the underdense plasmas used in the experiments de-
scribed in this thesis, for example, λp(ne = 1018 cm−3) ' 30 µm,
the resonance condition is fulfilled only by ultra-short laser pulses
τp,opt(ne = 1018 cm−3) ' 40 fs.

The longitudinal field is a maximum along the laser propaga-
tion axis, while the radial field is zero. The longitudinal field
exhibits regions of electron acceleration (blue in Figure 2.6(b)) and
deceleration (red), while the transverse field exhibits regions where
the electrons are focused (red for rρ > 0 and blue for rρ < 0 in
Figure 2.6(c)) and defocused (red for rρ < 0 and blue for rρ > 0).
The longitudinal and transverse fields are dephased with respect to
each other by π/2, which defines a periodical region of axial length
λp/4, indicated by the hatched area, where an off-axis electron is
simultaneously accelerated in the laser propagation direction and
radially focused. It is in this region that the plasma wave supports
collimated accelerated electrons.

Nonlinear regime
When the laser pulse induces a plasma wave such that the plasma

electric field approaches the linear wave-breaking limit, Ewb, the
electron number density perturbation can no longer be considered
small. A complete description of the 3D nonlinear regime requires
in most cases heavy numerical calculations. However, the analyt-
ical solution of a 1D approximation illustrates much of the relevant
physics in nonlinear plasma excitation. For the analytical study, a
nonevolving laser pulse is considered, which can be expressed by the
laser co-propagating coordinate, ξ = x− vpt ' x− vgt, and a large
enough laser spot size, kpw0 � 1. In the quasi-static approximation
∂/∂t ' −c∂/∂ξ, Poisson’s equation

k−2
p

∂2φ

∂ξ2
=

(
ne
ne0
− 1

)
(2.21)
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Figure 2.7. Electron number
density perturbation (blue) and
longitudinal electric field
(orange) under the 1D nonlinear
regime approximation, induced
in an underdense plasma with
ne0 = 1019 cm−3, by a
Gaussian pulse with
λ0 = 800 nm, for different laser
pulse intensities and durations.
The red dashed line represents
the intensity envelope of the
driving laser pulse.

can be written as the differential equation [30, 31]:

k−2
p

∂2φ

∂ξ2
= γ2

p


βp

(
1−

(
1 + a2

)

γ2
p (1 + φ)

2

)−1/2

− 1


 ,

where βp = vp/c and γp = 1/
√

1− β2
p . Solving this second order

differential equation allows the longitudinal electric field to be ob-
tained from Ex = −Ewb∂φ/∂ξ, while the density perturbation can
be calculated from Equation (2.21).

Figure 2.7 shows the longitudinal electric field and modulation
of the electron number density excited by a temporal and spatial
Gaussian pulse in a plasma with ne0 = 1019 cm−3 for the 1D nonlin-
ear approximation, for (a) a0 = 1 and (b) a0 = 3. In both cases the
pulse satisfies the matching condition with the plasma wavelength,
τp,opt ' 13 fs. Some important observations can be made in this
figure. As the intensity of the laser increases, the electron charge
collects in a narrower region of space, and the peak electron number
density increases. Between these peaks, the electron number density
is almost zero, so the induced longitudinal electric field no longer
has a sinusoidal shape, but a sawtooth shape instead, the slope of
which steepens with the increasing laser intensity. The maximum
electric field also increases noticeably with the laser normalized vec-
tor potential, being almost five times higher for a0 = 3 than for
a0 = 1. As an effect of the relativistic mass acquired by the elec-
trons excited by such an intense field, the electron number density
peaks become more separated as a0 increases, effectively increasing
the plasma wavelength.

The resonant condition described in Equation (2.20) still applies
in the nonlinear regime. To illustrate the effect of the pulse length,
Figure 2.7(c) presents the same case as in (b), but for a longer pulse
duration, τp = 35 fs. Despite the fact that the laser intensity is the
same as in (b), and thus the pulse carries more energy, the density
perturbation and maximum longitudinal electric field decrease as
the energy transfer from the ponderomotive force is less efficient.

In order to obtain a 3D description of the nonlinear regime,
numerical models are required. The transverse distribution of the
electron perturbation has other effects. The nonlinear interaction of
the laser pulse and the plasma, which depends strongly on the laser
intensity, leads, for example, to focusing and dispersion of the laser
pulse, as will be discussed in Section 2.2.5. Due to such nonlinear
effects in the propagation of the laser in the plasma, a laser pulse
with a duration that does not satisfy Equation (2.20) can be tem-
porally compressed and transversally focused to a quasi-matched
condition. For this reason, the resonant condition is less critical in
practice than in the linear case, and the acceleration is found to be
optimum as long as the laser pulse duration satisfies cτp . λp. It
is clear from the nonlinear 1D model that the transverse intensity
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Figure 2.8. Snapshot of a PIC
simulation of a nonlinear plasma
wake in the bubble regime. The
black shading represents the
electron number density, and
the red shading the laser pulse
intensity. A Gaussian pulse with
λ0 = 800 nm and a0 = 4
induces the plasma wave in an
underdense plasma with
ne0 = 5 × 1018 cm−3. The laser
parameters satisfy the matched
condition, with a beam waist of
wopt = 9.5 µm and a pulse
duration of τopt = 18.7 fs. The
radius of the bubble satisfies
rb = wopt, and is indicated by
the yellow dashed line. Courtesy
of H. Ekerfelt.

distribution of the laser beam leads to a transverse variation in
the nonlinear plasma wavelength, λpN (rρ), creating a curved phase
front of the plasma wave.

Bubble or blowout nonlinear regime
As the laser intensity increases and the peak normalized vector

potential reaches a0 > 4, the profile of the electron number density
perturbation becomes steeper and steeper, to the point where the
electrons are totally removed behind the laser pulse. This process
is enhanced when the transverse and longitudinal dimensions of the
laser agree with the plasma wavelength, Equation (2.20) and [32]:

kpwopt ≡ kprb ' 2
√
a0. (2.22)

As the nonlinear plasma wavelength increases with the laser peak
intensity, λpN ' λp

√
a0, a higher laser intensity requires a larger

laser spot size and duration to satisfy Equations (2.20) and (2.22).
Under this matching condition, and for very high peak normal-

ized vector potentials, a0 > 4, the electron void forms a spherical
cavity behind the laser pulse with radius rb = wopt = 2

√
a0/kp,

which can be considered as a plasma “bubble” in the background
ions, where the electrons form a thin high-density sheath around the
cavity [32–34]. For this reason, this regime of LWFA is known as
the “bubble” or “blowout” regime. In fact, the electrons are blown
out after the laser pulse even for 2 < a0 ≤ 4, although the cavity
does not attain a perfect spherical shape.

The fields induced in the bubble have ideal focusing and accel-
erating properties [33, 35, 36]. The longitudinal accelerating field is
independent of the transverse position, rρ, which leads to uniform
acceleration. The transverse fields pull the electrons towards the
propagation axis, collimating the electron beam. The electrons ac-
celerated in this regime have good properties, such as high energy,
low energy spread and low divergence. Figure 2.8 shows a snapshot
of a particle-in-cell (PIC) numerical simulation, performed with the
code CALDER-Circ [37] (see Section 3.4), of a plasma wave in the
bubble regime, with a peak normalized vector potential of a0 = 4,
a plasma density of 5 × 1018 cm−3, and satisfying the matched
conditions. The bubble has an spherical shape with a radius of
rb = wopt = 9.5 µm, highlighted by the yellow dashed line.

2.2.3 Electron acceleration in a plasma wave

When a plasma electron acquires sufficient velocity to escape the
plasma fluid oscillations that form the wave, and copropagate with
the plasma wake, it is said to be “trapped”. The electron can be
trapped by different mechanisms, which will be discussed in Sec-
tion 2.2.4. Here, the acceleration experienced by the electron once
it is trapped in the bubble is considered.
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Figure 2.9. (a) Electrostatic
potential (blue) and
longitudinal electric field
(orange) under the 1D nonlinear
regime approximation, induced
in an underdense plasma with
ne0 = 1019 cm−3 by a Gaussian
pulse with λ0 = 800 nm, a0 = 3
and τp,opt = 13. The red dashed
line represents the intensity
envelope of the laser pulse.
(b) Phase-space electron
trajectories in the plasma wake
illustrated in (a) for different
initial conditions.

As an illustration of the acceleration process of an electron in
a laser-wakefield accelerator, the motion of a test electron in the
nonlinear 1D plasma wake model introduced in Section 2.2.2 can be
studied using Hamiltonian dynamics. The position and longitudinal
momentum of the electron in the wake evolve as described by the
following set of equations [38]:

dξ

dx
= 1− βp

ux
,

dγ

dx
=
∂φ(ξ)

∂ξ
,

where ux = px/mec = γv/c = γβ is the normalized electron lon-
gitudinal momentum, βp = vp/c is the normalized plasma wave
phase velocity, and γ = (1 − u2

x)−1/2. The set of equations can
be expressed as a derivative of time dξ/dx = (1/v)dξ/dt and
dγ/dx = ∂γ/∂ξ+ (1/c)dux/dt, and the Hamiltonian H is construc-
ted as a constant of motion:

dξ

dt
= c

ux − βp√
1− u2

x

=
∂H
∂ux

,

dux
dt

= c

[
∂φ(ξ)

∂ξ
− ∂γ

∂ξ

]
= −∂H

∂ξ
,

with the form

H(ξ, ux) = c
[√

1 + u2
x − βpux − φ(ξ)

]
≡ cHc.

The trajectories of the electron in the phase space (ξ, ux(ξ)) can
be calculated for each orbit defined for the constant of motion Hc.
The electron momentum in the electrostatic potential of the plasma
wave is calculated from [38]:

ux(ξ) = βpγ
2
p(Hc + φ(ξ))± γp

√
γ2
p (Hc + φ(ξ))

2 − 1. (2.23)

Figure 2.9(b) shows the electron phase space trajectories defined
by Equation (2.23) for different values of Hc, in the electrostatic po-
tential excited by a laser pulse, with the parameters of the wakefield
shown in Figure 2.7(b). Electrons initially at rest and in front of
the laser pulse perform the plasma fluid oscillations, ufluid, that
form the wave (black line at the bottom) and are not trapped in
the plasma wave. Electrons without sufficient initial momentum or
with too high velocity are not trapped either.

Trapped electrons perform closed orbits inside the wake, repres-
ented by the orange lines in Figure 2.9. The electrons periodically
gain and lose momentum from the plasma wave, moving forwards
and backwards with respect to the copropagating frame of the laser
pulse. The total energy gained by a single electron is given by the
difference in longitudinal momentum at the moment the electron
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Figure 2.10. Snapshots of a
CALDER-Circ PIC simulation
illustrating the effect of beam
loading. The blue shading
indicates the background
electron number density, the red
the laser pulse intensity, and the
green the density of electrons
trapped in the plasma wave.
The brown line corresponds to
the induced longitudinal field.
Simulations were performed to
study the experimental results
presented in Paper V.

exits the plasma wave with respect to the moment it is injected.
For a given orbit, the gain is a maximum if the electron is injected
at the lowest point of the orbit and extracted at the highest point.
After reaching the highest point, the velocity of the electron exceeds
the plasma wave velocity, and reaches the decelerating region of the
bubble, i.e. it dephases, reducing its energy and velocity until it
falls once more into the accelerating region.

The so-called separatrix, represented by the blue line in Fig-
ure 2.9, corresponds to the boundary that divides the orbits of
the trapped and untrapped electrons. This orbit can be calcu-
lated by considering the radicand in Equation (2.23) equals zero,
or γ2

p(Hc,sep + φmin(ξ))2 = 1. Electrons trapped in this orbit
can achieve the maximum energy gain from the wake. The dis-
tance the electrons are accelerated to gain the maximum energy is
known as the dephasing length. In the linear case, this distance
depends on the plasma wavelength, but not on the laser intensity,
Ld = (nc/ne)λp, while in the 3D bubble regime it increases with
the laser peak intensity and is given by [32]:

LdN =
4c
√
a0

3

ω2
0

ω3
p

.

The maximum energy gain that can be extracted from the plasma
wave, ∆εN , is limited by this distance, and in the bubble regime it
is approximately [32]:

∆εN =
2

3
mec

2ω
2
0

ω2
p

a0.

For a given laser-wakefield accelerator, the maximum dephasing
length and energy limit benefit from a higher laser intensity, but
much more from a lower plasma density. This is because the plasma
wave velocity, given by the laser group velocity in Equation (2.16),
increases as ne decreases. A faster plasma wave allows the electron
to be accelerated to a higher energy, over a longer distance, before
experiencing dephasing.

The excitation of the plasma wave requires energy transfer from
the laser pulse. As a result of the work exerted by the ponderomotive
force, the laser pulse continuously loses energy, or depletes, on its
leading edge, up to the point where it can no longer excite a plasma
wave. This limit defines a pump depletion length, which in the 3D
model can be estimated as [32]:

LpdN ' cτp
ω2

0

ω2
p

.

The electric fields induced by the charge trapped in the plasma
wake will also affect the acceleration of the electrons [39]. The
trapped electrons can drive their own plasma wake, which perturbs
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the wake driven by the laser. This effect is known as beam loading,
and has a strong impact on the quality of high-charge accelerated
electrons. Snapshots of PIC simulations of loaded plasma waves, as
part of the study presented in Paper V, are shown in Figure 2.10.
They illustrate the effect that the amount of trapped charge can
have on the accelerating field. When a noticeable electric charge is
locally trapped in the plasma wake, the longitudinal electric field
(brown line) is perturbed. Depending on the amount of charge, this
can lead to a flattened longitudinal field, see Figure 2.10 (a), or to
a change in the sign of the slope of the electric field which, in its
limit, can ultimately cancel out the laser wakefield and drive its own
wake, see Figure 2.10 (b). Note that in the latter case, electrons in
the back of the electron bunch are decelerated by the electric field.
Flattened accelerating fields as in (a) might be desirable to reduce
the energy spread of the accelerated electrons, as the accelerating
field becomes constant along the whole longitudinal length of the
electron beam, producing quasi-monoenergetic electrons [39]. How-
ever, beam loading leads to a limit on the current of the accelerated
electrons [40].

2.2.4 Electron trapping in a plasma wave

As discussed in the previous section, only electrons with enough
initial energy will leave the fluid oscillations that form the plasma
wave and become trapped in the plasma wave potential. Moreover,
electrons must be trapped in the appropriate region of the plasma
wave in order to gain the maximum energy from it while remaining
collimated. Electron trapping can be triggered by several mechan-
isms that influence the final charge, duration, energy spread and
divergence of the electron beam.

As discussed in Section 2.2.2, under matched conditions the
plasma waves are highly nonlinear and the induced electric field
reaches a very high amplitude. In the wave-breaking limit, the in-
duced electron density modulation is such that electrons following
the fluid oscillations become faster than the plasma wave. They can
then no longer form background electrons, but can be trapped in the
plasma wave, a process known as self-trapping. In the nonlinear re-
gime, the wave-breaking limit, given in Equation (2.19), is corrected

by the plasma relativistic factor, γp =
(
1− v2

p/c
2
)−1/2

[38]:

EwbN =
√

2(γp − 1)Ewb.

As it is induced by the highly nonlinear instabilities of the plasma
wave, self-trapping leads to low reproducibility and poor control
of the electron parameters. However, other trapping mechanisms
can be employed, leading to a degree of control of the features of
the electron beam. Some of the controlled trapping mechanisms
related to the studies presented in this thesis will be briefly described
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2.2.4 Electron trapping in a plasma wave

here, although they represent only a few of the alternatives that are
currently being explored [41].

The reproducibility of the electron beam parameters can be im-
proved by a more stable trapping mechanism, such as ionization-
induced trapping. In ionization-induced trapping, the plasma is
produced in a mixture of a low-Z gas with a small percentage of a
high-Z gas dopant [42, 43]. The high-Z gas is chosen such that one
or more of its ions has an appearance intensity equal to, or greater
than, the peak intensity of the laser pulse in vacuum. Due to the
nonlinear processes of self-focusing and self-compression, described
in Section 2.2.5, the peak intensity of the laser pulse can increase
along its propagation in the plasma. As a result, electrons are re-
leased from the dopant molecules at the peak of the laser pulse, once
the plasma wave is fully formed, and become more easily trapped
in the first plasma bubble. Ionization-induced trapping is charac-
terized by high-charge electron beams and, typically, a continuous
spectrum, due to the continuous trapping of electrons during laser
propagation.

Low-Z gases typically used for ionization-induced trapping are
hydrogen and helium, due to their low appearance intensity, and
they are often mixed with dopants such as nitrogen, argon or oxy-
gen. Nitrogen was the dopant used for ionization-induced trapping
described in Papers I-III, V-VIII and X, and a comparison with ar-
gon as dopant is included in Paper VII. Considering a typical peak
intensity in the focus of around 3× 1018 W/cm2 in the experiments
performed during those studies, the leading part of the laser pulse is
not able to release the inner K shell electrons of nitrogen by OTBI,
because the appearance intensity for those ions is of the order of, or
above, the peak intensity of the driven laser pulse, as can be seen
from Table 2.1. These electrons are released at the peak of the laser
pulse and become trapped in the plasma wave.

It is noteworthy that very tight focusing of the laser beam can
localize ionization-induced trapping in the plasma wave along a
short pulse propagation. This mechanism is known as self-truncated
ionization-induced trapping, and can produce electron beams with
a low energy spread [44].

Some applications for relativistic electron beams might demand
a narrow energy spread, which can be achieved by localizing the
trapping of electrons in the plasma wave. A density transition in
the plasma can be used to confine the electron trapping [45, 46].
As the plasma wavelength is inversely proportional to the square
root of the electron number density, the bubble will expand when
the laser propagates through a density down-ramp. The local phase
velocity of the plasma wave at the back of the bubble can also be
slowed down, so electrons may break away from the plasma wave
and become trapped. Paper IV presents a numerical study of the
tunability of the accelerated electron parameters by modifying the
length and slope of an electron density down-ramp. Down-ramp
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Figure 2.11. Evolution of the
normalized vector potential
obtained from a PIC simulation
with the code CALDER-Circ.
(a) Background electron number
density, with two 650 µm
density ramps and a 500 µm
plateau with density 1019 cm−3.
(b) Evolution of the normalized
vector potential along the
direction of plasma wave
propagation due to the
nonlinear propagation of the
laser pulse with initial a0 = 0.9.
The normalized vector potential
reaches a maximum after
approximately 800 µm of
propagation, with a value of
3.45.

trapping was also experimentally studied with a 3D-printed two-
stage gas cell [47] (see Paper IX). Trapping in a density down-ramp
can also be combined with ionization-induced trapping, an effect
that was observed, and is described in Paper III.

Once the electrons are trapped in the plasma wave, the deph-
asing and depletion lengths limit the maximum energy that the
electrons can gain. To overcome this problem, multi-stage wakefield
accelerators have been proposed [48–52]. For multi-staging to work,
the external electron beam must be located at the correct position
in the plasma wave. External injection thus requires very short
electron bunch duration, much shorter than the plasma period, and
precise transverse localization of the electrons in the plasma wave.
LWFA produces very short electron bunches that are suitable for
multi-staging acceleration. The mechanism also facilitates the syn-
chronization of the electron beam and the driving laser of the plasma
wave. This motivated the study on the stability of the pointing of
the electron beam presented in Paper I.

2.2.5 Nonlinear laser propagation in a plasma

In the quasi-static approximation, the laser pulse does not evolve
while propagating in the plasma. However, even within the Rayleigh
range of the focused laser, nonlinear effects will disturb the evolution
of the high-intensity pulse.

The ponderomotive force that expels electrons in front of the
laser pulse, and the relativistic mass increase in the electrons due
to their quiver velocity, produce variations in the electron density
and energy that lead to a non-uniform radial profile of the refractive
index ηr(rρ). From Equation (2.16), the refractive index is simply
ηr(rρ) ' c/vph = (1 − ω2

p/ω
2
0)1/2. However, as the plasma wave

becomes relativistic, the plasma frequency is influenced by the re-
lativistic factor and becomes ω2

p → ω2
p/γ. In a weakly relativistic

regime, a2 � 1, and for no preformed density channel, the nonlinear
refractive index can be approximated to [53]:

ηr(x, rρ) = 1− ω2
p

2ω2
0

ne(x, rρ)

ne0γ(x, rρ)

' 1− ω2
p

2ω2
0

[
1− a2(x, rρ)

2
+
δne(x, rρ)

ne0

]
. (2.24)

The term −a2(x, rρ)/2 represents the relativistic optical guid-
ing, or self-focusing, of the laser pulse [54, 55]. It can be seen from
Equation (2.24) that the refractive index of the plasma is higher
in the regions of higher intensity, or towards the axis for a Gaus-
sian intensity distribution. The modulation of ηr hence focuses the
beam towards the propagation axis. This effect can exceed the in-
trinsic diffraction of the laser or compensate for it, allowing stable
propagation along several Rayleigh lengths. Self-focusing will occur
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Figure 2.12. Illustration of the
betatron radiation produced in
a laser-wakefield accelerator.
The electron inside the ion
channel in the bubble performs
transverse betatron oscillations,
represented by the dashed black
line, leading to the forward
emission of betatron X-rays
(orange cones).

when the laser power exceeds a critical limit, known as the critical
power for relativistic self-focusing, and given by [56, 57]:

Pc =
8πε0m

2
ec

5

e2

ω2
0

ω2
p

. (2.25)

For example, the critical power for relativistic self-focusing of a 800
nm laser, for an electron number density of 1019 cm−3, is Pc = 3
TW.

Equation (2.24) also accounts for the longitudinal variations in
the plasma density and laser intensity. As vg ' cηr, different parts
of the laser pulse might experience different group velocities along
the propagation axis. The front of the pulse, where electrons accu-
mulate due to the forward push of the ponderomotive force, travels
slower than the tail of the pulse, where there is a lack of electrons.
While this variation in the group velocity compresses the pulse,
variations in the phase velocity lead to local longitudinal frequency
shifts that broaden the laser spectrum. The laser pulse is shortened
longitudinally, or self-compressed [58].

A weakly relativistic laser pulse, with a ' 1, such that its peak
power is above the limit for relativistic self-focusing, will eventually
shrink transversally and longitudinally due to self-focusing and self-
compression in the plasma. If the energy in the pulse is sufficient and
propagation in the underdense plasma long enough, a non-matched
laser pulse can evolve to the matched condition, producing a plasma
wave in the bubble regime.

Many other nonlinear effects take place during the complex
propagation of an intense laser pulse in a plasma. The ponderomot-
ive force produces a higher electron density in front of the pulse,
which defocuses the front of the laser. In contrast, the back of the
pulse encounters a lack of electrons, which guides the laser pulse and
can help to self-focus pulses below the critical power limit [59]. The
pump depletion mentioned in Section 2.2.3 eventually lowers the
local intensity of the pulse, which affects all the above-mentioned ef-
fects. Finally, as the refractive index depends directly on the plasma
density, the leading part of the laser pulse can experience ionization
defocusing during the ionization of the medium.

2.3 Betatron X-ray generation

The plasma channel generated in a laser-wakefield accelerator pro-
duces focusing forces that induce transverse oscillations in the ac-
celerated electrons in a way similar to that of an undulator in a
synchrotron facility. The electron undulations represented in Fig-
ure 2.12 generate X-ray photons in the keV regime with a character-
istic broad spectral shape and small divergence, known as synchro-
tron radiation. The synchrotron radiation emitted by electrons in a
laser-wakefield accelerator was proposed [15] and demonstrated [16]
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Figure 2.13. Trajectories
derived from Equation (2.26) for
a γ = 200, y0 = 1 µm test
electron at different initial
conditions: (a) py = pz = 0, (b)
py = 0, pz = 6mec, and (c)
py = pz = 3mec.

simultaneously, shortly before the first high-quality electron beams
were produced by LWFA. While an array of magnets produces the
electron oscillation in an undulator, transverse electric fields pro-
duce the forces that induce electron oscillations during LWFA in a
plasma. The wavelength of the electron oscillations induced in the
plasma channel can be thousand times shorter than the oscillations
that electrons perform in manufactured undulators, of a few hun-
dred µm instead of tens of mm. This significantly increases the effi-
ciency of the X-ray emission, as will be discussed below. As already
mentioned, the radiation emitted by the electrons oscillating in a
plasma channel is known as betatron X-rays.

The principle of betatron oscillations and the main features of
the emitted X-rays are described in this section.

2.3.1 Betatron oscillations in an ion channel

The electron orbits in the plasma channel can be approximated by
the phenomenological description used in Section 2.2 [32]. In the
bubble regime, a spherical void of electrons, or an ion cavity, with
radius rb is considered behind the laser pulse. The transverse force
affecting the electrons is mainly due to the electrostatic transverse
field produced by the ion cavity, as space charge effects within the
electron bunch are negligible in the relativistic regime [15].

Considering the cylindrical radial coordinate rρ, for rρ < rb, the
transverse field can be approximated, using Gauss’s law, to:

Er =
ene
ε0

rρ
2

.

If the transverse momentum can be considered to be small in com-
parison to the longitudinal momentum, such that γ ' γx � γy, γz,
the transverse motion of a test electron in this field can be expressed
using Equation (2.5), and has the form:

d2rρ
dt2

= − e2ne
2meγε0

rρ = −ω
2
p

2γ
rρ ≡ −ω2

βrρ. (2.26)

The electron moves in the transverse plane as in a harmonic oscil-
lator, with a betatron frequency, ωβ that corresponds to the plasma
frequency corrected by the electron relativistic factor ωβ = ωp/

√
2γ.

Trajectories calculated from Equation (2.26) for different initial con-
ditions (y0, py0), (z0, pz0) are shown in Figure 2.13.

It is common to characterize the oscillations by the undulator
period, λu, and the strength parameter, Kβ , given by:

λu =
2π

ku
≡
√

2γλp,

Kβ =
ωβrβγ

c
.
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In the examples shown in Figure 2.13, these quantities correspond
to λu = 211 µm and Kβ ' 6. The trajectory in the longitudinal
direction can be obtained by integrating the normalized velocity,
βx, obtained from β2

x = β2 − β2
y − β2

z .

2.3.2 Spectral emission of a betatron electron

The radiation spectrum can be qualitatively analysed by considering
an electron oscillating only in the xy plane, y(x) = Kβ/kuγ sin(kux).

The averaged longitudinal normalized velocity can be approxim-
ated to [60]:

〈βx〉 =
〈
β
√

1− β2
y/β

2
〉
'
〈
β

[
1−

K2
β

2γ2
cos2(kux)

]〉

' 1− 1

2γ2

(
1 +

K2
β

2

)
.

As the electron oscillates, it emits identical radiation in each period
of oscillation, λu. An observer located at an angle θ from the
propagation direction will perceive the radiation to have a funda-
mental frequency of ωf = 2πc/λf given by:

λf =
λu
〈βx〉

− λu cos(θ) ' λu
2γ2

(
1 +

K2
β

2
+ γ2θ

)
.

Two regimes are distinguishable from the strength parameter
Kβ . If the amplitude of the oscillations is small, such that Kβ �
1, known as the undulator limit, the transverse motion will not
affect the longitudinal velocity 〈βx〉 ' β to any high degree, and
the radiation will be peaked at the fundamental frequency ωf (θ)
with a narrow bandwidth. Due to the relativistic motion of the
accelerated charge, the emission is strongly directed in a narrow
cone towards the electron propagation direction, with an opening
angle ∆θ = 1/γ.

However, if Kβ ≥ 1, known as the wiggler limit, the decrease in
the longitudinal velocity is no longer negligible. The observer then
perceives a burst of short pulses, producing the emission of har-
monics of the fundamental frequency. For Kβ � 1, known as the
asymptotic limit, the spectral emission is broad with many closely
spaced frequency peaks, corresponding to the fundamental and the
harmonics. The generated radiation extends out to approximately
a critical frequency, ωc, beyond which the radiation intensity de-
creases, given by [60, 61]:

Ec = ~ωc =
3

2

ω2
prβγ

2~
2c

. (2.27)

The angular emission of the radiation widens to ∆θ = Kβ/γ.
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Figure 2.14. Normalized
radiation from an electron with
relativistic factor of γ = 200 in
the asymptotic limit: (a) as a
function of the photon energy
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indicated by the vertical
dash-dotted line.

The radiation emitted by a relativistic electron within a spectral
bandwidth dω and a solid angle dΩ, in the direction of observation
n, is obtained from the Liénard–Wiechert potential [62]

d2I

dωdΩ
=

e2

16π3ε0c

∣∣∣∣∣

∫ +∞

−∞
eiω[t−nr(t)/c] n× [(n− β)× β̇]

(1− βn)2
dt

∣∣∣∣∣

2

.

(2.28)
In the asymptotic limit, the emitted radiation can be approxim-

ated to [61]:

d2I

dωdΩ
= Nβ

6e2

π2c

γ2
x0ζ

2

(1 + γ2
x0θ

2)

(
γ2
x0θ

2

(1 + γ2
x0θ

2)
κ2

1/3 (ζ) + κ2
2/3 (ζ)

)
,

where ζ = (E/2Ec)(1 + γ2
x0θ

2), γ2
x0 is the electron relativistic factor

in the longitudinal direction, Nβ = L/λu is the number of betatron
periods along the acceleration length L, and κ1/3 and κ2/3 are the
modified Bessel functions of the second kind. The spectral distribu-
tion is shown in Figure 2.14(a) for a critical energy of Ec = 2 keV.
In the direction of electron propagation, θ = 0, the radiation in the
asymptotic limit becomes:
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, (2.29)

The on-axis emitted spectrum follows the distribution
γ2
x0(E/Ec)

2κ2
2/3(E/2Ec) defined only by the critical energy,

shown in Figure 2.14(b) by the black line. Note that the photon
energy scale is logarithmic. The value of the critical energy is
indicated by the vertical dash-dotted line, which is close to the
radiation peak. It can be observed that the radiation is quite
well-collimated, as the radiation is practically zero for angles above
θ = Kβ/γx,0 ' 30 mrad. As the radiation becomes off-axis, the
high-energy part of the spectrum is reduced, although the spectral
distribution remains broad. This is not the case for the undulator
limit, as the spectrum is narrow around the fundamental frequency,
and the radiation spectrum depends strongly on the observation
angle, ωf (θ). However, for most cases of LWFA, the strength
parameter is Kβ � 1, due to the high electron energy and typical
betatron amplitudes of a few µm, and the emission typically
corresponds to the wiggler regime.

The power radiated by a single oscillating electron can be cal-
culated by including the electron orbits described above, using the
relativistic Larmor formula Ps = (2e2/3c)γ2[(du/dt)2 − (dγ/dt)2]
[62]. For relativistic electrons with γx,0 � 1, the power averaged
over one betatron period gives [61]

P̄s '
reme

3c
γ2
x,0ω

4
βr

2
β , (2.30)
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where re = (1/4πε0)(e2/mec) is the classical electron radius. The
total energy the electron radiates Ws is then the product of the
average period power times the time the electron oscillates, tosc =
Nβλβ/c, so

Ws =
2πreme

3c
Nβγ

4
x,0ω

3
βr

2
β . (2.31)

2.3.3 Betatron X-rays properties

As a second-order differential equation, the electron motion de-
scribed in Equation (2.26) depends on the initial position and trans-
verse momentum of the electron in the ion channel. Hence, in a
laser-wakefield accelerator, each electron may oscillate with different
betatron amplitudes, strength parameters and resonant frequencies.

The transverse size of the electron beam in the plasma thus mod-
ifies the spectral distribution. The radiation spectrum from the elec-
tron beam can be approximated by integrating the single-electron
spectrum over an electron distribution over the beam radius. As a
result, the transverse distribution of electrons smooths the single-
electron spectrum, so the radiation spectrum is in general broad,
even in the undulator regime.

Furthermore, if an electron gains energy in the plasma channel,
for example by LWFA, the betatron parameters change ωβ(t) =

ωp/
√

2γ(t), and the first-order solution of the electron trajectories
can be written as [60]:

y(t) = yβ(t) cos(

∫ t′

0

ωβ(t′)dt′ + φy),

z(t) = zβ(t) cos(

∫ t′

0

ωβ(t′)dt′ + φz), (2.32)

where yβ(t) = Ay/γ
1/4(t), zβ(t) = Az/γ

1/4(t) are the betatron amp-

litude of the oscillations, so rβ(t) =
√
y2
β(t) + z2

β(t), and (Ay, φy),

(Az, φz) are constants derived from the initial conditions (y0, py0),
(z0, pz0). The transverse motion still follows sinusoidal oscillations,
but with an amplitude and frequency that are now time-dependent
through γ(t).

The amplitude of the betatron oscillations, rβ , is gradually at-
tenuated, while the betatron period, 2π/ωβ , increases as an effect of
the electron’s relativistic mass. The explicit shape of the radiation
from electrons that are accelerated becomes more complex and, in
general, will not correspond to a synchrotron-like spectrum. It can
still be calculated from Equation (2.28) for any electron trajectories
β, β̇. However, the main contribution to the number of emitted
photons comes from the most accelerated electrons [60].

The temporal distribution of the emitted radiation corresponds
to the convolution between the temporal profiles of the electron
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beam and the radiation of a single electron. As the wavelength
of the electron radiation is typically in the X-ray range, i.e. much
shorter than the µm length of the electron bunch, the pulse duration
of the radiation can be approximated to the electron bunch dura-
tion. Despite the challenge of measuring the X-ray pulse duration,
measurements of the electron bunch in a laser-wakefield accelerator
[63] suggest that the X-ray pulses can be as short as a few fs. As
will be discussed in Chapter 5, this makes betatron radiation very
interesting for temporally-resolved X-ray studies of ultra-fast phe-
nomena.

In the present chapter, the electrons have been considered to
interact only with the field of the plasma wave. However, if the
electrons are accelerated beyond the dephasing length, or if the laser
pulse duration exceeds half the plasma wave period, the electron can
also interact directly with the electromagnetic fields of the laser. If
the electron’s transverse motion is in resonance with the laser fields,
the betatron oscillations can be enhanced, and the electron may
be accelerated in the longitudinal direction. This effect of direct
laser acceleration (DLA) will be discussed in Chapter 4 (see also
Paper V).
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Chapter 3

Experimental methods

As discussed in Chapter 1, LWFA requires state-of-the-art laser sys-
tems. The number of laboratories with high-intensity femtosecond
lasers has continuously increased in the last two decades, and today
LWFA is studied in a few tens of laboratories around the world.
Such an advanced technology demands close control and monitor-
ing of the system, since the laser performance has a considerable
impact on the quality of LWFA research.

Diagnostics of the physics governing LWFA are very challenging,
due to the short time scale of the process (the ps regime) and the
small spatial scale (a few tens of µm in the transverse plane). As a
result, precise analysis of the electron beam and betatron radiation
parameters is required to retrieve information on the electron accel-
eration and X-ray emission processes. Computational tools are also
necessary for the study of the laser–plasma interaction, to provide
a better understanding of the experimental observations.

This chapter introduces the tools and methods used to perform
the studies presented in this thesis. Section 3.1 describes all the
experimental tools required for electron acceleration, including the
laser system, the focusing optics and the gas target. Methods that
allow studies of the properties of the electrons and betatron X-rays
generated by the interaction of such laser pulses with a gas are ex-
plained in Sections 3.2 and 3.3, respectively. Section 3.4 introduces
PIC simulations, and describes the code used for some of the simu-
lations presented in this thesis.
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3.1 The laser and gas system

(a)

(b)

(c)

Figure 3.1. Photographs
showing different parts of the
multi-terawatt laser system at
the Lund high-power laser
facility. (a) Ti:sapphire crystal
in the oscillator. (b) View of the
optical cavity that forms the
oscillator. (c) View of the final
amplifier.

3.1 The laser and gas system

Electron acceleration by LWFA requires a high-intensity femto-
second laser pulse to be focused in a gas target. The tools and
diagnostics used for producing the laser–plasma interaction are de-
scribed in this section.

3.1.1 The Lund multi-terawatt laser system

The multi-terawatt laser system at the Lund high-power laser facil-
ity was established in 1992 [64]. Today, and after several upgrades,
the laser is able to deliver an energy of more than 1 J in pulses
as short as 35 fs on target, corresponding to a peak power above
30 TW. All the experimental studies described in this thesis, apart
from those in Papers VI and IX, were conducted with the Lund
multi-terawatt laser which is described below.

A scheme of the Lund multi-terawatt laser after its latest update
is shown in Figure 3.2. It is based on CPA technology, and comprises
an oscillator, a stretcher, several amplification stages and a com-
pressor (see Section 1.1). The oscillator (a) consists of a Ti:sapphire
crystal enclosed in an optical cavity based on Kerr lens mode lock-
ing [65], which has an average power output of about 320 mW. It
lases at a high repetition rate, 80 MHz, with an energy of about
4 nJ per pulse, and has a bandwidth greater than 50 nm FWHM
centred at 800 nm. The light is linearly polarized. Prisms in the
oscillator compensate the group velocity dispersion in the cavity, so
the output pulse duration is close to the FTL of 20 fs. The pulse
repetition rate is decreased to 10 Hz by a pulse picker, consisting
of a Pockels cell (an electro-optic crystal) and a pair of polarizers.
The pulse picker sends one pulse every 100 ms to the following laser
stages by modifying the polarization of the laser pulses. In order to
improve the contrast of the system, i.e. the intensity ratio between
the pedestal and the peak of the laser pulse, a 6-pass pre-amplifier
(b), pumped by a frequency-doubled Nd:YAG laser, increases the
energy per pulse from a few nJ to the µJ regime [66]. This pre-
amplification of the pulse means that less gain is required in the
following regenerative amplification stage, described below, which
results in less background amplified spontaneous emission (ASE).

A grating stretcher (c) elongates the pulse duration to 9 ps/nm
bandwidth after two passes, decreasing the pulse peak intensity by
more than a factor of 22500. After the stretcher, the pulse duration
decreases from 450 to about 300 ps, due to gain narrowing in the
different amplification stages.

As the energy per pulse increases, the beam is expanded to lar-
ger diameters in order to ensure that the peak intensity is below
the damage threshold of the optical elements in the laser. All the
amplifiers in the system use Ti:sapphire crystals of different sizes,
pumped by frequency-doubled Nd:YAG lasers at 532 nm. A pair of
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Figure 3.2. Schematic of the Lund multi-terawatt Ti:sapphire laser based
on CPA. The 2 J output is first sent to the optical compressor and then
to the experiment.

relay lenses image the output of each pump laser onto the amplifica-
tion crystals, in order to maintain a homogeneity in the distribution
of the pump intensity. The pulses are constantly monitored using
various diagnostic tools such as spectrometers, CCD cameras and
power meters. Furthermore, several active-feedback stabilization
mirrors maintain the alignment of the laser chain.

Once stretched, the pulses are captured by a Pockels cell and
two polarizers inside the cavity of a regenerative amplifier (d). After
approximately 15 round-trips, and an increase in pulse energy from
a few µJ to about 5 mJ, the pulses are released from the cavity.
Two Pockels cells are used to clean up the pulses. These act as a
polarization gate which is opened for only a few ns, to minimize the
ASE or pre-pulses that can be produced in the regenerative cavity.
A 5-pass amplifier (e) then increases the laser energy to more than
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Figure 3.3. (a) Spectra of the
laser at different locations in the
system: (I) oscillator output
and (II) regenerative amplifier
output. (b) Intensity
autocorrelator signal (orange),
and a fit (dashed black line)
corresponding to a pulse
duration of 36 fs.
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Figure 3.4. Signal from the
third-order autocorrelator, when
measuring a temporal contrast
below 5 × 10−9 at 100 ps before
the main pulse. Some of the
observed peaks are artefacts
generated in the autocorrelator.

400 mJ per pulse.
The laser pulse is then spatially filtered by focusing the beam

and allowing it to pass through a 450 µm pinhole (f) in the focal
plane. The spatial distribution becomes almost Gaussian by means
of losing about 25% of the energy in the spatial filter. 200 mJ are
split from the main beam (which is sent to another experiment),
while the remaining beam with an energy of 100 mJ is sent to the
final amplifier (g). The crystal in the final amplifier is cooled down
to -180� in a cryostat in order to minimize thermal lensing effects
in the crystal volume. During 6 passes, the energy of the pulses can
be amplified to more than 2 J, although the experiments presented
in this work were usually performed with a pre-compressor energy
between 1.5 and 1.7 J.

Gain narrowing is partially compensated for by two acousto-
optic programmable dispersive filters (AOPDF) that shape the spec-
tral phase and amplitude of the pulses [67]. One is located directly
after the oscillator, to homogenize the spectrum before the pre-
amplifier. The second is located at the entrance of the regenerative
amplifier to pre-compensate for gain narrowing. However, the out-
put bandwidth unavoidably decreases to about 35 nm, as shown in
Figure 3.3(a). The pulses, expanded to final diameters between 50
and 60 mm, are directed to a grating compressor, set to achieve
pulses close to the FTL, between 35 and 40 fs. The pulse dura-
tion is measured by sending a low-power, compressed beam to a
second-order intensity autocorrelator, where the signal is fitted and
the FWHM determined, as shown in Figure 3.3(b).

The temporal contrast of the pulse is characterized by sending
low-power pulses to a third-order autocorrelator [68]. It is necessary
for the pulse pre-pedestal to have a low-intensity, and for the peak
intensity to have a steep ramp, to guarantee a “clean” interaction
between the target and the laser pulse, which is of great importance
specially in the case of solid targets. A measurement of the temporal
contrast is shown in Figure 3.4.

3.1.2 Laser focusing

When the pulses are fully compressed, their peak intensity is too
high for propagation in air without causing nonlinear effects. For
this reason, the compressor, the experimental chamber and beam
transport between them are kept under vacuum, below 10−4 mbar.

In order to improve the focusing of the laser beam, a 32-actuator
deformable mirror (DM) is placed at the output of the optical com-
pressor. The pulses are then transported to the experimental cham-
ber where a f/7.5 off-axis parabola (OAP) with a 775 mm focal
length, focuses the beam to a FWHM spot size between 13 and
17 µm, depending on the beam size at the OAP. After the OAP, the
focus of the laser pulse, when fully amplified, but attenuated before
compression, can be sent to a wavefront sensor (Phasics SID4) loc-
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Figure 3.5. Schematic of the
Lund multi-terawatt
compression, transport and
focusing systems used in the
LWFA experiments: (a) optical
compressor, including the DM;
(b) pulse duration, contrast,
and spectrum characterization;
(c) OAP; (d) focus diagnostics
for the transverse profile and
wavefront sensor; (e) gas target;
(f) electron spectrometer (see
Section 3.2); and (g) X-ray
detector (see Section 3.3). The
red, blue and yellow beams
represent the laser, electrons
and X-rays respectively. The
rainbow gradient represents the
infra-red laser pulse dispersed
by the compressor gratings.

ated outside the experimental chamber. The sensor software feed-
backs to control the DM actuators during measurements of the laser
pulse wavefront, in a loop that optimizes the laser beam focus.

The spare pulses from the laser system pulse picker, i.e. nJ
pulses with MHz repetition rate, can be sent collinearly with the
high-energy pulse and used to improve the pointing stability of the
system. A leak of these pulses before the OAP is focused and imaged
onto a CCD camera between each full-power pulse. The transverse
position of the focused leak is used to control the response of a piezo-
actuated mirror before the compressor. This method was used in
the studies described in Papers I-III, V and VII.

The peak intensity and beam size of the focus are estimated by
measuring the transmission from the entrance of the compressor to
the OAP output with the laser attenuated, together with an image
of the beam at the focal plane. Figure 3.6 shows the 13.2 µm FWHM
focus registered during the experiment described in Paper X, where
the FWHM diameter is indicated by the black dashed line. In this
example, the peak intensity of the pulse was estimated to be 3.6×
1018 W/cm2, which corresponds to a normalized vector potential of
a0 = 1.3. Despite the beam aberrations producing wings around
the focus, which could not be completely corrected with the DM,
75% of the beam energy is confined within the corresponding beam
waist, 2w = 22.4 µm (orange dashed line). This can be compared
with approximately 86.5% in the case of a perfect Gaussian beam.

3.1.3 Gas sources

Various structures can be used to contain the gas in laser–plasma
interactions. Figure 3.7 shows some of the types used in the present
work: (a) a supersonic gas nozzle, (b) a fixed-length gas cell, (c) a
variable-length gas cell, and (d) a capillary.

The open geometry of gas nozzles makes alignment of charac-
terization easier. In LWFA, gas nozzles are preferably designed to
release supersonic jets, so the density profile is abrupt and the laser–
gas interaction is confined [69]. This was the target option used in
the study presented in Paper VI.

Another alternative is to confine the gas in a cell (see Papers I-
III, V, and VIII-X). It is necessary to include entrance and exit
holes in the cell for the laser beam to propagate through it, which
causes gas leaks, and consequently density gradients at both ends
of the cell. The holes can be pre-manufactured, or can be ablated
directly with the laser beam at low power before pumping in the
gas to facilitate the alignment. Too large holes can lead to a long
longitudinal electron density ramp at the input and output of the
cell, while too narrow holes can complicate laser alignment or result
in “clipping” of the incoming laser beam.

Dielectric capillaries, with inner diameters ranging from a few
tens to several hundred µm, and lengths up to a few cm, were used
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Figure 3.6. Image of the
optimized focus for the
experiment described in
Paper X. The FWHM diameter
and waist of the Gaussian fit are
marked by the black and orange
dashed lines, respectively.

(a) (b)

(c) (d)

Figure 3.7. Some of the
geometries used for confining
the gas sources in LWFA in the
present work: (a) a gas nozzle,
(b) a fixed-length gas cell, (c) a
cross-section of variable-length
gas cell, and (d) a gas capillary.
The red dashed arrow indicates
the direction of propagation of
the laser beam.

for gas confinement in the study presented in Paper VII. Dielectric
capillaries can confine the laser propagation more than the natural
diffraction of the beam, or act as a waveguide. However, they are
very sensitive to laser alignment and focusing. Poor alignment and
focusing can lead to ablation of the entrance and output of the capil-
lary, causing deterioration in the quality of the capillary, sometimes
after only a few shots.

Optically accessible targets, such as a nozzle or the variable
length gas cell shown in Figure 3.7(c), can be characterized on-line
or off-line using interferometric or wavefront diagnostics. The vari-
ation in the refractive index produced by the molecular density of
the gas can be retrieved from the phase front variations of a probe
laser beam. The molecular density produced in the target depends
on the target geometry, the backing pressure and on the type of gas
utilized [70]. In the case of gas nozzles, the molecular density is
also sensitive to the vertical and horizontal position of the nozzle.
Structures that are not accessible, such as capillaries or enclosed gas
cells, can be modelled using fluid dynamics simulation software. A
model can also provide information on the up-ramp and down-ramp
plasma density profile at the entrance and exit, respectively, of the
target.

3.2 Electron diagnostics

The electrons are accelerated within a few mm in the direction of
laser propagation. The main parameters governing the electrons,
energy spectrum, charge and divergence, can be obtained from the
diagnostics described below.

3.2.1 Electron spectral distribution and charge

The spectral distribution of electron beams with a significant energy
spread, such as those generated by LWFA, can be studied by sending
the electron beam through the magnetic field of a dipole magnet and
imaging the dispersed electrons using a scintillation screen, as shown
in Figure 3.8. The magnetic field inside the dipole steers the electron
beam by the Lorentz force (Equation (2.5)). Since the magnetic
force is perpendicular to the trajectory of the electrons FB = −e(v×
B) ⊥ v, the work performed by the magnet is zero W =

∮
FB ·ds =

0, and the electron relativistic factor, γ, is conserved. Considering
a constant magnetic field perpendicular to the electron motion, the
electron trajectory in the field can be approximated by an arc of
radius:

R =
mecγ

eB
. (3.1)

Once the electrons exit the dipole field, they continue along a
straight line. Equation (3.1) allows the calculation of the relation
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Figure 3.8. Schematic of the
electron spectrometer used to
characterize the properties of
the accelerated electrons. A
magnet disperses the electrons
perpendicularly to their
direction of propagation and to
the magnetic field. The
spatio-spectral distribution
produces fluorescence in a
scintillation screen located after
the dipole, the signal from
which is recorded in a CCD
camera.

Table 3.1. Characteristics of the
dipoles used in the present
experiments.

Papers Bpeak Ldipole

I-III,V,VII 0.7 T 100 mm

VI 1.2 T 100 mm

VIII,X 0.8 T 200 mm

between the signal position on the scintillating screen and the elec-
tron energy, for a given magnetic field distribution and screen pos-
ition. As the relation is not linear, the spectral distribution of the
electrons will in general vary from the spatial distribution observed
directly on the scintillation screen. The higher the magnetic field,
the smaller the radius of curvature of the electron trajectories; and
the longer the dipole, the longer the arc travelled by the electrons.
Table 3.1 summarizes the parameters of the dipoles used for electron
characterization in the present work.

The non-homogeneous transverse and longitudinal distribution
of the magnetic field of a real dipole magnet can be mapped using
a Hall probe. The spatial characterization of the magnetic field is
then used to track the trajectories followed by electrons with dif-
ferent energies when propagating through the dipole magnet. This
allows dispersion relation to be obtained on the scintillating screen
with respect to the electron energy. It is often also possible to ap-
proximate the dipole dispersion to an effective dipole length and
constant magnetic field [71]. The magnetic field strength and the
dipole length, together with the size and position of the detection
screen, define the resolution of the electron spectrometer. These
values, together with the input position of the electrons and the
dipole gap size, also determine the spectral range detectable by the
spectrometer. Finally, the non-zero divergence of the accelerated
electrons introduces an uncertainty into the electron energy, as elec-
trons with different combinations of energy and emission angles may
hit the screen at the same position.

The electron dispersion was measured by imaging the fluores-
cence from a Kodak Lanex Regular scintillation screen. Studies of
the photon emission from this type of screens have shown that as
long as the electron energy exceeds a few MeV, the energy depos-
ition per electron is almost constant, and the number of fluorescence
photons emitted depends only on the number of electrons hitting the
screen, i.e. the electron beam charge [72]. As the spectral range for
electrons in set-ups such as that shown in Figure 3.8 often does not
cover such low electron energies, the electron spectral distribution
and the collected charge are usually obtained from the signal from
the Lanex screen. After integrating the signal along the transverse
direction perpendicular to the direction of dispersion, the spectral
distribution of the electrons, dQ/dE, can be estimated from the
number of counts at dispersion position C(z) as [73]:

dQ

dE
=

1

gLxgCCD

dz

dE

C(z)

spx
. (3.2)

The scintillation screen gain, gLx = ηLx exp{−τd/τLx}, includes the
acquisition delay, τd, with respect to characteristic decay time of
the Lanex screen, τLx ' 660 µs [74], and the calibration of the
screen, ηLx = (6.95 ± 0.6) × 109 photons/sr/pC [75]. The CCD
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Figure 3.9. Comparison between
(a) the raw signal from the
scintillation screen produced by
electrons accelerated in a single
laser shot, and (b) the
corresponding electron
spatio-spectral distribution.
The retrieved electron spectrum
is shown in (c). The geometry
of the spectrometer set a cut-off
at 55 MeV. For this shot, the
collected charge was 19 pC, with
a maximum energy of 210 MeV.

camera response, gCCD = TtQCCDΩ cos(θCCD)/ cos(θ0), takes into
account the transmission of the fluorescence signal to the camera,
Tt, the solid angle of collection, Ω, the viewing angle, θCCD, the
effective thickness of the Lanex screen from the observation point,
cos(θ0), and the camera efficiency, or counts per impinging photon,
QCCD, for the fluorescence emission, which peaks at a wavelength
of 546 nm. It is important to protect the screen from laser radiation,
usually by blocking the surface with a thin sheet of aluminium, and
to prevent ambient light from entering the CCD camera, by enclos-
ing the light path between the screen and the detector. The factor
(1/spx)(dz/dE), where spx is the transverse size of the screen corres-
ponding to a camera pixel, gives the relation between the dispersion
axis, z, and the energy axis, E.

Figure 3.9(a) shows the raw scintillation signal recorded with a
16-bit CCD camera in the experiment described in Paper VI. The
vertical axis corresponds to the linear distance from the electron
propagation axis, where some positions are indicated by the corres-
ponding electron energies calculated from Equation (3.1). The spec-
tral distribution was calculated from Equation (3.2), and is shown in
Figure 3.9(b). As the dispersion is greater for low-energy electrons,
the charge is integrated over a longer distance in the low-electron-
energy range, and the spectral distribution becomes flatter than
suggested by the raw signal. The angular emission of the electrons
is calculated simply taking into account the distance between the
electron source and the screen. The reconstructed electron spec-
trum, dQ/dE, is shown in (c). This electron spectrometer thus al-
low the spectral shape and charge of the accelerated electrons above
the cut-off energy of the spectrometer to be recovered from a single
shot.

Electrons accelerated with the Lund multi-terawatt laser typic-
ally have energies up to 300 MeV, with a charge per electron pulse
between 15 and 50 pC, corresponding to 9 to 31×107 electrons, de-
pending on the plasma parameters and trapping mechanism. Meas-
urements of the bunch duration have shown that the electron bunch
is only a few fs long [63]. Electron pulses are thus produced with a
peak current in the kA regime, which is above the peak current of
most conventional accelerators.

3.2.2 Electron spatial profile and stability

As the electron spectrometer described in Section 3.2.1 disperses
the electrons in one direction, the signal recorded in the scintillat-
ing screen can be used to measure the divergence of the electron
beam along the direction perpendicular to the electron dispersion
direction. By removing the dipole from the path of the electron
beam, it is possible to use the scintillation screen to study the full
spatial profile and divergence. Figure 3.10 shows an electron beam
accelerated with the Lund multi-terawatt laser. The spatial dis-
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Figure 3.10. (a) Scintillation
screen signal resulting from an
electron beam without
dispersion, at approximately 43
cm from the source. (b) and (c)
show the corresponding
integrated angular emission
along the vertical and horizontal
directions, respectively, using
the same scale as in (a). The
FWHM divergence of the
electron beam in each direction
is indicated by the red arrows,
and the corresponding Gaussian
fit by the dashed black line.

tribution in this example is asymmetric, and the emission is fairly
well-collimated with a FWHM divergence of 3mrad×6mrad in the
horizontal and vertical directions, respectively. The centre of the
electron beam can also be measured from the non-dispersed charge
distribution, which allows measurements on beam pointing with a
standard deviation as low as 3.4 mrad, as discussed in Paper I.

3.3 X-ray diagnostics

Initially, studies on betatron radiation were often focused on the re-
trieval of information on the properties and dynamics of the electron
bunch. However, the betatron radiation from laser–plasma interac-
tions is now attracting greater attention as an advanced source of
X-ray radiation [76]. This section reviews the most important X-
ray diagnostics used in the present work for characterization of this
emission, and also in applications of the betatron source.

3.3.1 X-ray detectors

CCD X-ray sensitive cameras were used for the detection of betatron
radiation and the analysis of its transmission through different ma-
terials. The Andor iKon-L SO CCD camera (referred to below as
the Andor device) was used to detect the spatial profile of the X-rays
in the studies presented in Papers VI, VIII and IX, while the MTE
2048B camera from Princeton Instruments (referred to below as the
PI device) was used for in an X-ray spectrometer set-up described
in Paper X (see Figures 3.11(a) and (b), respectively).

These cameras both work by direct X-ray detection. The X-rays
impinging on the photosensitive silicon sensor are absorbed, leading
to the release of electrons, and the current is recorded in each pixel.
The two X-ray detection devices have the same type of chip and,
therefore, share many features. Both sensors are back-illuminated,
i.e. the gate electrode structures are placed after the photosensitive
silicon to maximize the absorption of radiation and increase their
sensitivity to low-energy X-ray photons. The sensors are also deep-
depleted. The depletion zone is extended to increase the well depth
of the pixels and thus, the dynamic range of the sensor. Due to their
high sensitivity, both devices are also very sensitive to dark current,
and can be cooled down below -50� to minimize thermal noise. In
order to protect the chip surface from the condensation of water at
such low temperatures, the chip must be under vacuum before it
is cooled. The chip is composed of 2048 × 2048 13.5µm×13.5µm
pixels, providing a large detection area of 27.6mm×27.6mm. The
signal is digitalized, in both cases, up to 16 bits.

The PI sensor is vacuum compatible and can be placed inside
the experimental chamber, while the Andor device can be connected
to the vacuum chamber or, as in the experiments described here,
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Figure 3.11. (a) The X-ray
Andor iKon-L camera and (b)
the Princeton Instruments MTE
2048 B device, and (c) their
quantum efficiency response.

Table 3.2. Parameters for the
X-ray cameras.

Andor PI MTE
iKon-L SO 2048B

Set-up Standalone Vacuum
Pixels 2048x2048 2048x2048
spx 13.5 µm 13.5 µm
Cooling Air Water
Tmin −70◦C −50◦C
Well 150 000 e− 100 000 e−

depth
Read ≥ 4.3 e− ≥ 3 e−

noise
Dark 0.066 0.02
current e−/px/s e−/px/s
@Tmin

Linearity > 99% > 98%
Digit. 16 bits 16 bits

it can be placed outside the experimental chamber as a standalone
device. A 250 µm thick, �60 mm beryllium filter, chosen for its high
transmission of photons above 3 keV, was used to create a vacuum-
compatible compartment in front of the Andor sensor, which can be
pumped separately or through to the vacuum of the experimental
chamber. As the PI device can be placed directly in vacuum, it
is cooled by an internal coolant circuit, while the Andor device is
air-cooled. Table 3.2 summarizes the main parameters for the two
devices.

The conversion efficiency of the incoming photons into electrons,
creating the electronic signal, depends strongly on the photon en-
ergy. The quantum efficiency measures the probability of the in-
coming photon to excite electrons in the epitaxial silicon crystal.
The Andor and PI devices are sensitive to photons in the energy
range 100 eV to 20 keV, as shown in Figure 3.11(c), both having a
peak quantum efficiency around 90% at 4 keV.

3.3.2 X-ray spectral distribution and number of
photons

There are several methods of studying the spectral distribution of
the betatron X-rays. If the spectral emission is considered as a
synchrotron-like spectrum, the critical energy that characterizes the
spectral shape can be obtained using the Ross filter method [77, 78].
A Ross filter is a combination of thin metallic foils with absorp-
tion edges at energies around the expected critical energy of the
betatron radiation being studied. The thicknesses of the foils are
adjusted so the spectral transmission through each foil is similar for
all wavelengths except for the range between two absorption edges.
It is then possible to evaluate the photon flux within a particular
spectral range by comparing the transmission through the different
filters.

Figure 3.12(a) shows a photograph of the Ross filters used in
some of the experiments described here, while the corresponding
recorded X-ray transmission is shown in (b). The different materi-
als and thicknesses are indicated, and the absorption curves of the
filters are shown in (c). The materials were chosen so as to have a
peak absorption at a certain photon energy, known as the K-edge
(or LI -edge in the case of the zirconium and tin), within the range
of the expected critical energy of the radiation. The peaks corres-
pond to a photon energy equal to the binding energy of an electron
in a K shell (or L shell), and are characteristic of each material.
The transmission of the betatron X-rays through the filters is com-
pared to the transmission of synchrotron-like spectra, as described
in Equation (2.29), and the critical energy, Ec, is obtained by least-
squares fitting.

As the Ross filter measurements were performed with the Andor
device in the standalone mode, the X-rays propagated through two
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Figure 3.12. (a) Photograph of
the metallic filters used for
spectral analysis. (b) Measured
X-ray transmission. (c) Spectral
transmission of the filters in (a),
where the colour coding
indicates the absorption edge
energy. The black dashed line
corresponds to the camera
response without filters,
including two 250 µm Be
windows, 60 mm propagation in
air and the sensor quantum
efficiency.

250 µm thick beryllium filters (one in front of the CCD chip to create
a vacuum, and the other at the exit of the experimental chamber
facing the camera), plus a few cm of air between the windows, Tt =
2TBe,250µm · TAir. The filter array was placed in air, between the
two beryllium windows, as close to the camera as possible. The
windows, the air and the camera quantum efficiency reduced the
X-ray intensity and spectral bandwidth noticeably, as can be seen
from the black dashed line in Figure 3.12(c).

The transmission behind a particular filter, F , is measured after
background subtraction, as the mean number of counts, N , divided
by the total transmission in the areas where there are no filters,
TCCD(F ) = N(F )/N0. For a set of test critical energies, the theor-
etical transmission through that particular filter is calculated by in-
tegrating a spectral distribution of shape (E/Ec)

2κ2
2/3(E/2Ec) mul-

tiplied by the total transmission, Tt(E), the transmission of the Ross
filter, T (F,E), and the energy deposition in the detector, E·Qe(E).
The integral is normalized by the integrated signal when there is no
filter:

Tth(F,Ec) =

∫∞
0

(
E
Ec

)2

κ2
2/3

(
E

2Ec

)
Tt(E)T (F,E)EQe(E)dE

∫∞
0

(
E
Ec

)2

κ2
2/3

(
E

2Ec

)
Tt(E)EQe(E)dE

.

The estimated critical energy is that for which the sum of the
squared residuals between the measured and calculated values of
transmission for each filter is a minimum.

Λ2(Ec) =
∑

i

Λ2
i (Ec, Fi) =

∑

i

(Tth(Fi, Ec)− TCCD(Fi))
2

The filters can be cut in stripes and arranged forming a mesh
where the metallic foils locally overlap, as in Figure 3.12. This al-
lows the study of the critical energy as well as the homogeneity
and intensity distribution of the incoming X-rays. This design in-
creases the number of different transmission windows, from seven
types of metals to 19 effective filters, due to the overlap of the
metallic foils. The larger the number of filters, the more accurate
the critical energy estimation. Furthermore, the gaps between the
metal foils enable more accurate evaluation of the filter transmis-
sion. Figure 3.13(a) shows the X-ray signal through the filters. The
background region at the bottom, enclosed by the blue square, was
analysed and the background subtracted from the total signal.

The filter area is separated into nine by seven sections, indicated
by the dashed squares. Transmission through the areas without fil-
ters (orange dashed), is averaged in each section. In Figure 3.13(b),
the transmission measured through those areas is interpolated on
the grid, giving the spatial distribution of the incoming X-ray beam
through the filters. The distribution is then used to normalize the
transmission through the sections in (a), including the single (red
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Figure 3.13. (a) X-ray image of
the Ross filters divided into
sections. (b) Matrix generated
from the mean values of the
non-filtered regions interpolated
through all the sections.
(c) Transmission normalized by
(b). (d) Squared residuals for
each filter (colours), and sum of
the squared residuals (black).

dashed) and double (green dashed) filters, which gives the matrix
shown in (c). It is important to note this, as in other Ross filter
designs the filters occupy most of the sensor area, and a homogen-
eous distribution of the reference beam is assumed, which can lead
to misinterpretation of the actual transmission through the filter.
The sum of the squares of the residuals, Λ2, is shown in black, in
Figure 3.13(d). Its minimum value gives the critical energy of the
betatron pulse, of 1.75 keV in the current example. The squared
residuals for the separate filters Λ2

i are also included in (d) for com-
parison, showing a good agreement with the value obtained. The
deviation observed for the titanium filter is believed to be due to
oxidation of the foil.

Spectral characterization using Ross filters is a fairly robust
method for the estimation of the critical energy of a single X-ray
pulse, as the background signal is easily subtracted and the spatial
distribution of the beam can be retrieved simultaneously. However,
the spectral resolution is low, and despite experimental agreement
with Equation (2.29) [79], a specific spectral distribution is assumed,
which makes the method insensitive to spectral deviations.

If the whole X-ray beam is imaged on the camera, it is possible to
obtain the total number of photons emitted, provided the spectral
distribution is known. Otherwise, it is still possible to estimate
the number of photons emitted per pixel, or per steradian, within
the sensor. The relation between the number of photons emitted,
Nph, and the number of CCD counts behind a certain filter, Nc,F ,
Πph/c = Nph/Nc,F , can be calculated from the retrieved critical
energy and the X-ray camera response in counts per photon energy,
gX , as follows [73]:

Πph/c =

∫∞
0

(
E
Ec

)2

κ2
2/3

(
E

2Ec

)
dE

∫∞
0

(
E
Ec

)2

κ2
2/3

(
E

2Ec

)
Tt(E)T (F,E)Qe(E)EgXdE

.

Thus, the number of photons per pixel is simply given by Nph =
Πph/cNc,F . In the example shown in Figure 3.13, this leads to a
maximum of 6 emitted photons per pixel, corresponding to a peak
flux of approximately 1011 photons/sr.

A more accurate reconstruction of the spectral distribution of
the betatron radiation can be achieved by single-photon counting
(SPC) [80, 81]. In this approach, the flux of the X-ray source is
reduced by the use of filters or by positioning the sensor far away
from the source, such that the number of photons on the chip is
reduced to, at most, one photon per 100 pixels [80]. Algorithms
are normally used to identify and isolate single-photon events from
multi-photon ones in the image. If the camera response is known,
the total number of counts produced by a single photon event gives
the energy of the interacting photon. A histogram of the single-
photon energies, considering the transmission of the X-rays before
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Figure 3.14. (a) X-ray image of
a Ross filter. The integrals of
the non-filtered signal along the
horizontal (b) and vertical (c)
directions are represented by
the blue dots. The Gaussian fit
is shown by the dashed orange
line. The X-ray divergence
(FWHM) was estimated to be
63 mrad in the horizontal
direction, and 49 mrad in the
vertical direction.

reaching the sensor, provides an accurate spectral distribution of the
betatron X-rays, within the spectral detection range of the sensor,
without having to assume any initial spectral shape. The resolution
is higher than with Ross filters, down to a few hundred eV [79]. In
contrast, limited information is provided on the intensity or spatial
distribution of the incoming X-ray beam.

SPC can be used to calibrate the response of an X-ray detector,
by measuring the X-ray transmission through a metallic foil with a
known absorption edge. The histogram of the single events recorded
will show a fall in transmission corresponding to the absorption edge
of the metal. The number of counts produced by the single events in
the edge is then used to estimate the camera response. In the case
of the Andor device, calibration gave a value of 11.9 counts/eV.

3.3.3 X-ray spatial profile and source size

The X-ray beam intensity distribution and divergence can be meas-
ured directly in the X-ray camera if the source is close enough for
the full transverse profile of the X-ray beam to be accommodated in
the sensor. However, the registered intensity can be used to estim-
ate the source divergence even if the whole beam is not detected by
the sensor area. The blue dots in Figure 3.14(b) and (c) show the
integrated intensity in the non-filtered areas behind the Ross filters
shown in (a), along the horizontal and vertical directions. The data
were fitted to a Gaussian function, indicated by the dashed orange
curve, from which the FWHM diameter was obtained. If the geo-
metry of the set-up is known, it is possible to estimate the FWHM
divergence of the X-ray beam. In the example shown in Figure 3.14,
the X-ray divergence was estimated to be 63mrad×49mrad.

In order to also characterize the spatial coherence and brightness
of the X-ray radiation, it is necessary to determine the size of the
source [82–84]. This can be estimated by imaging an opaque object
or obstacle backlit with the betatron X-rays. Figure 3.15(a) shows
the image of an array of crosses consisting of 50 µm diameter tung-
sten wires, with a transmission of less than 0.05 for photon energies
below 25 keV, used for source size characterization. As the object
is practically opaque to the X-ray beam, it produces a shadow on
the detector. Figure 3.15(b) shows the X-ray image produced by
one of the tungsten crosses shown in (a), placed x1 = 44 mm away
from the source, and registered in the Andor device placed x2 = 1.8
m after the wires. As a first approximation, for the shadow to be
sharp, the X-ray source size is necessarily smaller than the object.

A more accurate estimate of the size can be made by consider-
ing the diffraction features at the edges of the shadow, which can
be compared to the diffraction produced by an X-ray source cal-
culated for different sizes. Assuming monochromatic X-rays with
a low divergence, and considering that the longitudinal distances
are much greater than the transverse ones, the normalized X-ray
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Figure 3.15. (a) Tungsten
crosses used for source size
estimation. (b) Betatron X-ray
image of one of the crosses after
approximately 42 times
magnification. (c-d) The
integrated signal along the
horizontal and vertical
directions, respectively, (black
dashed lines), and diffraction
patterns calculated for different
source sizes, D (colours).

intensity after an obstacle along the y axis, for a point source, can
be written [85]:

I(yd) =

∣∣∣∣
√

xt
iλx1x2

∫
exp

{−iπ
λx2

[
2yyd −

xt
x1
y2 − x1

x
y2
d

]}
q(y)dy

∣∣∣∣
2

where λ = hc/Eph is the wavelength of the monochromatic source,
xt = x1 + x2 is the source–detector distance, q(y) is a func-
tion describing the obstacle, and y and yd are the coordinates of
the obstacle and detector planes, respectively. To consider the
synchrotron-like spectral distribution of the betatron radiation, the
intensity must be averaged as Iw(yd) =

∫
dλAλI(yd), where Aλ

is the normalized weight coefficient, which can be obtained from
Equation (2.29). Finally, a finite transverse size is considered
as a distribution of point sources, assuming a Gaussian shape
B(ys) = exp {−4 ln (2)y2

s/D
2}, where ys is the coordinate in the

source plane, and D is the FWHM of the source. The intensity
distribution accounting for both source size and spectrum, is then
given by:

Is,λ(yd) =

∫
dysB(ys)

∫
dλ(Aλ)I

(
yd + ys

x2

x1

)
.

The dashed black curve in Figure 3.15(c) and (d) shows the
integrated signal produced by the tungsten cross in (b) along the
horizontal and vertical directions, respectively. This is compared
with the values calculated for a synchrotron-like spectrum with Ec
= 2 keV. The different colours represent different FWHM of the X-
ray source, D. Diffraction produces one or several oscillations at the
edge of the wire shadow. The best fit in this example corresponded
to a source size of approximately 3 µm in the horizontal and vertical
directions. These methods were employed in the study described in
Paper VIII for the characterization of the X-ray source size and
divergence, which will be discussed in Section 5.2.1.

3.3.4 X-ray crystals

X-ray crystals allow studies of the spectral distribution of X-rays
with high resolution. The molecular structure of the crystal, where
atoms are separated by distances on the sub-nm scale, can be used
to diffract the sub-nm wavelength photons of an X-ray beam. X-ray
crystals can be used as a diagnostic tool to obtain information on
the spectral distribution of the radiation [76], or in X-ray absorption
spectroscopy (XAS) diagnostics [86], as in the case described in
Paper X.

The first order diffraction angle of photons of wavelength λph,
in a crystal with a lattice interplanar distance dl, is given by the
Bragg angle, θB , such that 2dl sin(θB) = λph. The crystal can
be rotated to modify the angle of incidence of the radiation, in
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Figure 3.16. Schematic of a
spectrometer with von Hamos
geometry: (a) top view, and (b)
side view. The X-rays are
diffracted in the propagation
plane, but focused in the
direction perpendicular to
propagation.
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Figure 3.17. Geometrical
configurations for a focusing von
Hamos spectrometer used to
observe different absorption
edges, for a crystal curvature of
Rx = 115 mm. The size of the
Lund experimental chamber is
indicated by the dashed line.

order to detect different parts of the X-ray spectrum. In a real X-
ray crystal, the spectral resolution is limited by dislocations in the
crystal lattice, which can locally modify the interplanar distance and
lead to diffraction at different angles. The resolution is also affected
by the penetration depth, i.e. the length of the path travelled by the
X-ray inside the crystal before being diffracted, as this will change
the position of the diffracted photon on the detector.

In the study presented in Paper X, the X-ray crystal was chosen
so as to achieve a high spectral resolution, of a few eV, a high diffrac-
tion efficiency, and a spectral range of a few hundred eV. A special
type of graphite crystal known as highly oriented pyrolytic graph-
ite (HOPG) was used. HOPGs are mosaic crystals, i.e. crystals
where the crystallites inside the material are randomly orientated
within a small angular spread with respect to the crystal surface
[87]. The mosaic spread of the crystal is defined as the FWHM
of the angular distribution of the crystallites. A photon with an
angle of incidence slightly different from the Bragg angle has a cer-
tain probability of finding a randomly orientated crystallite to be
diffracted from. This increases the efficiency of the crystal consid-
erably and reduces its sensitivity to alignment. However, due to the
mosaic spread of the crystal, X-ray photons with slightly different
wavelengths can be diffracted by the same angle by different crys-
tallites, which degrades the spectral resolution [87]. The spectral
range of the detector is limited either by the mosaic spread of the
crystal, or by the finite size of the crystal and the detector.

The spectrometer efficiency can also be increased by using the
von Hamos geometry [88], as described in Paper X. In this approach,
the X-ray crystal is cylindrically bent in the sagittal direction, i.e.
the direction perpendicular to the direction of propagation of the X-
rays (see Figure 3.16). While the beam is diffracted in the propaga-
tion plane as in a flat crystal, it is also focused in the perpendicular
plane, increasing the photon intensity at the detector. The radiation
can be focused in the detector by choosing the appropriate source–
crystal and crystal–detector distances, F , such that for a crystal of
curvature Rx they are equal and obey F = Rx/ sin(θB).

As a result, different geometries are required to study the spec-
tral absorption-edges of different materials in the von Hamos geo-
metry. Figure 3.17 shows configurations designed for a crystal with
a radius of curvature of Rx = 115 mm, for the observation of the
absorption edges of various targets. The closer to the source the
crystal is placed, the higher the photon collection. However, it is
important to shield the detector from gamma rays and noise pro-
duced by electron collisions in the chamber. A larger source–crystal
distance can then improve the signal-to-noise ratio at the detector.
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Figure 3.18. Diagram of the
PIC iterative method.

3.4 Particle-in-cell simulations

Particle-in-cell simulations have become a useful tool for the study
of laser–plasma interactions, and are today an essential part in the
study of LWFA. The results of most of the experiments presented
in this thesis are compared with numerical simulations carried out
with PIC codes. This not only allows confirmation of the findings,
but also provides a deeper and broader understanding of the physics
and laser–plasma dynamics that cannot be resolved by experimental
diagnostics.

In a PIC simulation, particles (ions and electrons) are repres-
ented by weighted clusters of particles with the same position and
momentum, known as macro-particles. They are freely distributed
over a mesh representing the spatial and momentum coordinates,
or phase space (x, p)i. Since the macro-particles are not restric-
ted to the mesh geometry, the resolution in phase space is given
by the number of macro-particles. The macro-particle distribution
creates a charge density and current (ρ, J)j that is deposited in
the grid of the phase-space mesh. Applying Maxwell’s equations
(Equation (2.1)), the electromagnetic fields (E,B)j induced by the
charge and current distribution (ρ, J)j are calculated using a finite
differential method. The forces exerted by the fields on the macro-
particles in each mesh cell, Fi, are found using the electromagnetic
fields in the Lorentz equation (Equation (2.5)). The forces push the
macro-particles along a discrete time step ∆t, which rearranges the
charge distribution. This process is repeated iteratively as shown
in Figure 3.18 [89]. At the end of the simulation, it is possible to
obtain the phase-space distribution of the macro-particles and the
plasma fields at each time step. It is, however, important to avoid
numerical artefacts or errors when performing and interpreting the
results of PIC simulations.

The LWFA PIC simulations described here were carried out on
resources provided by the Swedish National Infrastructure for Com-
puting (SNIC) at Lunarc (the center for scientific and technical com-
puting at Lund University). The simulations were performed with
the quasi-cylindrical code CALDER-Circ [37], which uses cylindrical
coordinates but decomposes the fields into azimuthal Fourier modes.
Non-cylindrical features of LWFA, such as linearly polarized laser
pulses, can be described by a small number of modes, in such a way
that the Fourier expansion can be truncated and still reproduce the
nonlinear laser–plasma interaction. As a result, the computational
load requirements are lower than in fully 3D codes, while still de-
scribing 3D features.
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Chapter 4

Studies of laser-wakefield
acceleration

It is necessary to understand the physics and mechanisms involved
in the trapping, acceleration and oscillation of the electrons in a
plasma wave. This makes possible to develop techniques that can
localize or restrict electron trapping, that can induce a higher X-ray
photon flux, or that can improve the shot-to-shot reproducibility of
the accelerated electrons and X-rays generated. In other words,
studies on process of LWFA will allow optimization of this electron
and X-ray source, so that it can become a viable alternative for
various applications.

In this chapter, the studies on electron trapping, electron accel-
eration and wakefield interaction phenomena, reported in Papers I
to VI, are summarized. Section 4.1 describes different experimental
and numerical studies, the aim of which was to improve the con-
trol of electron trapping in the plasma wave, and which resulted in
Papers I to IV. In Section 4.2, the most relevant findings reported
in Paper V are explained, where a complementary electron acceler-
ation mechanism, known as DLA, was studied in a laser-wakefield
accelerator employing ionization-induced trapping. The last part
of the chapter, Section 4.3, discusses the effect on the accelerated
electrons and X-rays of the interaction of two intersecting wake-
fields produced by a laser pulse split into two halves and focused in
a gas with a narrow angle between them, the results of which are
presented in Paper VI.
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Figure 4.1. Normalized density
profiles at steady state in the
gas cells used in the studies
presented in Papers I and II (a),
and Papers III and V (b).
(Adapted from Papers II and
III).
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Figure 4.2. Averaged transverse
profile of 70 consecutive electron
beams, where the centre of each
beam is indicated by a black
dot. (Adapted from Paper I.)

4.1 Control of electron trapping and
acceleration in a plasma wave

The properties of laser-wakefield-accelerated electrons are entangled
with position and momentum of the the electrons at the moment
they are trapped, and with the evolution of the plasma wave while
the electrons are accelerated. The control of the electron properties
accomplished in the studies described in this section requires very
specific values of the parameters for the driving laser pulse and the
plasma density at which the LWFA takes place. However, in order
to understand how and why these values result in certain electron
features, it is necessary to interpret how they affect the electron
trapping and acceleration mechanisms in each experimental case.
This will allow the manipulation of the electron beam properties
to some extent, and pave the way for the development of new or
complementary methods of electron trapping control in the plasma
wave.

4.1.1 Ionization-induced trapping in a
variable-length gas cell

Papers I, II, III and V present the results of experiments carried
out with the same laser parameters in two similar variable-length
gas cells, specifically designed for LWFA. The plasma density pro-
file was characterized for each gas cell by means of interferometry
techniques and fluid simulations. Figures 4.1(a) and (b) show the
resulting longitudinal density profiles for the two gas cells from such
simulations, where the inner length of the gas cell is set to (a)
lgc = 0.5 mm, and (b) lgc = 1 mm. These profiles are measured
in the steady state, a few ms after opening the electrovalve that
releases the gas, when the plasma density becomes stable. The
500 µm thick sapphire plates at the entrance and exit of the gas
cells, represented by the shaded areas in Figure 4.1, have a hole at
the centre with a diameter of either 100 or 200 µm. These cause a
density gradient at both ends of the cell, and a flat, almost uniform,
profile inside, the length of which depends on the value of lgc.

In all these experiments, the linearly polarized laser beam was
focused to an almost circular spot, with a FWHM of approximately
17 µm. The pulse duration after compression was about 37 fs. The
peak intensity of the laser pulse focused in vacuum was estimated
to be 3 × 1018 W/cm2, which corresponds to a normalized vector
potential of a0 = 1.2. A piezo-electrically actuated mirror was used
to correct the long-term drift of the laser pointing, as described in
Section 3.1.2. The pointing stability was estimated to be of the
order of 1 µrad from measurements of the standard deviation of the
laser beam centre for more than 300 laser shots. The electron beam
features were analysed with an electron spectrometer that dispersed
the electrons in the direction perpendicular to the laser polarization,
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Figure 4.3. (a) Measured
electron charge at different
plasma densities for a 2.0 mm
long gas cell filled with pure
hydrogen (green circles), and a
mixture of hydrogen and
nitrogen (blue crosses).
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electron spectrum for pure
hydrogen (green) and the
hydrogen/nitrogen gas mixture
from (blue) (b).

and which geometry limited the spectral range to electron energies
above approximately 50 MeV (as described in Section 3.2.1).

To increase the reproducibility of the accelerated electron spec-
trum, the trapping position, the electron-accelerating field and the
acceleration length must be well defined. This is mandatory for
the development of an electron injector for LWFA staging, which
is the main goal of the design of the variable-length gas cell de-
scribed in Papers I and II. The transport and efficient acceleration
of a laser-wakefield-accelerated electron bunch to a second plasma
wave demands very specific electron beam parameters, such as short
duration, low divergence and a finite energy spread [90].

In particular, the electron beam pointing must be as stable as
possible to control the transverse positioning in the second plasma
wakefield, and to avoid transverse field effects. The electron beam
pointing stability was characterized in the study presented in Pa-
per I, by recording each of the non-dispersed transverse profiles
of electrons accelerated by 70 consecutive laser pulses. The inner
length of the gas cell was set to 1.8 mm, and it was filled with a
gas mixture of 99% hydrogen and 1% nitrogen, corresponding to a
plasma density in the plateau of 1.2 × 1019 cm−3. The black dots
in Figure 4.2 indicate the central position of the electron beam pro-
files, where the sum of the intensity distributions in the Lanex screen
is represented by the colourscale. The accelerated electrons had a
mean divergence of 9 mrad, and a pointing fluctuation of 3.4 mrad
in the vertical direction and 4.5 mrad in the horizontal direction,
i.e., three orders of magnitude greater than the laser beam point-
ing fluctuations. The fact that the electron pointing stability is not
uniquely related to the laser pointing stability, emphasizes the need
to stabilize as many of the plasma and laser parameters as possible
in order to obtain reproducible electron acceleration.

A comparison of electrons accelerated in pure hydrogen and in
the mixture of 99% hydrogen and 1% nitrogen was performed for
a inner length of the gas cell set to lgc = 2.0 mm. While only
self-trapping takes place in pure hydrogen, the mixture containing
1% nitrogen allows ionization-induced trapping in the plasma wave.
Figure 4.3(a) shows the total charge detected by the scintillation
screen for electrons accelerated at different plateau plasma densit-
ies in the gas cell, presented in Paper III. Ionization-induced trap-
ping does not require a nonlinear wakefield above the wave-breaking
limit to trap and accelerate electrons, so electrons are accelerated at
lower plasma densities even in the self-compression and self-focusing
effects are weaker. While the increase in trapped charge with in-
creasing plasma density is practically linear for densities between 4
and 7 × 1018 cm−3, the threshold for self-trapping is more abrupt
and is above plasma densities of 1019 cm−3.

The electron spectra obtained using the two trapping mechan-
isms are different. Figure 4.3(b) shows two typical scintillation
screen images of dispersed electrons accelerated in pure hydrogen
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Figure 4.4. (a) Experimental
(dark blue) and simulated (light
blue) collected charge and
(b) experimental (red) and
simulated (orange) maximum
energy of the electrons
accelerated in a 0.5 mm long gas
cell, for different longitudinal
positions of the laser pulse focus
in vacuum xf . (Adapted from
Paper II.)

(above) and in the hydrogen/nitrogen mixture (below). The meas-
ured charge was 40 pC in both cases, but the plasma density was
7×1018 cm−3 for the hydrogen/nitrogen mixture and 13×1018 cm−3

in the case of pure hydrogen. The reconstructed spectra are shown
in Figure 4.3(c). Electrons accelerated by the interaction of the laser
with the gas mixture show a broad, continuous spectrum. As the
laser beam is self-focused and self-compressed in the plasma, inner-
shell electrons are released continuously by ionization of the nitro-
gen ions and trapped in the plasma wave along the gas cell density
plateau, producing a continuous spectrum. In contrast, electrons
trapped by self-trapping exhibit several localized spectral peaks,
corresponding to several wavebreaking events of the plasma wave.
As a consequence, the spectra of self-trapped electrons in pure hy-
drogen vary from shot to shot, while the spectral distribution of
electrons accelerated in the gas mixture is highly reproducible.

Given that the peak intensity of the laser beam in vacuum is
lower than the threshold for ionization-induced trapping [91], but
above the critical power for self-focusing (see Equation (2.25)), elec-
tron acceleration relies on the self-compression and self-focusing of
the laser beam in the plasma. This nonlinear effect is affected by
the location of the focal plane of the laser beam in vacuum with
respect to the inner part of the entrance plate of the gas cell, set at
x = 0.

In the study described in Paper II, electrons were accelerated
while scanning different positions of the laser beam focal plane in
vacuum xf , for an inner length of the gas cell of approximately
0.5 mm and a maximum plasma density of ne0 = 8 × 1018 cm−3.
The crosses in Figures 4.4(a) and (b) indicate the experimentally
measured electron charge and maximum energy. The results show
that both the accelerated charge and the maximum electron energy
decrease when the laser focus is before the entrance of the gas cell,
xf = −0.6 mm. It is expected that, in this case, the laser will diverge
before entering the gas cell, leading to weaker self-focusing of the
laser beam and, consequently, a lower maximum laser intensity in
the plasma. The measured electron charge and maximum energy are
reasonably constant when the laser focus in vacuum is set between
xf = −0.35 mm and xf = 0.15 mm. Both quantities decrease as
the focal position is moved to higher values, suggesting that the
acceleration length and/or the maximum acceleration field become
smaller as xf increases.

The above results are compared with results from PIC simu-
lations performed with the code WARP [92] for some of the focal
positions, and are shown by the circles in Figures 4.4(a) and (b).
This code uses Fourier decomposition of the azimuthal modes of the
electromagnetic fields, as does the CALDER-Circ code described in
Section 3.4. Simulations were carried out at a similar maximum
plasma density and with the shape of the density gradients shown in
Figure 4.1(a). The charge of the simulated electron beams was nor-
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malized to the charge measured experimentally for xf = −0.35 mm.
The trend observed in the experimental results agreed qualitatively
with the simulations.

Figure 4.5 shows the evolution of the peak normalized vec-
tor potential, a0, along the direction of laser propagation in the
plasma for the four simulated focal positions. Self-focusing and self-
compression occur along the up-ramp in the density profile, which
leads to a rapid increase in a0 at the entrance of the gas cell in
all cases. However, changing the focal position, xf , changes the
maximum value of a0 obtained and its longitudinal position. This
maximum value starts decreasing when xf > 0.15 mm.

The vertical dashed lines in Figure 4.5 represent the longitudinal
positions where electrons start becoming trapped in the simulated
plasma waves. This limit is reached earlier when xf ≤ 0.15 mm,
but a longer propagation distance is required for xf > 0.15 mm.
As a consequence, not only is less charge trapped in the plasma
wave, but it is also accelerated along a shorter distance, reaching a
lower maximum energy. The position of the focal plane of the laser
pulse in vacuum thus influences the trapping of the electrons in the
plasma wave, affecting the final accelerated charge and the electron
spectrum.

4.1.2 Trapping in a plasma density down-ramp

Some applications of relativistic electrons require a narrow energy
spread and low beam emittance, for example free-electron lasers.
Ionization-induced trapping increases the reproducibility and charge
of the beams in comparison to self-trapped electrons, but it generally
entails a large energy spread, often 100%. If the electron trapping
is very localized in phase space, instead of continuous, the energy
spread can be reduced as all the charge will experience the same
accelerating field.

The propagation of the plasma wave through a drop, or down-
ramp, of the plasma density can cause trapping of electrons from the
back of the plasma wave bubble. The phase velocity of the plasma
wave decreases in the down-ramp, locally reducing the limit for
wavebreaking, and triggering the trapping of electrons. If the trap-
ping is localized only in the density down-ramp, some of the electron
properties, such as the trapped charge, the electron bunch length
and the electron emittance, are directly entangled with the longit-
udinal plasma profile. Paper IV presents a numerical study per-
formed using PIC simulations with the code CALDER-Circ, where
the effect of the density down-ramp parameters on the accelerated
electron properties was studied.

The structure of the plasma density interacting with the pulse
is described in Figure 4.6. The longitudinal profile of the up-
ramp and background plasma density in the first density plateau
n1 = 6× 1018 cm−3, region (I), were the same in all simulations in
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Figure 4.7. (a) Trapped charge
per unit length of the
down-ramp as a function of the
down-ramp gradient.
(b) Longitudinal length of the
electron bunch as a function of
the plasma density at the
plateau (II) for different
gradients, ∂n/∂x, given in the
legend. The green circles
represent the case where beam
loading in the electron bunch is
neglected. (c) Normalized
emittance in the transverse
plane as a function of the
down-ramp gradient. The laser
pulse is linearly polarized along
the y axis.

order to maintain the same initial conditions for laser pulse evolu-
tion and formation of the plasma bubble before the density down-
ramp. The down-ramp is set by defining a lower plasma density,
n2, with a transition length, L, which leads to the density gradi-
ent (∂n/∂x) = (n2 − n1)/L. The pulse driving the plasma wave is
defined as a 30 fs FWHM laser pulse focused to a 18 µm FWHM
diameter, described by a Gaussian function in the temporal and spa-
tial coordinates, and with a normalized vector potential in vacuum
of a0 = 1.8. The simulations showed that while the bubble is highly
excited in region (I), there is no electron trapping until the begin-
ning of the density down-ramp. Electron trapping occurs along the
density down-ramp, and stops when the plasma wave reaches the
second density plateau (II). The trapped electrons are then acceler-
ated in the density plateau defined by n2. (Further details on the
simulation parameters can be found in Paper IV.)

It was observed that for a given density gradient, ∂n/∂x, the
number of electrons trapped in the plasma wave decreases as the
plasma density n2 approaches n1. However, the decrease in the
density difference in a constant gradient ∂n/∂x effectively decreases
the down-ramp length L. It is thus interesting to analyse the acceler-
ated charge per unit length of the down-ramp, for a fixed n2 = n1/2,
which is shown in Figure 4.7(a). The trapped charge per unit length
increases as the density gradient becomes steeper. It was found that
the dependence is roughly linear, so the trapped charge, Q, can be
expressed in terms of two constants, k1 > 0 and k2 < 0, such that
Q = k1(∂n/∂x)L + k2L, where k1 is independent of the density
gradient. The dashed line in Figure 4.7(a) corresponds to this ex-
pression, where k1 and k2 have been chosen to give the best fit to
the simulations.

Since the electrons are trapped only in the density down-ramp,
the bunch length is expected to depend on the bubble expansion
between density regions (I) and (II). This bubble expansion is dif-
ficult to predict as it is affected by the laser evolution in the two
different density regions and by the perturbation in the plasma wave
caused by the charge trapped in the down-ramp. The results of the
simulations presented in Paper IV suggest that it is possible to ex-
press the full pulse length, Leb, as:

Leb = C1∆λp + C2Q
2, (4.1)

where ∆λp is the difference in the plasma wavelength between re-
gions (I) and (II). While the bubble elongation is accounted by
C1, the factor C2 accounts for the plasma wave perturbation pro-
duced by beam loading. Hence, C1 can be calculated by measur-
ing the bubble expansion in a simulation where the beam loading is
“turned off”, i.e., removing macro-particles representing accelerated
electrons as soon as their forward momentum becomes significant.
The electron bunch length obtained in the simulations is shown in
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Figure 4.8. (a) Scintillation
signals from five consecutive
electron beams accelerated in
pure hydrogen and in a
hydrogen/nitrogen mixture.
(b) Measured spectra for typical
electron beams in both cases.
(c) Longitudinal phase space at
the exit of the simulated gas cell
for electrons from the
background plasma density
(black) and electrons released
by field ionization of nitrogen
ions (red). (d) Spectra of the
corresponding phase space in
(c).

Figure 4.7(b), where the lines correspond to Equation (4.1) with the
constants that give the best fit to the simulation results.

The emittance of a particle beam is an important parameter in
accelerator physics, and is a measure of the area the particles oc-
cupy in the phase space. As this is a conserved quantity, a low
emittance is desired to efficiently transport and focus an electron
beam. The simulations reported in Paper IV showed that the gradi-
ent of the density down-ramp influences the normalized emittance
of the electron beam for the two axes of the transverse plane (see
Figure 4.7(c)). The bubble expansion is so abrupt in a steep down-
ramp that the trapped electrons usually follow complex trajector-
ies in the plasma wave structure and, in general, acquire a higher
transverse momentum. In contrast, in a gentle density transition,
the electrons are trapped consecutively from the back of the bubble
with a much smaller transverse momentum, reducing the transverse
emittance of the beam. To conclude, these results show that the
shape of the density down-ramp can be designed to optimize the
parameters of the electron beam, e.g. the charge, the bunch length
and the emittance, for use in different applications.

4.1.3 Localization of ionization-induced trapping in
a density down-ramp

In the experimental set-up described in Section 4.1.1, ionization-
induced trapping of electrons released from nitrogen ions can be
localized in the density down-ramp if the parameters of the laser
pulse and gas cell are chosen appropriately. As reported in Pa-
per III, it was found that at lgc = 0.7 mm, and after optimizing
the position of the laser focal plane, the gas cell backing pressure
and the compression of the laser pulse, electrons accelerated in a
gas mixture of 99% hydrogen and 1% nitrogen present two localized
spectral peaks, one at about 150 MeV and another one at aboutd
90 MeV. When using pure hydrogen, with the same plasma dens-
ity, ne0 = 9.6 × 1018 cm−3 below the self-trapping threshold, only
the higher energy spectral peak remained, although the measured
charge decreased from 9 pC for the gas mixture to roughly 1 pC.
The electron beam features are reproducible in both cases, as can
be seen in Figure 4.8(a), where the scintillation signals from five
consecutive electron beams are shown. The corresponding spectra
are shown in Figure 4.8(b).

CALDER-Circ PIC simulations were performed to study the ori-
gin of the two spectral peaks observed for electrons accelerated in
the gas mixture. A 34 fs (FWHM) laser pulse focused at the begin-
ning of the density plateau inside the gas cell to a 17 µm (FWHM)
spot was considered, with a peak normalized vector potential in va-
cuum of a0 = 1.25. The plasma density distribution was defined
similarly to that shown in Figure 4.1(b), with lgc = 0.8 mm and
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Figure 4.9. (a) Measured
charge, (b) maximum electron
energy and (c) FWHM
divergence as a function of the
nitrogen concentration χ for
different plasma densities in the
gas cell density plateau.

ne0,max = 9.1 × 1018 cm−3. (Futher details concerning the simula-
tion parameters can be found in Paper III.)

The simulations showed that, although electrons are slowly and
continuously trapped by ionization-induced trapping in the density
plateau, most of the charge is trapped and accelerated during the
density down-ramp. The nonlinear laser propagation in the plasma
and the inner length of the gas cell are such that the plasma wake is
highly excited at the down-ramp. In fact, both electrons forming the
background plasma density at the back of the bubble and electrons
released from the nitrogen ions closer to the peak of the laser pulse,
become trapped in the density down-ramp. However, electrons re-
leased from the nitrogen K shell are trapped longitudinally closer
to the laser pulse, as shown in the longitudinal phase space in Fig-
ure 4.8(c). The accelerating field there is smaller than at the back of
the bubble, where the background electrons become trapped. As a
result, each group of electrons exhibits a spectral peak at a different
energy, the background electrons being more energetic than those
released around the peak of the laser pulse, in qualitative agreement
with the two-peak structure that was observed experimentally.

This localization of the electron trapping depends strongly on
the laser and plasma parameters. The laser pulse duration and
focal plane position must be chosen so that nonlinear propagation
in the plasma leads to a sufficient peak intensity at the density down-
ramp to produce ionization-induced trapping. Once the conditions
for the localization of the electron trapping have been optimized,
the accelerated beams are highly reproducible. This is an example
of the control of LWFA that can be achieved by the manipulation
of the laser and plasma parameters.

4.2 Effect of the dopant concentration on
ionization-induced trapped electrons

The experimental set-up described in Section 4.1.1 was used to study
the acceleration of electrons in gas mixtures of hydrogen doped with
nitrogen in a variable-length gas cell with lgc = 0.8 mm (Paper V).
If the gas cell backing pressure is adjusted so that the background
plasma density resulting from the hydrogen electrons and the nitro-
gen L shell electrons is the same for different nitrogen concentra-
tions, it is possible to compare the electrons accelerated with the
same laser pulse and background plasma density parameters, but
different numbers of electrons released from the inner shell of the
nitrogen ions at the peak of the laser pulse.

Figure 4.9 summarizes the experimentally measured changes in
charge, maximum electron energy and divergence of the electron
beams, as a function of the nitrogen concentration in the gas mix-
ture (0.1%, 0.5%, 2% and 5%), and for different background plasma
densities in the gas cell density plateau. For each gas mixture, the
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Figure 4.10. (a) Averaged
spectra for electrons accelerated
at a plasma density of 9.5× 1018

cm−3 as a function of the
nitrogen concentration, χ. Note
that the colourscale saturates
for χ = 0.1% and χ = 0.5%.
(b-c) Averaged spectra as a
function of the plasma density
for (b) χ = 2% and (c) χ = 5%.
The upper plots represent the
charge integrated between
140 MeV and 250 MeV,
indicated by the dashed lines.

detected charge tends to increase with the plasma density. However,
the experimental results show that for a given plasma density, when
more nitrogen is added to the gas mixture, the charge increases
up to a maximum and then decreases. For a higher plasma dens-
ity, this maximum is found at a lower nitrogen concentration. The
maximum energy is similar for the different plasma densities, but
decreases as the nitrogen concentration increases. The maximum
energy decreased from 250 MeV for χ = 0.1%, to about 188 MeV
for χ = 5%, as can be seen in Figure 4.9(b). The divergence of the
electron beams is measured as the FWHM of the scintillation screen
signal integrated along the direction of electron dispersion. As the
spectrometer dipole disperses the electrons in the direction perpen-
dicular to laser polarization, the divergence of the electron beam is
measured in the direction of laser polarization. Figure 4.9(c) clearly
shows that the divergence increases with the dopant concentration.

Figure 4.10(a) shows the electron spectra averaged over five con-
secutive electron beams for each nitrogen concentration at a back-
ground plasma density of ne0 = 9.5×1018 cm−3. While the increase
in the beam divergence is evident, as χ is increased, it can also be
seen that electrons at energies above 140 MeV are emitted at a pref-
erential angles for χ = 2% and χ = 5%. To emphasize this feature,
the integrated charge in the electron energy range between 140 MeV
and 250 MeV, indicated by the dashed lines, is shown in the upper
plots. The electron charge shows local peaks for an angle of emis-
sion of approximately 6 mrad, while the on-axis charge decreases.
The preferential angular emission of the high energy electrons is also
seen for χ = 2% and χ = 5% when the plasma density is increased,
as can be seen in Figures 4.10(b) and (c).

The increase in the divergence and the formation of such prefer-
ential angular emission of the high-energy electrons were observed
in the direction of laser polarization, which indicates that it could be
caused by the interaction between the laser fields and the electrons.
During the analysis of the data, this preferential angular emission
of the high-energy electrons, or “fork” structure, was identified as
an imprint of DLA [93]. DLA occurs when the transverse betatron
oscillations of relativistic electrons, such as those during LWFA, are
in resonance with an overlapping electric field. When this happens,
electrons gain transverse momentum in the direction of laser polar-
ization direction, which is transferred to longitudinal momentum via
the magnetic part of the Lorentz force (see Equation (2.5)) [94, 95].

Since DLA is only observed when nitrogen is added to the gas
mixture (see Figure 4.3(b)), it is expected that the mechanism is
somehow enhanced by ionization-induced trapping in the plasma
wave. Furthermore, since the increase in plasma density leads to a
decrease in the plasma wavelength (see Equation (2.13)), and thus
in a decrease in the bubble radius, the trapped charge is closer to
the peak of the laser pulse. This explains why the forked structure
sharpens as the plasma density increases.
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Figure 4.11. Results from PIC
simulations. (a) Accelerated
charge and maximum energy for
a 37 fs, a0 = 1.08 laser pulse for
different concentrations of
nitrogen. (b) Histogram of the
phase space at the end of the
simulation with a 45 fs, a0 = 0.9
laser pulse. (c) Integrated
charge along the transverse
momentum, py . (d) Trajectories
in phase-space of four high
energy electrons.

The interaction between a laser pulse and a plasma, with para-
meters similar to the experimental ones, was simulated with the
code CALDER-Circ. (The simulation parameters can be found in
Paper V.) The plasma density in the density plateau was set to
1019 cm−3, and the same gas mixtures as in the experiment were
considered. Figure 4.11(a) shows the accelerated charge and max-
imum electron energy obtained at the end of such simulations. A
higher nitrogen concentration leads to a higher trapping by ioniza-
tion of the nitrogen in the plasma density plateau. These electrons
are trapped from the beginning of the density plateau and closer
to the peak of the laser pulse, in comparison to those trapped by
self-trapping or in the density down-ramp. As a result, more charge
is trapped and more quickly when the nitrogen concentration is in-
creased. In addition, the simulations show that the charge trapped
in the density plateau perturbs the wakefield, lowering the accel-
erating field. Thus, as nitrogen is added to the gas mixture, the
electrons are accelerated to lower energies. In fact, the number of
electrons accelerated above 45 MeV, which is approximately the
energy threshold of the experimental spectrometer, reaches a max-
imum for χ = 2%, and then decreases, in a similar way to that ob-
served experimentally. Consequently, when the nitrogen concentra-
tion is increased, more charge is trapped in the first bubble; charge
that can interact with the laser pulse and experience DLA. At the
same time, the wakefield becomes weaker due to beam loading, and
the electrons that do not experience DLA are accelerated to lower
energies, making the fork structure more prominent.

The effect of DLA on electron acceleration was found to be ap-
preciable by tracking electrons in a new simulation in which the laser
pulse duration was increased to 45 fs, and the nitrogen concentra-
tion was set to χ = 5%. The energy per pulse was conserved by
reducing the normalized vector potential. The phase space of the
electrons before exiting the density down-ramp shows that, while
the high-energy electrons are distributed in a ring in the direction
of laser polarization, as in a driven harmonic oscillator potential,
the transverse momentum perpendicular to the direction of polariz-
ation is almost zero. As a consequence, the high-energy electrons are
emitted with significant transverse momenta in the laser polariza-
tion direction, i.e. at a non-zero angle, producing the fork structure
seen in Figures 4.11(b) and (c). By following the phase-space tra-
jectories of some of the highest-energy electrons (Figure 4.11(d)), it
can be seen that the electrons progressively gain a net transverse
momentum and, when this transverse momentum reaches a max-
imum, they experience a “kick” in longitudinal momentum due to
DLA.

The results of Paper V thus show how the dopant concentration
can be used as another parameter to control the properties of the
accelerated electrons. The addition of nitrogen to hydrogen gas does
not only enables ionization-induced trapping, but it can also stimu-
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Figure 4.12. Illustration of the
braiding of two laser wakefields.
(a) Two laser pulses, at an angle
θ between them, are focused in a
plasma. Each of the laser-driven
plasma waves traps and
accelerates electrons in the first
bubble, before the intersection
point. (b) The interaction of the
laser pulses and wakefields
perturbs the electron density
and forms a single bubble.
Electrons can perform higher
oscillations, which can increase
the betatron X-ray emission.
(Adapted from [99])

late DLA of the electrons trapped in the plasma wave, affecting the
electron beam energy, spectrum and divergence. Future research is
planned to study the effect of the enhancement in electron trans-
verse momentum by DLA on the properties of betatron X-rays.

4.3 Interaction of intersecting wakefields

The studies described in Section 4.1 present techniques for the con-
trol of trapping and acceleration of electrons in the laser wakefield,
which rely mainly on variations in the laser and plasma parameters.
These techniques can help to improve the quality of some electron
beam features, such as the beam charge, the energy spread or the
emittance, but often compromise the quality of the others. For
example, beam loading of the plasma wave limits the amount of
charge that can be accelerated with a relatively low energy spread.
Techniques that can increase the charge trapped in the plasma wave
often induce a larger divergence and transverse size of the electron
beam, and a lower electron energy.

Alternative schemes based on LWFA have been suggested to
overcome some of these limitations. In particular, numerical studies
have been carried out to investigate the use of multiple laser beams
to produce high-charge monoenergetic electron beams [96]. In this
approach, two (or more) high-intensity laser pulses propagate in an
underdense plasma so that each of them produce a plasma wake. If
the pulses are sufficiently separated, the laser wakefields can attract
and spiral around each other, forming a braided pattern [97]. The
plasma waves can also collide and merge into a single wakefield [98].
Results from PIC simulations have shown that the merging of two
laser wakefields forming a small angle, θ < 15◦, can produce a single
electron beam with parameters comparable to those produced in
the laser wakefields independently [98]. The effects of merging and
braiding of plasma waves on the betatron X-ray emission have also
been studied [99], showing an increase in the X-ray energy radiated
when the angle of interaction of the laser pulses is less than 10◦ (see
Figure 4.12). In these numerical studies [98, 99], it was noticed that
the merging or braiding of the wakefields benefited from a smaller
angle of interaction.

Paper VI describes the experimental results obtained from the
study of the intersection of two laser wakefields forming a small
angle, θ ≈ 2.6◦. The experiment was performed at the Spanish
Center for Pulsed Lasers (CLPU). The VEGA-2 laser system deliv-
ers about 4 J, 27 fs FWHM, linearly polarized laser pulses on target,
with a central wavelength at 800 nm. The experimental set-up is
illustrated in Figure 4.13(a). The two laser pulses were produced
using two pairs of split mirrors, as shown in Figure 4.13(b). In the
first pair (referred to as A), the 100 mm diameter laser beam was
divided into two halves by introducing a small angle along the hori-
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Figure 4.13. (a) Illustration of the experimental set-up used for the
intersecting wakefield experiment. (b) 3D model of the split mirrors used
for the division and collimation of each individual laser beam.

zontal direction y. The second pair (referred to as B) compensated
for the angle introduced, so that the two laser pulses were reflec-
ted parallel to each other with a transverse separation between the
centres of the beam of approximately 63 mm. The two laser pulses
were then focused in a 1.3 m focal length OAP, propagating with
a relative angle of about 2.6◦. The foci were imaged at low power
onto a CCD camera outside the experimental chamber, showing two
elliptical foci with a FWHM of 43µm×30µm in the horizontal and
the vertical directions, respectively, from which peak intensities of
2.5 × 1018 W/cm2 (a0 ≈ 1) were estimated. The observation of
interference fringes in the overlapping foci was used for synchroniz-
ation of the laser pulses. A 5 mm supersonic gas jet of a mixture
of 99.5% helium and 0.5% nitrogen formed a background plasma
density estimated to be 4.5×1018 cm−3, so ionization-induced trap-
ping ensured the interaction of loaded laser wakefields. The plasma
density profile, which was characterized off-line, consisted of a 3 mm
long plasma density plateau with a 1.15 mm density up-ramp and
down-ramp at the beginning and end of the gas jet, respectively.

An electron spectrometer dispersed the electrons in the direction
perpendicular to the interacting plane of the laser pulses, where
energies above approximately 60 MeV could be detected. A mo-
torized beam blocker allowed the study of the electron acceleration
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Figure 4.14. Signal from the
scintillation screen resulting
from electron beams accelerated
using the right (a) and left laser
pulse (b), (c) the two laser
pulses with a long delay of
τ ≈ 5 ps; and (d) the two
synchronized pulses. Averaged
spectrum (e) and angular
distribution of the charge (f),
measured on electron beams
accelerated by the left (dashed
blue line), the right (dotted red
line) and both synchronized
laser pulses (orange line).

produced by one laser pulse in the plasma. The results are shown
in Figure 4.14(a) and (b). The black arrow in the figure indicates
an opening angle corresponding to 40 mrad. The electron beams
exhibit a continuous energy spread, typical in ionization-induced
trapping, a maximum energy of about 245 MeV, between 60 and
90 pC per pulse, a divergence between 6 and 9 mrad and good re-
producibility. Since the laser pulses were focused at an angle, the
electrons propagated to different horizontal positions on the scintil-
lation screen (see Figure 4.14(a-b)).

The beam blocker was removed, and a motorized translation
stage was used to move one of the mirrors in (A) in the direction
parallel to the reflecting surface, so that a relative delay between
the laser pulses of τ = 5.2 ps was introduced. The electron beams
accelerated by each laser pulse were still distinguishable at different
horizontal positions on the screen, as can be seen in Figure 4.14(c),
although the signal from electrons accelerated by the laser arriving
later became weaker. This could be a consequence of variations in
the plasma density after the propagation of the first plasma wave.

When both pulses were synchronized and sent to the gas jet,
τ = 0, a single electron beam located around the central axis was
observed. The emission was reproducible, and Figure 4.14(d) shows
five of eight consecutive measurements, when one single electron
beam was observed. The black arrow also indicates an opening angle
of 40 mrad here. The averaged spectra, reconstructed from the sig-
nals in Figures 4.14(a), (b) and (d), are shown in Figure 4.14(e),
where the shaded area represents the shot-to-shot standard devi-
ation. The intersection of the wakefields produced an increase in
the measured charge, the average value of which was about 160 pC,
i.e. approximately the sum of the charge measured from the electron
beam accelerated by one laser pulse only. The maximum electron
energy was, however, similar in beams produced with the synchron-
ized pulses, and was found to be 285 MeV on average. Figure 4.14(f)
shows the angular distribution of the charge along the intersection
plane for individual and synchronized laser pulses, where the shot-
to-shot standard deviation is again represented by the shaded area.
It can be seen that the electron beam produced with the synchron-
ized laser pulses was emitted in between the electron beams gener-
ated by the single laser pulses. The central emission shows a larger
divergence, with a FWHM of 12 mrad, on average. The generation
of a single electron beam, emitted at the central axis formed by the
two intersecting laser pulses, and with a charge about twice that
measured for a single laser pulse, is an indication of merging of the
two laser wakefields.

The horizontal tilt of one mirror in (B) could be changed using a
motorized actuator to achieve small variations in the incident angle
of one of the laser pulses. This changes the longitudinal position
at which the laser pulses intersect, and was observed to affect the
merging of the wakefields. Figure 4.15 shows the signals recorded
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Figure 4.15. Thomson
scattering (a) and electron
dispersion in the scintillation
screen (b), as a function of the
longitudinal position of
intersection of the laser beams
with respect to the beginning of
the plasma density plateau, x∫ .

from the Thomson scattered light (a) and scintillation screen (b)
while changing the position of xint, where xint = 0 is defined at the
beginning of the plasma density plateau. Each electron beam signal
represents one of a sequence of five to ten measurements, and rep-
resents merging of the laser wakefields at those positions for which
it was observed. For xint between 0 and 0.7 mm, electron merging
was observed in 16 out of 23 laser shots, producing a single electron
beam along the central axis. Although merging was still observable
for 0.7 ≤ xint ≤ 2.9 mm, two electron beams could be distinguished
in most of the charge distributions registered on the scintillation
screen; both beams being located closer to the central axis that the
electron beams produced by a single laser pulse. However, no mer-
ging was observed for xint above 2.9 mm. It is expected that in this
case the laser pulses intersect at the end of the density plateau and
beginning of the density down-ramp. Hence, the laser pulses and
plasma waves did not interact during propagation in the density
plateau, and propagated independently to the scintillation screen.

Since the two intersecting laser pulses are identical, interference
of the laser fields is expected when interacting in the plasma. This
interference can cause multifilamentation at the intersection point,
depending on the number of intensity maxima formed across the
laser foci. If one of these filaments is located on the central axis,
it can produce a central plasma wave and a bubble that induces
merging of the wakefield [99]. However, this effect is sensitive to the
relative phase of the laser pulses. The variations in phase would be
less noticeable if the self-compression of the laser optimized the spot
size of the pulse with respect to the interference pattern produced.
The change in the intersecting point of the laser pulses in the plasma
can thus be used to optimize the laser nonlinear propagation, in
order to minimize the phase sensitivity of wakefield merging.

The Andor sensor described in Section 3.3.1 was placed 1.1 m
from the gas nozzle along the central axis, in order to study the
effect of wakefield merging on the X-ray emission in the forward
direction. X-rays propagated outside the experimental chamber
through a 125 µm Kapton window, and through 250 µm of beryl-
lium in front of the X-ray camera chip (see Figure 4.13). The area
covered by the chip corresponded to an opening angle of approx-
imately ±12.5 mrad in the horizontal and vertical directions. The
mean number of counts after background subtraction measured in
the X-ray camera as a function of the temporal delay between the
laser pulses is shown in Figure 4.16(a). Practically no X-rays were
detected when the laser pulses were delayed. The on-axis emission
significantly increased when the pulses were synchronized or delayed
by a short time |τ | < 9 fs. This emission could be related to the
propagation of accelerated electrons along the central axis. At long
delays, the accelerated electron beams were localized on one side
of the scintillation screen, around the horizontal position where the
first laser pulse arriving in the plasma produced the electron beams

60



Studies of laser-wakefield acceleration

−100 0 100

0

50

100

150

τ [fs]

M
ea
n
X
-r
ay

co
u
n
t

(a)

−100 0 100

0

100

200

τ [fs]

Q
[p
C
]

(b)

Left

Right

Figure 4.16. Average number
of X-rays detected in the Andor
sensor (a), and average electron
beam charge collected on the
left (blue diamonds) and right
(red squares) of the central
axis (b), as a function of the
delay between the laser pulses τ .
The error bars indicate the
standard deviation over five
laser shots. The dashed lines in
(b) are to guide the eye.

shown in Figures 4.14(a) and (b). As the delay decreased, the elec-
tron beam gradually shifted towards the central axis, so the charge
collected at the opposite side started to increase. However, the
electrons were emitted in the forward direction, towards the X-ray
detector, when the delay between the pulses was below |τ | < 9 fs.
Although it was not possible to quantify the effect on the overall X-
ray emission, wakefield merging increased the X-ray emission along
the bisector of the angle formed by the two intersecting laser pulses.

These results demonstrate the first experimental observation of
the merging of laser wakefields, producing electron beams with twice
charge but similar maximum energy, and slightly larger divergence
than those produced by single laser pulses. Merging is sensitive
to the position of intersection of the laser beams in the plasma,
and produces betatron X-rays along the central axis of the laser
pulse intersection. It is still necessary to analyse the effect on the
total emission of X-rays, since merging is expected to significantly
increase the transverse momentum of the electrons in the plasma
wave.

61





Chapter 5

Characterization and
applications of betatron X-rays

The betatron X-rays produced in a laser-wakefield accelerator are
generated directly by the electron oscillations in the plasma wave,
with no requirement for electron transportation or insertion devices
to produce the radiation, and with an intrinsic small source size
and short pulse duration. Although such X-rays were not expected
when LWFA was first proposed, the use of this source of radiation
in biomedicine, materials science or plasma physics, is becoming of
considerable interest in the LWFA community [100].

This chapter presents a selection of results from the experiments
conducted regarding the application of betatron X-rays. The exper-
iments were performed at the Lund high-power laser facility and at
the Central Laser Facility (CLF) at the Rutherford-Appleton Labor-
atory, UK, and resulted in Papers VII to X. In Section 5.1, the use
of betatron X-rays to characterize the electrons accelerated by the
laser-wakefield is described. The small size of the betatron source
allows a high spatial resolution to be achieved when used for X-
ray imaging. Examples of its application to phase-contrast imaging
of biological samples and complex materials are presented in Sec-
tion 5.2. The X-ray pulse is estimated to be only a few fs long [101].
This makes betatron radiation a good candidate for the study of fast
dynamic processes in plasmas physics, which typically take place on
the fs and ps time scale. This potential is discussed in Section 5.3.
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Table 5.1. Mean parameters of
the accelerated electrons
(Paper VII).

Mixture Q>40MeV 〈θFWHM
e 〉

H2 55 pC 6 mrad

99:1 H2:N2 100 pC 23 mrad

99:1 H2:Ar 130 pC 24 mrad

Figure 5.1. Example of the
recorded signal for X-rays,
generated in a 20 mm long
capillary filled with a mixture of
hydrogen and nitrogen.
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Figure 5.2. Relation between
the radial distribution of the
X-rays on the X-ray detector
and the emission at different
longitudinal positions in the
capillary.

5.1 The use of betatron X-rays for the
characterization of LWFA-electrons

Betatron radiation can be used as a diagnostic of the accelerated
electrons. As discussed in Section 2.3, the features of X-ray radi-
ation are directly entangled with the electron parameters. Since the
X-rays are generated by electron oscillations, measurements of the
X-ray source size provide an indication of the maximum oscillation
amplitude of the accelerated electrons [82]. The transverse profile of
the X-rays depends on the electron trajectories, which also depends
on the initial position and momentum of the electrons. Studying
the X-ray beam profile in the far field thus allows mapping of the
transverse momenta, py and pz, of the electrons, which can be used
to determine the electrons trajectories in the plasma channel [102].
Furthermore, the spectral distribution of the X-ray, together with
the electron beam spectrum, can be used to estimate the electron
amplitude oscillation in the plasma wave by numerical analysis [103].

Paper VII described how analysis of the X-ray flux and spatial
distribution was used to obtain information on the dynamics of the
trapping and acceleration of electrons inside a glass capillary. Elec-
tron acceleration using pure hydrogen was compared with that in a
mixture of 99% hydrogen and 1% nitrogen, and a mixture of 99%
hydrogen and 1% argon, as an extension of a previous study [104].

The electrons were accelerated by focusing the laser at the en-
trance of a gas-filled dielectric capillary with a length of 20 mm and a
inner diameter of about 156 µm. The peak laser intensity in vacuum
was estimated to be 3.8 × 1018 W/cm2, and the capillary backing
pressure corresponded to a background electron plasma density of
approximately 12× 1018 cm−3 for pure hydrogen and the mixtures
with nitrogen and argon. The accelerated electrons were analysed
using a spectrometer, as described in Section 3.2. Table 5.1 sum-
marizes the main parameters measured for the electron beams. The
electron spectrum was continuous in all three cases, which can be
a feature of continuous trapping during plasma wave propagation
in the capillary. The average electron energy measured in the three
gas targets corresponds to 70 MeV. The mean electron divergence
was measured in the direction of laser polarization and increases in
all gas mixtures, as discussed in Section 4.2. (Further details about
the electron beams can be found in Paper VII.)

Figure 5.1 shows a typical X-ray image from the capillary for
the mixture of hydrogen and nitrogen. The X-ray beam shows the
circular geometry of the capillary at the exit, as its angular emission
is greater than the aperture of the capillary exit. While a point X-
ray source would produce a sharp shadow of the capillary exit, the
intensity transition at the edge of the shadow depends on the dimen-
sions of the source, and can be used to estimate the transverse and
longitudinal size of the X-ray source, as discussed in Section 3.3.3.
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Figure 5.3. (a) X-ray yield
radial distribution measured on
the detector for different gas
mixtures at a background
electron number density
ne0 = 11 × 1018 cm−3.
(b) Reconstructed longitudinal
profile of the electron emission
in the capillary. Adapted from
Paper VII.

The critical energy of the X-rays, estimated with a set of Ross fil-
ters placed in front of the detector, was found to be 2.6 keV (as
defined in Equation (2.27)) for pure hydrogen and for the mixture
of hydrogen and nitrogen.

The capillary structure not only guides the laser, but also affects
the X-ray propagation along its length. As shown in Figure 5.2,
emission at different longitudinal positions in the capillary leads to
a limited radial extension of the X-ray signal in the detector [105].
This limit for an X-ray beam generated at the longitudinal position
x measured from the capillary entrance, is expressed in the radial
coordinate r as r(x) ' rcapD/(Lcap−x), where Lcap and rcap denote
to the length and inner radius, respectively, of the capillary, and D
is the capillary–detector distance. The longitudinal distribution of
the X-ray emission along x can be retrieved by studying the radial
X-ray signal distribution in the detector S(r), as [106]

dI(x)

dx
= −∂S(r)

∂r

r2

rcapD
.

Analysis of the radial intensity distribution of the X-ray images
gives the averaged azimuthal distribution, as shown in Figure 5.3(a).
Doping hydrogen with nitrogen or argon led to a higher photon
flux in the detector. The peak flux was similar in both cases, and
was estimated to be 105 photon/mrad2. As the electron number
density, average electron energy and critical energy were found to be
similar for all three gas mixtures, the poweraveraged over an electron
betatron period would be expected to be similar in all cases (see
Equation (2.30)). Thus, the increase in the flux observed in doped
hydrogen may be a consequence of the higher number of accelerated
electrons or a longer distance along which electrons oscillate (see
Equation (2.31)).

The longitudinal X-ray emission in the capillary is calculated
from the radial distribution of the X-ray, and shown in Figure 5.3(b).
Analysis showed that X-ray emission starts sooner in the capillary
when the hydrogen gas is doped. The length along the capillary
over which X-ray emission takes place exceeds 5 mm for both the
nitrogen- and argon-doped gas mixtures. In the case of pure hy-
drogen, X-ray emission starts a few mm further along the capillary,
and the total emission length is not longer than 3 mm. The earlier
X-ray emission may indicate earlier electron trapping or greater ac-
celeration when the plasma wave is produced in the gas mixture.

5.2 Phase-contrast imaging with betatron
X-rays

The purpose of medical radiology is often to reveal small internal
structures in soft tissue composed of several elements with sim-
ilar low degrees of absorption. The high contrast and high spatial
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experimental set-up for the
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resolution of X-ray phase-contrast imaging (PCI) provide an ima-
ging alternative with a lower dose to the patient than traditional
absorption-based X-rays [107]. In PCI, information is provided by
the intensity modulation produced by the phase shift experienced by
the X-rays when propagating through different parts of the sample.
The image contrast arises from changes in the refractive index in
the sample, instead of from changes in the absorption, as in the
case of conventional radiography. The cross section for elastic scat-
tering causing the phase shift of the X-rays is usually greater than
for absorption when propagating inside low-density materials [108].
Therefore, PCI can be used to image samples with very low absorp-
tion, and to improve contrast for materials with very similar degrees
of absorption, which is often the case in biological samples.

Different methods for the measurement of the phase variations
of the X-rays include the use of phase gratings to diffract the X-ray
beam [109, 110], a perfect silicon crystal to produce a flat X-ray
wavefront before the sample [111], or an X-ray interferometer [112].
Propagation-based phase contrast is the method used in the exper-
iments described in Papers VIII and IX [113]. This technique only
requires spatial coherence, which is achievable with a small source
size and sufficient propagation of the X-ray beam after the sample.
The X-ray source should also provide an appropriate photon energy,
collimation and flux, such that a sufficient number of photons is col-
lected in the detector. The particularly small source size of betatron
X-rays of a few µm (Section 3.3.3), together with good collimation,
high energy and some degree of tunability, make betatron X-rays a
suitable source [100, 111, 114–117].

5.2.1 Phase-contrast imaging of low-absorbing
samples

X-rays produced by LWFA were fully characterized for different
plasma densities, by means of the methods described in Section 3.3,
in order to find the most favourable conditions for PCI (Paper VIII).
The source, once optimized and tested by performing PCI of differ-
ent low-absorption samples [118], is used for the microcomputed
tomography (µCT) of an insect.

Figure 5.4 shows the set-up used for the realization of PCI and
µCT. The elements placed inside the vacuum chamber, including
a set of tungsten wires for source size characterization, the sample
rotation stage, and the gas cell, are motorized so that they can
be moved in the transverse and/or longitudinal directions for pos-
itioning and alignment. A 6 mm long gas cell, such as that shown
in Figure 3.7(b), was used in the experiment. The cell was filled
with a gas mixture consisting of 99% helium and 1% nitrogen, to
cause ionization-induced trapping in the plasma wave. This leads to
early and continuous trapping of electrons during laser propagation
in the plasma, which in general means more trapped charge, oscil-
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Figure 5.5. Averaged results
and standard deviation from ten
laser shots at each electron
number density: (a) critical
energy, (b) peak photon flux, (c)
pointing position in the sensor,
and (d) FWHM divergence. The
limits of the detector chip are
marked by the dash-dotted
black lines in (c). (e) (Dots)
measurement of the X-ray
diffraction and (shadow)
theoretical fitting for a given
source size, in (blue) the
horizontal and (red) vertical
direction.

lating over a longer distance, hence producing more X-ray photons
than in other trapping mechanisms (as discussed in Section 5.1).

The X-ray source was first completely characterized to determ-
ine the best conditions for µCT. Ten laser shots were used at each
plasma density in the gas cell to produce X-rays, and their trans-
mission through Ross filters was measured. The critical energy was
estimated from each X-ray image, and used to calculate the num-
ber of photons registered in the sensor. The results were averaged
over the ten shots, and the critical energy and peak photon flux
are shown in Figures 5.5(a) and (b), respectively. The shot-to-shot
standard deviation is indicated by the error bars. The transverse
profile of X-ray beam through the non-filtered parts of the Ross fil-
ters were integrated along the transverse axes y and z, as described
in Section 3.3.3. The curves obtained were fitted to Gaussian func-
tions, from which the X-ray beam centre and FWHM divergence
were obtained, as shown in Figure 5.5(c) and (d), respectively. In
most cases, the integral of the X-ray signal along the direction par-
allel to the laser polarization, y, did not exhibit a local maximum,
but a monotonic gradient instead. The fit to a Gaussian function
is less precise in such cases, which were omitted from Figures 5.5(c)
and (d). The beam divergence and the instability in X-ray beam
pointing increase as the electron number density increases, which
could be an effect of the stronger nonlinear laser propagation and
higher load of the plasma wave.

It is possible to identify the conditions under which the emis-
sion is more stable and the number of photons is higher. A
plasma density of 10.2× 1018 cm−3 was chosen for the tomography.
The FWHM divergence of the X-ray beam was estimated to be
40 × 29 mrad×mrad. The diffraction after a 25 µm tungsten wire
cross was used to estimate the X-rays source size, the results of
which are shown in Figure 5.5(e). The size was estimated to be
3.6 µm in the horizontal direction, and 2.6 µm in the vertical dir-
ection. Both source size and divergence are greater in the direction
of laser polarization. As this is a similar regime to that discussed
in Section 4.2, this may be caused by laser-induced ionization of
nitrogen and the overlap of the trapped electrons with the laser
fields. The radiation has a critical energy of 2.4 keV under these
conditions. The soft X-ray regime (below 5 keV) can be beneficial
for PCI of low absorbing samples. As the phase shift of the X-rays
is proportional to the photon wavelength, the contrast of PCI is
increased at low X-ray energies without a significant degradation of
the signal-to-noise ratio.

An important parameter in characterizing an X-ray source is its
brightness, defined as the number of photons per unit time, angular
divergence, cross section and spectral bandwidth. While the total
average flux of betatron X-rays is not yet comparable to those of
other X-ray sources, the small source size, good collimation and
especially the extremely short duration, make betatron X-rays par-
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Figure 5.6. (a) Raw and (b)
averaged images, and (c) the
projected thickness obtained by
PCI. (d) A tomographic slice of
the insect head, the position of
which is indicated by the dashed
line in (c). (e) Volume rendering
obtained from the tomography
slices.

ticularly bright. Assuming an X-ray pulse duration of 10 fs [101],
the peak brightness of the source at ne = 10.6× 1018 cm−3 was es-
timated to be 1.5×1021 photons/s/mm2/mrad2/0.1%BW, which is
comparable to the X-ray brilliance available in the latest generation
of synchrotrons [119].

Figure 5.6(a) shows a single-shot raw image of the insect stud-
ied by µCT. Five images were taken at each angle of rotation of
the sample to increase the signal-to-noise ratio. The resolution of
the images was noticeable increased, as ca be seen in Figure 5.6(b).
Refraction of the X-rays at the volume boundaries produces edge
enhancement, seen as a “glow” around the edges of the specimen.
Details such as the hairs on the surface of the insect are distinguish-
able in these images, and features as small as 4 µm can be resolved,
in accordance with the resolution limit given by the detector pixel
size and source size. The phase shift was obtained using Paganin’s
algorithm [120], which assumes a single material in the sample, and
from which the projected thickness was obtained (Figure 5.6(c)).
Since this algorithm also acts as a low-pass filter, some of the de-
tails visible in Figure 5.6(b) are lost when retrieving the thickness.

PCI tomography was performed by rotating the object by 180◦,
in steps of 1◦. Five data acquisitions were performed at each angle,
making a total of 900 acquisitions. (Details on the in-line phase
contrast method, geometry optimization, and tomography recon-
struction can be found in Paper VIII.) The µCT image is retrieved
applying the filtered back projection to the sinograms obtained from
the projected thickness at different angular rotations, which allows
the visualization of sections through the object, such as that shown
in Figure 5.6(d). Volume-rendering software was used to create a
3D model of the sample, shown in Figure 5.6(e). The µCT allows
details of the object as small as 13 µm to be visualized.

Although LWFA betatron X-rays have been shown to be a suit-
able and optimizable source of radiation for X-ray PCI and µCT,
some limitations must be overcome before they can be used as an
alternative to other sources [121]. In particular, a higher number of
photons per X-ray pulse and a higher acquisition rate would be ne-
cessary to reduce the µCT acquisition time and to perform in vivo
imaging [122]. Extension on the photon energy towards the 15-
75 keV range is also necessary if the goal is medical applications,
such as mammographies, angiography or tomography [107]. Such
applications also require an increase in the field of view to a few tens
of cm, which requires a substantial increase in the number of photons
emitted. In any case, the spatial resolution provided by betatron
X-rays today is already comparable to that provided by alternative
sources, and the lower average photon flux of the betatron source
also provides a better control of the dose on the object, which is of
great importance for in vivo diagnostics.
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Figure 5.7. Schematic of the
experimental set-up for PCI of
microstructures in a eutectic
Al-Si alloy. The Au-coated
Kapton blocks the laser light,
and the accelerated electrons
are dispersed away from the
direction of X-ray beam
propagation with a magnet
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field of 1 T. The X-rays
transmitted through the Al-Si
sample are sent over 4 m to the
X-ray detector. The
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different elements of the set-up
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(not to scale). The laser beam
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figure.

5.2.2 Phase-contrast imaging of complex
microstructures

As already discussed, PCI increases the contrast between differ-
ent components with similar atomic number, in comparison to con-
ventional X-ray absorption. For this reason PCI can also be ap-
plied to the study of microstructures in composite materials. This
can be particularly useful in heterogeneous alloys, such as eutectic
aluminium-silicon (Al-Si). The high corrosion resistance and low
density of aluminium benefits from the addition of silicon as this im-
proves the ductility and impact resistance of the alloy. This makes
Al-Si widely used in industrial casting [123]. Eutectic Al-Si has
non-periodic lamellae caused by the interfacial dynamics of the al-
loy during the solidification process, and the inter-lamellar spacing
between the aluminium and silicon phases can be as fine as 1 µm.
Paper IX describes the investigation of the potential of betatron X-
ray imaging of alloy microstructures, by comparing eutectic Al-Si
samples imaged with a LWFA-based X-ray source at CLF, with im-
ages obtained at a synchrotron beamline of the Swiss Light Source
(SLS) at the Paul Scherrer Institute in Switzerland.

The geometry of the set-up used for PCI acquisition at the CLF
is illustrated in Figure 5.7. The Astra-Gemini laser system delivers
about 12 J, 40 fs FWHM, linearly polarized laser pulses on tar-
get, with a central wavelength at 800 nm. The laser pulses were
focused to a 36.3 µm 1/e2 diameter spot at the entrance of a two-
stage variable-length gas cell, reaching an estimated peak normal-
ized vector potential of a0 ' 2.2. Characterization of the gas cell
showed that, at a plasma density of 4.1 × 1018 cm−3 in the 3 mm
long first gas cell stage (filled with a gas mixture of 2% nitrogen
and 98% helium) and 3.7× 1018 cm−3 in the 15.5 mm long second
stage (filled with pure helium), electrons were trapped in the density
down-ramp between the two stages and accelerated in the second
stage, reaching energies of around 1 GeV. The X-ray pulses gen-
erated were characterized with an array of Ross filters, providing
an estimated critical energy of approximately 10 keV, with about
2 × 108 photons above 1 keV. The source size was estimated to be
below 3 µm, with a divergence of a few mrad. The X-rays propag-
ated through the Al-Si sample placed 193 mm away from the source
and, after passing through Kapton and beryllium windows, were
recorded with the Andor device, 4 m downstream.

The Al-Si samples were machined into a cylinder with a diameter
of 1 mm and a thickness of 1 mm. Figure 5.8(a) shows a micro-
scope image of one sample, and the corresponding betatron X-ray
transmission is shown in (b). Details of the lamellar structures can
already be discerned in the image, where the region indicated by
the white square is enlarged in Figure 5.8(c). The line-out indic-
ated by the black line in (c) is shown in (d). The lamellar structure
can be clearly seen, and was fitted to a Gaussian function, giving a
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Figure 5.8. (a) Microscope
image and (b) betatron X-ray
image of one of the eutectic
Al-Si sample. (c) Enlargement
of the region of interest
indicated by the white square in
(b), where lamellar structures
can be seen. (d) Line-out of the
black line in (c), showing a
lamellar size smaller than 3 µm.
(Adapted from Paper IX.)

lamellar FWHM of 2.7 µm, demonstrating the < 3 µm resolution
of the LWFA-based X-ray source.

A second eutectic Al-Si sample with 20% less silicon dopant,
but manufactured using a similar casting process and having sim-
ilar eutectic microstructures, was analysed at the tomographic mi-
croscopy and coherent radiology experiments (TOMCAT) beamline
of the SLS. The X-rays source, with a source size of 127µm×38µm
(FWHM), was sent to a monochromator set at 28 keV. The X-ray
beam propagated in air to the Al-Si cylinder, placed 20 m away from
the source, and to a 100 µm thick X-ray scintillation screen, placed
110 mm behind the sample, which fluorescence was 10× magnified
and imaged in a 7.5 µm pixel size detector.

The performance of the two X-ray imaging sources was compared
by evaluating the normalized sharpness and the spatial resolution
obtained in each case. The overall sharpness was calculated with
the algorithm proposed by Shaked and Tastl [124], while a Fourier-
based criterion was used to define the spatial resolution [125]. (Fur-
ther details on both methods can be found in Paper IX.) Compar-
ison showed that the images obtained with the betatron source at
the CLF are comparable in both sharpness and spatial resolution
with respect to the images obtained at the SLS. The fact that the
LWFA-based X-ray images can resolve high-frequency variations in
the intensity, observed by comparison of the power spectral density
function of the images, minimizes the artefacts that arise from the
phase-retrieval algorithms required to analyse the phase-contrast
images.

The average lamellar spacing measured in the Al-Si sample can
be correlated to the average growth rate, which is of the order of
a few µm/s, and to the undercooling of the material [126]. Real-
time monitoring is necessary for the development and improvement
of additive manufacturing but is not currently available [127], al-
though some attempts have recently been made with synchrotron-
based PCI [128–130]. The results reported in Paper IX thus suggest
that betatron X-rays are a suitable source for such an application,
with sufficient spatial and temporal resolution for time-resolved PCI
of microstructured alloys.

5.3 Towards time-resolved spectroscopy of
warm dense matter

The feature that currently offers the best potential in laser-wakefield
X-ray sources is probably the femtosecond scale duration, compar-
able only to that in the scarcely available X-ray free-electron lasers.
The short duration of the X-rays generated in a laser-wakefield ac-
celerator can be exploited, for example, in temporally resolved X-
ray absorption spectroscopy (XAS). The collimation of the source,
typically below 100 mrad, is beneficial as it increases the photon col-
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Figure 5.9. Example of XAS
transmission of the K-edge of
iron oxide, where the pre-edge
(blue), rising edge (red) and
near edge (green) are
differentiated [131].

lection in the spectrometer. The X-ray source can also be used in a
broad spectral range due to the broadband nature of the radiation.
In addition, if part of the laser energy is split off before betatron
generation, it can be used as a synchronized pump for pump–probe
spectroscopy.

In particular, betatron radiation has attracted great interest re-
garding its applicability in XAS of phase transitions in mid-Z ele-
ments, whose absorption edges are in the keV range. In fact, the
measurement of the X-ray transmission just above the absorption
edge, known as X-ray absorption near edge structure (XANES), al-
lows information to be recovered on the electronic density of states
and atomic structure. An illustration of an XAS signal, the trans-
mission of the K-edge of iron oxide Fe2O3 at 7.112 keV, is shown
in Figure 5.9 [131]. The position, slope and structures of the edge
and near edge depend on the valence, phase, oxidation and temper-
ature of the matter, and evolve during the transition from one state
to another. The very rapidly evolving transitions of warm dense
matter (WDM) can be studied by analysing temporally resolved
XANES.

WDM refers to the transition state where matter is too hot to
be considered a solid, but too dense to be considered as a plasma.
This is a very interesting state of matter that plays an important
role in the study of stars and inertial confinement fusion. However,
it is a regime in which to numerical prediction is difficult. Cal-
culations are often developed by ab initio methods, and although
a few theoretical models have been proposed, they have yet to be
compared with experimental measurements. Picosecond resolution
of WDM has been achieved with X-rays produced with short laser
pulses [132, 133] and in synchrotrons [134]. Femtosecond resolution
requires shorter X-ray pulses, such as those generated in a laser-
wakefield accelerator [135]. Betatron X-ray pulses are intrinsically
short, being only a few fs long.

The goal of the study presented inPaper X was to design a crys-
tal spectrometer for the optimization of XANES, with the aim of
studying WDM with betatron X-rays produced in a laser-wakefield
accelerator. A curved 20 mm × 20 mm HOPG crystal in the von
Hamos configuration was used in the spectrometer, as described in
Section 3.3.4. The mosaic spread of the HOPG crystal partially fo-
cuses the X-rays along the dispersion direction [87]. Furthermore,
the crystal is placed such that its axis of curvature, indicated by the
dotted line in Figure 5.10, does not coincide with the position of the
source and the detector. The X-ray beam is then defocused on the
detector. As shown in Figure 5.10(b), this allows angular resolution
of the X-ray radiation in the direction perpendicular to the direction
of X-ray diffraction. If the sample blocks only one half of the X-ray
beam vertically, it is possible to identify two areas on the detector,
one where the X-rays have propagated through the sample (red
beam) and another where they have not, i.e. reference area (blue
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Figure 5.10. Schematic of the
spectrometer set-up: (a) top
view and (b) side view. The
axis of the X-ray crystal
curvature is indicated by the
dashed lines. (a) In the
direction of propagation, the
X-rays are diffracted at different
wavelengths, while the mosaic
spread partially focuses the
beam. (b) In the direction
perpendicular to propagation,
the sample blocks half of the
X-ray beam vertically, allowing
both the spectral absorption
(red) and a free-propagation
reference (blue) to be recorded
in a single shot.

beam). In this way, XANES measurements can be self-referenced,
overcoming problems associated with the limited shot-to-shot spec-
tral stability the betatron X-rays. Ray-tracing modelling was per-
formed to characterize the spectrometer, which is described in more
detail in Paper X.

Several geometries were considered to study the absorption edges
of iron, titanium, silver and copper, as shown in Figure 3.17. Fi-
nally, the configuration for the K-edge of copper was chosen, centred
around 8.99 keV and corresponding to a Bragg angle of approxim-
ately θB = 11.9◦. As the edge absorption of copper is at a relat-
ively high energy, a larger source–crystal distance is required that
with the other materials considered. This increases the horizontal
spread and improves the energy resolution, while facilitating the
shielding of the detector from spurious radiation. Given the crystal
curvature, Rx = 115 mm, the source–crystal distance was increased
by 25% with respect to the focused position and set to F ′ = 700 mm,
providing a compromise between the increase in angular resolution
and the decrease in crystal efficiency. With this configuration, a
spectrometer energy detection range of about 600 eV centred at
8.99 keV, and an energy resolution of approximately 6 eV were es-
timated with the ray-tracing model. The defocusing caused by the
crystal was estimated to result in an angular resolution of about
10 mrad, and a horizontal spread of approximately 7 mm.

The spectrometer design was tested with betatron X-rays gen-
erated with the Lund multi-terawatt laser. An extension cham-
ber was docked to the experimental chamber to accommodate the
X-ray crystal and the detector in the desired geometry. LWFA
was achieved by focusing the laser pulse to a FWHM spot size
of 14 µm, reaching a peak intensity in vacuum estimated to be
3.6 × 1018 W/cm2, at the entrance of a 6 mm fixed-length gas cell
filled with a 99:1 mixture of helium and nitrogen. The electrons
were dispersed away from the direction of X-ray propagation by a
200 mm long dipole magnet with a peak magnetic field of 0.8 T. Us-
ing a background plasma density set at about 1019 cm−3, betatron
X-rays with properties as described in Section 5.2.1 were generated,
with a critical energy of approximately 2.5 keV. The sample used for
the XANES was a 3 µm thick copper foil placed 30 mm behind the
betatron source, blocking only of the X-ray beam in the direction
perpendicular to the dispersion axis of the crysta. The crystal and
detector were placed at the positions calculated above.

Figure 5.11(a) shows the angular spectral signal accumulated
digitally for 315 shots. Due to the low flux of the signal in the de-
tector, each measurement could be analysed by SPC. Events with
photon energy outside the spectral range of the spectrometer were
dismissed, significantly reducing the noise in the signal. The left side
of the figure corresponds angularly to the reference beam, while the
right side corresponds to the X-ray transmission through the cop-
per foil. A sharp fall in transmission, corresponding to the K-edge,
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Figure 5.11. (a) Experimental
X-ray normalized transmission
averaged over 315 shots and
where single events outside the
energy range of the
spectrometer, 8.6-9.2 keV, have
been removed. (b) Measured
cold copper XANES spectra
(red) compared to a reference
spectrum (gray) [131], and to
the convoluted reference with
the modelled point spread
function horizontally stretched
to different FWHM. Adapted
from Paper X.

can be seen above 8.99 keV for the X-rays transmitted through the
3 µm copper foil. The normalized XANES spectrum reconstructed
from this signal is shown by the red line in Figure 5.11(b). The grey
line corresponds to a reference spectrum obtained from cold copper
[131, 136]. This reference was convoluted with a different instru-
ment spectral broadening, to account for the penetration depth of
the X-rays in the crystal. The best fit was observed for a FWHM
broadening of 5.5 eV, close to the value of 5.9 eV estimated by
comparing the result from ray-tracing model to the spectrometer
response (see Paper X), and corresponding to a penetration depth
in the HOPG crystal of approximately 700 µm.

A 40 mJ heating beam was extracted from the main laser beam
and focused to a top-hat spot of 500 µm diameter onto the copper
sample, reaching an estimate peak intensity of 5 × 1014 W/cm2,
and sent 2 ps before the X-rays arrived at the foil, in order to ex-
plore the time resolved XANES of heated copper. It was found that
while the reduction in the laser energy decreased the flux of the
generated betatron X-rays to less than half, most probably due to
deterioration of the laser pulse wave front and focusing capability,
the extracted energy was not sufficient to properly heat a volume
of a 0.5 mm diameter, 1.5 µm thick copper foil. As a result, the
XANES spectrum obtained from 700 measurements of heated cop-
per was not conclusive. However, this experiment provided some
very useful findings. It demonstrated the feasibility of angularly
resolved XANES at 9 keV with LWFA betatron X-rays, as well as
the ability of the ray-tracing model to estimate the response of the
spectrometer with different geometries. Despite the mosaic spread
of the crystal, the FWHM resolution of the spectrometer was found
to be approximately 5.5 eV, allowing resolution of the XANES sig-
nal. It is expected that single-shot XANES could be achieved using
this set-up with a more powerful laser system, for example, one that
is ten times more energetic (10 J per pulse).

Very recently, after the publication of Paper X, the capability of
a LWFA betatron source to perform XANES in the femtosecond re-
gime of warm dense aluminium [137], and warm dense copper [101]
has been demonstrated. Using a 2× 50 TW laser system, sufficient
signal and temporal resolution were obtained in the latter exper-
iment to measure a rise time of 75 fs to an electron temperature
above 10 000 K from the pre-edge of the L2 and L3 edges of copper.
These two experiments on temporally resolved WDM represent a
considerable step towards the application of betatron X-rays, espe-
cially considering the compactness of the X-ray generation and the
feasibility of providing a synchronized heating pump.
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Chapter 6

Summary and outlook

During the work presented in this thesis, several experimental stud-
ies have demonstrated the utility of betatron X-rays as diagnostic
tool for biology, materials science and warm dense matter. Char-
acterization of the X-ray source produced during LWFA showed a
very small source size, down to less than 3 µm, and a small diver-
gence, between 20 and 50 mrad. The compactness of the radiation
generation process made it particularly flexible and versatile for the
implementation of set-ups for a wide range of applications and in-
vestigations. In addition, the very short pulse duration, of a few
fs, is of great benefit, as betatron radiation can be used to resolve
faster temporal events.

However, a number of limitations must be overcome before
betatron X-rays can become an alternative to other X-ray sources
[100, 121, 138]. The average flux of betatron X-rays is much lower
than those provided by alternative sources, due to the limited num-
ber of photons emitted per X-ray pulse and the low repetition rate
of TW lasers, usually 10 Hz, which limits the applicability of the
source. Furthermore, betatron X-rays have poor shot-to-shot re-
producibility, and it is difficult to tune the source parameters. In-
vestigations of the trapping and acceleration processes of electrons
in LWFA, the development of new accelerating plasma structures,
studies of new regimes of X-ray generation, and progress towards
more stable and higher repetition rate laser sources are necessary to
overcome these restrictions. Some of these aspects were investigated
in this work and were presented in Chapter 4.

The results described in the Chapter 5 of this thesis constitute
some of the most recent successes in the application of betatron
X-rays to high-spatial-resolution imaging of biological samples and
complex materials, and to the time-resolved XAS of very hot plas-
mas. The results presented here demonstrate that betatron X-rays
are becoming a real alternative to other X-ray sources. However, the
studies described in Papers IX and X were made possible by collab-
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oration with experts in materials science and in warm dense matter,
respectively. They exemplify that the application of betatron X-rays
will benefit from research carried out by a multidisciplinary scientific
team. In order to transform this radiation into a useful source for
other scientific disciplines, researchers in LWFA and betatron X-rays
will need to work together with specialists in, for example, biology,
medicine, materials science and high-energy-density science.
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The author’s contributions

I Electron injector for compact staged high energy
accelerator
This paper describes the characterization and performance of
a variable-length gas cell designed for the acceleration of elec-
trons by LWFA, and carried out in two different laser facilities.
The goal was to produce electron beams with high pointing
stability and narrow energy spread for the development of an
electron injector for multi-staging LWFA.
I took an active part in the performance of the experiment and
acquisition of the data taken with the Lund multi-terawatt
laser, and I provided feedback during preparation of the ma-
nuscript.

II Investigation of ionization-induced electron injection
in a wakefield driven by laser inside a gas cell
In this study, a variable-length gas cell filled with a mixture
of hydrogen and nitrogen was used for the acceleration of
electrons that are trapped in the plasma wave by ionization-
induced trapping. The electron beam charge, spectra, and
maximum energy were analysed for different positions of the
laser focal plane along the direction of propagation of the laser.
Comparison of the experimental data with simulations showed
that the position of the focal plane affects the nonlinear evol-
ution of the laser beam in the plasma, having an effect on the
trapping and acceleration of the electrons.
I took an active part in the performance of the experiment and
data acquisition, and I provided feedback during preparation
of the manuscript.
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III Localization of ionization-induced trapping in a laser
wakefield accelerator using a density down-ramp
The features of electrons trapped in a variable-length gas cell
were compared for regimes of self-trapping and ionization-
induced trapping. It was found that under certain conditions,
ionization-induced trapping was localized in the density down-
ramp at the exit of the gas cell, producing two peaks in the
electron spectrum.
I took an active part in the performance of the experiment
and data acquisition; I participated in the scientific discus-
sions on the results from the experiment and simulations, and
I provided feedback during preparation of the manuscript.

IV A tunable electron beam source using trapping of
electrons in a density down-ramp in laser wakefield
acceleration
This paper describes a numerical study with PIC simulations
on the effect of the plasma density down-ramp parameters on
the electron beam charge, energy spread, longitudinal length
and emittance.
The PIC simulations were performed by the first author of the
paper. I participated in discussions of the numerical results,
and I provided feedback during preparation of the manuscript.

V Effects of the dopant concentration in laser wakefield
and direct laser acceleration of electrons
This experiment was carried out to study the properties of
electrons accelerated in a gas cell filled with a mixture of hy-
drogen and different concentrations of nitrogen. It was found
that the charge trapped by ionization-induced trapping, which
increased with increasing nitrogen concentration, was subjec-
ted to direct laser acceleration, producing a forked shape in the
signal detected after electron dispersion in a magnetic field.
I took an active part in the performance of the experiment
and data acquisition. The PIC simulations were performed by
the second author of the paper. I analysed the experimental
data, discussed the results from the experiment and simula-
tions, and I wrote the manuscript.
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VI Electron acceleration and X-ray emission from
interacting wakefields
In this study, two laser pulses were focused in a gas at a small
relative angle to study the interaction of laser wakefields pro-
duced by two laser pulses, by analysing the effects of the lon-
gitudinal position of the interaction and the temporal delay
between the two laser pulses on the electron beam and X-ray
pulse parameters.
I was co-applicant for laser beam-time to perform the exper-
iment at CLPU, in Spain. I was main responsible for the
design of the experiment, I took an active part in the building
of the experimental set-up and data acquisition, I analysed
the experimental data, and I wrote the manuscript.

VII Analysis of electron injection in laser wakefield
acceleration using betatron emission in capillary
tubes
The transverse intensity distribution of the betatron X-ray
beam from electrons accelerated in a capillary was used to
study the longitudinal emission of the X-rays generated. The
results were compared for capillaries filled with pure hydrogen,
a mixture of hydrogen and nitrogen, or a mixture of hydrogen
and argon.
I took an active part in the acquisition of the argon mixture
data and I provided feedback during preparation of the ma-
nuscript.

VIII Optimization of soft X-ray phase-contrast
tomography using a laser wakefield accelerator
In this study, betatron X-rays produced in a gas cell by LWFA
were optimized and used for phase-contrast tomography of an
insect.
I was jointly responsible for the design and set-up of the ex-
periment, and I was main responsible of the data acquisition.
I also analysed the X-ray source characterization data and
provided feedback during preparation of the manuscript.
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IX Laser-wakefield accelerators for high-resolution
X-ray imaging of complex microstructures
Betatron X-rays were used to resolve microstructures in an eu-
tectic aluminium-silicon sample. The image quality was com-
pared to that in images obtained using a synchrotron X-ray
source.
I took part in the data acquisition for the X-ray source charac-
terization, and I provided feedback during preparation of the
manuscript.

X Highly efficient angularly resolving X-ray
spectrometer optimized for absorption
measurements with collimated sources
This paper presents an X-ray spectrometer designed to study
the temporally resolved X-ray absorption of warm dense mat-
ter. The set-up was found to have a high efficiency and angular
resolution, allowing the acquisition of self-referenced data with
a LWFA-based X-ray source.
I took an active part in the design and building of the exper-
imental set-up, and had main responsibility for the betatron
X-ray generation and data acquisition. I provided feedback
during preparation of the manuscript.

I have also contributed to the upgrade and maintenance of the Lund
multi-terawatt laser system, and its operation during the studies
described in Papers I-III, V, VII, VIII and X, as well as other ex-
periments not included here.
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Olle Lundh for their enthusiastic invitation to come to Lund more
than four years ago, and for giving me the opportunity to become
involved in this adventure. Olle, thank you for your supervision
and support during these years. When things were delayed, did not
work, or were just incomprehensible, you always had a calm and
optimistic attitude. Thank you also for never letting me underes-
timate any of my own work. Claes-Göran, thank you for having
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M. Hüther, M. Ibison, L. Jensen, S. Jolly, F. Keeble, S.-Y.
Kim, F. Kraus, Y. Li, S. Liu, N. Lopes, K. V. Lotov, L. Maric-
alva Brun, M. Martyanov, S. Mazzoni, D. Medina Godoy, V. A.
Minakov, J. Mitchell, J. C. Molendijk, J. T. Moody, M. Mor-
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M. Müller, B. Beckhoff, I. Grigorieva, A. Antonov, V. Arkadiev
and A. Bjeoumikhov. An efficient X-ray spectrometer based on
thin mosaic crystal films and its application in various fields
of X-ray spectroscopy. J. Appl. Cryst. 42, 572–579 (2009).
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J. Holloway, C. J. Hooker, J. Jiang, N. C. Lopes, H. Nakamura,
P. A. Norreys, P. P. Rajeev, C. Russo, M. J. V. Streeter, D. R.
Symes and M. Wing. Compact laser accelerators for X-ray
phase-contrast imaging. Phil. Trans. R. Soc. A 372, 20130032
(2014).

116. J. Wenz, S. Schleede, K. Khrennikov, M. Bech, P. Thibault,
M. Heigoldt, F. Pfeiffer and S. Karsch. Quantitative X-ray
phase-contrast microtomography from a compact laser-driven
betatron source. Nat. Commun. 6, 7568 (2015).

117. J. M. Cole, D. R. Symes, N. C. Lopes, J. C. Wood, K. Poder,
S. Alatabi, S. W. Botchway, P. S. Foster, S. Gratton, S. John-
son, C. Kamperidis, O. Kononenko, M. De Lazzari, C. A. J.
Palmer, D. Rusby, J. Sanderson, M. Sandholzer, G. Sarri,
Z. Szoke-Kovacs, L. Teboul, J. M. Thompson, J. R. Warwick,
H. Westerberg, M. A. Hill, D. P. Norris, S. P. D. Mangles and
Z. Najmudin. High-resolution µCT of a mouse embryo using
a compact laser-driven X-ray betatron source. P. Natl. Acad.
Sci. USA 115, 6335–6340 (2018).

93

https://doi.org/10.1063/1.1516611
https://doi.org/10.1063/1.1516611
https://doi.org/10.1038/NPHYS3734
https://doi.org/10.1038/NPHYS3734
https://doi.org/10.1038/373595a0
https://doi.org/10.1038/373595a0
https://doi.org/10.1038/nm0496-473
https://doi.org/10.1038/nm0496-473
https://doi.org/10.1038/nm0496-473
https://doi.org/10.1038/384335a0
https://doi.org/10.1038/384335a0
https://doi.org/10.1063/1.3627216
https://doi.org/10.1063/1.3627216
https://doi.org/10.1063/1.3627216
https://doi.org/10.1098/rsta.2013.0032
https://doi.org/10.1098/rsta.2013.0032
https://doi.org/10.1038/ncomms8568
https://doi.org/10.1038/ncomms8568
https://doi.org/10.1038/ncomms8568
https://doi.org/10.1073/pnas.1802314115
https://doi.org/10.1073/pnas.1802314115


Bibliography

118. K. Svendsen. In-line phase contrast imaging using betatron X-
rays produced by a laser-plasma accelerator. Master’s thesis
Lund University, LRAP-536 (2017).
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a b s t r a c t

An electron injector for multi-stage laser wakefield experiments is presented. It consists of a variable
length gas cell of small longitudinal dimension (⩽10 mm). The gas filling process in this cell was char-
acterized both experimentally and with fluid simulation. Electron acceleration experiments were per-
formed at two different laser facilities. Results show low divergence and low pointing fluctuation elec-
tron bunches suitable for transport to a second stage, and a peaked energy distribution suitable for
injection into the second stage wakefield accelerator.

& 2016 Elsevier B.V. All rights reserved.

1. Introduction

In laser wakefield experiments, the laser beam needs to inter-
act with a plasma of controlled density value and distribution. The
plasma can be created by discharge [1] or directly by laser ioni-
zation of gas [2] provided by a gas jet or confined in a material
structure such as a capillary tube [3,4] or a gas cell [5].

The choice of confinement structure is linked to experimental
requirements in terms of plasma density, length, homogeneity,
stability and reproducibility. To accelerate electron bunches to the
GeV level, the interaction length has to be of the order of a few cm;
in that case a guiding structure, such as a dielectric capillary with
or without discharge, is needed to guide the laser along the
plasma and prevent laser diffraction. To achieve lower energy
electron bunches, the plasma length can be reduced to mm scale,
and a gas cell is an appropriate confinement structure. Indeed, the
use of gas cells to confine the gas has been shown to contribute to
the stability of the generated electron bunches [6–8] as the gas is
relatively homogeneous in comparison with a supersonic gas jet.

In the frame of CILEX [9], multi-stage laser plasma acceleration
experiments will be implemented at the APOLLON facility, and the
main components are designed and tested using existing facilities.
A prototype of the electron injector, called ELISA for ELectron
Injector for compact Staged high energy Accelerator, has been
built. Electron bunches with a divergence lower than 10 mrad are
required in order to be transported to the second stage and with

an energy spread of �1% to be efficiently accelerated in the
wakefield of the second stage. The energy range targeted for the
injector is 50–200 MeV, as these relativistic energies can be
achieved at various facilities and the transport beam line size is
manageable. The stability of the electron bunch pointing is also a
key parameter as the electron bunch injected into the second stage
accelerator needs to be positioned precisely at the center of the
focal volume, in order to avoid phase slippage or transverse fields
effects. In addition, the injector has to provide electron bunches
with the highest possible charge. These considerations have led to
the choice of a gas cell for the stability, with short length
(r10 mm) for low energy. The use of ionization-induced injection
[10–12] is also investigated to produce low energy spread and low
divergence electron bunches with high charge.

The remaining of the paper is organized as follows: Section 2
presents the gas cell design and its characterization and Section 3
shows some examples of electron properties measured during
acceleration experiments at two different laser facilities.

2. Gas cell design and characterization

2.1. Cell description

A gas cell with variable length was used to confine hydrogen
gas (H2), with the addition of a small fraction of N2 for the
ionization-induced injection scheme. The gas cell and the motor-
ized positioning holder are shown in Fig. 1(a)and a schematic
drawing of a section of the gas cell is presented in Fig. 1(b). The
main part of the cell is a 20 mm diameter cylinder with a 3 mm
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diameter gas inlet at the top. Optical quality windows are present
on each side for optical diagnostics transverse to the laser pro-
pagation axis. The cell inner length can be varied from 0 to 10 mm.
Replaceable entrance and exit plates made of 500 μm thick steel,
drilled with 200 μm diameter holes, are mounted to the cell with
indium seals. The gas is injected in the cell by the opening of an
electrovalve allowing the gas to flow from a reservoir into the cell
volume. As the gas will then leak through the entrance and exit
holes into the vacuum chamber, it is crucial to know the dynamics
of the gas flow in order to control the value of the density with
which the laser pulse interacts and minimize density fluctuations.

2.2. Fluid simulations

Fluid simulations are an efficient tool to determine the
dynamics of the gas flow with good precision. It gives access to the
gas distribution on the whole geometry which can be difficult to
measure experimentally due to the low densities and short
lengths, or due to the presence of walls preventing optical probing.

3D simulations were performed using openFOAM [13] and the
turbulent, transient solver sonicFoam with sonic flow capabilities.
SonicFoam is particularly suitable for this case because of the high
initial ratio between the inlet pressure and the pressure inside the
cell, and between the pressure inside the cell and the pressure in
the vacuum boxes when the cell is filled. The gas used in the
simulation is H2 and the geometry is schematically presented in
Fig. 2. The transverse section is represented in Fig. 2(a). The gas

inlet is located at the top where the pressure is fixed at 500 mbar,
representing the end of the pipe connecting the reservoir to the
gas cell. The longitudinal section drawn in Fig. 2(b) shows two
vacuum boxes connected to the inner part of the cell by 200 μm
wide, 500 μm long pipes representing the entrance and exit plates.
A groove located all around the inner part of the cell and aligned
with the gas inlet is used to improve the homogeneity of the filling
process (also visible in Fig. 1(b)). It allows the gas to flow around
the central part of the gas cell when the cell length is smaller than
the gas pipe diameter (3 mm) in a cylindrical manner. The
boundary condition applied to the 3 outer boundaries of each
vacuum box allows the gas to go through and exit the simulation
box (labeled as waveTransmissive in Fig. 2). Thanks to this trans-
missive boundary condition, vacuum boxes can be reduced to a
small volume to reduce computation time without over filling
them and avoid modifying the flow of gas by its accumulation
inside the vacuum boxes. This boundary condition is realistic, as in
practice the vacuum chamber surrounding the cell is very large
compared to the characteristic length of the cell (ratio of
� 1 m=1 mm) so that the pressure inside the vacuum chamber is
always low compared to the pressure inside the cell.

Electronic density at the center of the cell (point O in Fig. 2(b)),
calculated from simulated gas density assuming complete ioniza-
tion, is plotted as a function of time in Fig. 3(a). We can see a slow
increase at the beginning and until t1 ¼ 28 μs as gas is mainly
flowing along the groove surrounding the inside of cell as seen in
Fig. 4(a) where the density of hydrogen ρH2

is represented on the

Fig. 1. (a) Picture of ELISA gas cell. (b) Schematic drawing of a section of the gas cell showing the gas inlet (top) and groove (opposite bottom).

Fig. 2. Simulation geometry and boundary conditions. (a) Transverse cross section. (b) Longitudinal section with zoom on central part. Dotted lines on each figure indicate
the position of the other figure plane.
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surfaces of the simulation domain. Between t1 ¼ 28 μs and t2 ¼ 50
μs the gas starts to reach the inner part of the cell and especially
the center in an almost cylindrical manner as seen in Fig. 4(b). Due
to this cylindrical filling we can observe a strong increase of the
density on axis and even an overshoot because of the compressi-
bility of the gas. At t3 ¼ 103 μs the density in the cell is almost
homogeneous (see Fig. 4(c)) and leakage through the entrance and

exit holes and in the vacuum boxes establish density gradients,
reducing the density inside the cell until �180 μs when a steady
state is reached.

Density profiles along the propagation axis at times t1 to t4 are
presented in Fig. 3(b). Early in the simulation (�50 μs) a stable
longitudinal density profile is established. Then the maximum
value of the density changes until a steady state is reached at
t4 ¼ 200 μs, but the shape of the longitudinal distribution remains
similar. It consists of a plateau in the inner part of the cell whose
length can be changed by changing the cell length. On each side of
the plateau, sharp gradients at the transition with the holes are
followed with smoother gradients inside the entrance and exit
plates, indicated by gray areas in Fig. 3(b), and sharper gradients
outside the cell in the vacuum boxes.

2.3. Interferometric measurements of mean density

Experimental measurements were performed to validate the
value of the maximum density obtained from simulation inside
the cell. Off-line interferometric measurements using a set-up
similar to ref. [14] were performed. The experimental setup con-
sists of a Mach–Zehnder interferometer where a reference beam
propagating in �10�5 mbar vacuum interferes with a beam pas-
sing through the transverse section of the cell (equipped with
windows as seen in Fig. 1). About � 1=3 of the central, brightest
fringe of the interference pattern is selected with a slit and focused
on a photo-diode whose signal is recorded with an oscilloscope.
When gas is let in, the signal consists of oscillations corresponding
to dark and bright fringes passing through the slit and imaged on
the photo-diode.

The phase shift was then reconstructed using the method
described in [14] and an example for an inner length of the cell of
Lcell ¼ 1 mm and a reservoir pressure of Preservoir ¼ 500 mbar is
given in Fig. 5(a). We observe a delay of � 27 ms between the
valve opening (t0 ¼ 0 ms) and the arrival of the gas inside the cell
corresponding to the time needed for the gas to expand from the

Fig. 3. Results of fluid simulations for Lcell ¼ 1 mm and a Preservoir ¼ 500 mbar.
(a) Density at the center of the cell (point O in Fig. 2(b)) as a function of time.
Vertical lines indicate 4 times selected for tracing the longitudinal density profile in
the subplot below. (b) Longitudinal density profile at 4 different times. Gray areas
indicate the locations of the entrance and exit plates in which holes are drilled.

Fig. 4. Density of hydrogen ρH2
projected on the surfaces of the simulation domain for several times. The blue circle in the center on each figure is the low density surface of a

vacuum box. The maximum of the color scale is the density corresponding to a pressure of 500 mbar. (For interpretation of the references to color in this figure caption, the
reader is referred to the web version of this paper.)
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reservoir to the cell. We assume a flat density profile in the
transverse dimension which is validated in the simulation since
the highest density difference in the transverse direction is � 2%
during the steady state. Using the relation between the optical
index and the density we can then reconstruct the mean density
inside the cell during the steady state e.g. between 40 and 495 ms.
We can also evaluate density fluctuations by calculating the
standard deviation of the density during the steady state. The
mean density as a function of the reservoir backing pressure for
different cell lengths is displayed in Fig. 5(b). We can see that the
cell length has no influence on the density inside the cell except
for high backing pressure where we start to see a discrepancy
between the different lengths although error bars are almost
superimposed.

Experimental results are found to be in good agreement with
numerical ones. Indeed, the density value during the steady state
in the simulation (tfinal ¼ 262 μs) is nsim

eFinal ¼ 24:9� 1018 cm�3 for a
cell length of 1 mm and a fixed pressure of 500 mbar, compared to
a measured value of ne ¼ 23:7� 1018 cm�3 in the steady state
with the same parameters. The pressure loss between the elec-
trovalve and the gas cell is not taken into account in the simulation
which explains the slightly higher value.

3. Electron acceleration using the gas cell

The gas cell described in Section 2 was used for laser driven
electron acceleration experiments at two different laser facilities.
At the Lund Laser Centre (LLC), the laser beam pointing stability
provides controlled conditions to study the stability of accelerated
electron bunches. At UHI100 laser facility at CEA Saclay, the higher
energy available provides the opportunity to explore various
parameter sets to tune the electron properties.

3.1. Stability

We first show an example to illustrate the pointing stability of the
electron beam measured at the LLC. In this study, the laser pulse full-
width-at-half-maximum (fwhm) duration was τL ¼ ð3773Þ fs. A
closed-loop wavefront optimization using a deformable mirror and a
wavefront sensor was done to achieve almost symmetrical Gaussian-
like distribution of the intensity in the focal plane with a fwhm spot
size of 17 μm and pointing fluctuations of the order 1 μrad (evaluated
by the standard deviation of the center position on more than 300
shots). The peak intensity in the focal plane was estimated to be
ILund ¼ ð3:170:5Þ � 1018 W=cm2. Fig. 6 presents accumulated elec-
tron bunches footprints observed �42 cm after the laser focal plane of
70 consecutive shots in a gas mixture of 99% H2þ1% N2 with a cell
length Lcell ¼ 1:8 mm and ne ¼ 1:2� 1019 cm�3. The laser pulse was
entering the gas cell at the beginning of the steady state, 40 ms after
the valve opening time. Electron bunches have a mean charge of
Q¼160 pC with a standard deviation of σQ � 27%, a mean divergence
of θC9 mrad and pointing fluctuations of ϕx ¼ 3:4 mrad in the ver-
tical direction and ϕy ¼ 4:5 mrad in the horizontal direction. Electron
bunches pointing fluctuations are therefore 3 orders of magnitude
larger than laser pointing fluctuations which indicates other sources of
pointing fluctuations or other mechanism amplifying the laser point-
ing fluctuations on the electron bunches fluctuations.

3.2. Peaked spectrum

This second experimental result has been achieved at the
UHI100 laser facility at CEA Saclay. For this campaign the Ti:Sap-
phire laser system delivered τUC45 fs fwhm laser pulses and the
wavefront was optimized with a deformable mirror to achieve a
laser spot size of � 32 μm fwhm resulting in an intensity in the
focal plane estimated to be IUHIC5:2� 1018 W=cm2. In Fig. 7a
typical peaked spectrum obtained in this facility in pure H2 at an
electronic density of ne ¼ 1:2� 1019 cm�3 and a cell length of Lcell
¼ 1:5 mm is presented. It presents a peak at EpeakC76 MeV with a
fwhm relative energy spread of ΔE=EpeakC10% and �0.5 pC is
contained in the fwhm of the peak which corresponds to � 43% of
the total charge.

Fig. 5. Interferometric measurements results. (a) Example of phaseshift dynamics
for Lcell ¼ 1 mm and Preservoir ¼ 500 mbar. (b) Measured mean density inside the cell
during the steady state (between 40 and 495 ms) as a function of reservoir backing
pressure for different cell lengths; error bars are standard deviation of the density
during the steady state.

Fig. 6. Accumulated electron footprints in false colors and associated projections
for 70 consecutive shots at ne0 ¼ 1:2� 1019 cm�3 and Lcell ¼ 1:8 mm. Dots indicate
each electron bunch center. (For interpretation of the references to color in this
figure caption, the reader is referred to the web version of this paper.)
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4. Conclusion

A gas cell with variable length was designed as a confinement
structure to achieve a homogeneous and stable plasma target for
laser wakefield acceleration experiments. It was characterized for
density values and distribution appropriate for the development of
an electron injector. The dynamics of its gas filling process was
characterized both experimentally and using fluid simulation and
was found to be linearly dependent on the backing pressure and
almost independent of the length of the cell in the range of
interest.

Electron acceleration experiments were conducted at two laser
facilities. Using this gas cell, electron bunches can be generated at
a repetition rate of � 2–3 shots per minute with a pointing sta-
bility of � 4 mrad and a divergence of � 9 mrad . Electron bun-
ches with a peaked energy distribution with �10% fwhm relative
energy spread can also be generated. The properties of generated
electron bunches are compatible with injection in an appropriate
magnetic transport line [15].

This gas cell was easily implemented in the environment of
different laser facilities and is used together with a magnetic
transport line to optimize injector properties [16,17].
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Ionization-induced electron injection was investigated experimentally by focusing a driving laser

pulse with a maximum normalized potential of 1.2 at different positions along the plasma density

profile inside a gas cell, filled with a gas mixture composed of 99%H2 þ 1%N2. Changing the laser

focus position relative to the gas cell entrance controls the accelerated electron bunch properties,

such as the spectrum width, maximum energy, and accelerated charge. Simulations performed

using the 3D particle-in-cell code WARP with a realistic density profile give results that are in

good agreement with the experimental ones. The interest of this regime for optimizing the bunch

charge in a selected energy window is discussed. VC 2016 AIP Publishing LLC.

[http://dx.doi.org/10.1063/1.4942033]

I. INTRODUCTION

The mechanism of laser wakefield acceleration (LWFA)

in a plasma1 can produce electric fields 3 orders of magni-

tude higher than in conventional RF accelerators. LWFA

thus appears as a promising way to achieve compact relativ-

istic electron sources. In this scheme, the plasma wave is

excited by the ponderomotive force of a short intense laser

pulse. At sufficiently high intensity gradient (typically

achievable with an ultrashort laser pulse with intensity above

�1019 W/cm2), plasma electrons are blown out of the laser

axis behind the laser pulse. A cavity or “bubble” where only

ions remain is created behind the laser pulse leading to

strong transverse and longitudinal electrostatic fields. Plasma

electrons can be trapped in this field and accelerated to high

energy. This mechanism can occur continuously or several

times over the plasma length as long as the laser intensity is

high enough, which leads to accelerated electron bunches

with a wide energy spread.

Several methods to increase the number of electrons and

reduce the electron bunch energy spread have been proposed

and tested such as the use of colliding pulses,2,3 density ramp

injection,4,5 density transition injection,6,7 or ionization-

induced injection.8–10 The mechanism of ionization-induced

injection can be implemented simply by adding a small pro-

portion of high-Z gas to the low-Z gas constituting the target

medium. During the interaction with the intense laser pulse,

the outer shell electrons of the high-Z gas are ionized in the

front of the laser pulse and mostly contribute to the plasma

wave, without being trapped. Electrons from the inner-shell

of the high-Z atoms, having a much higher ionization

threshold, are ionized closer to the intensity peak in a region

where they can be more easily trapped by the plasma wave.

This mechanism has shown its ability to increase the trapped

charge11 and lower the transverse emittance of the electron

bunches12 and is thus a promising candidate as an injector

for multi-stage laser plasma accelerators. Although previous

studies have used it in injector-accelerator experiments,13,14

a detailed specific study of the injection mechanism and the

physics controlling the electron bunch properties in the

experiments needed to be performed.

In this paper, the properties of electron bunches with

energy in the range of 50–200 MeV, produced by ionization-

induced injection using a single laser pulse focused in a gas

cell target, are reported. The laser normalized vector poten-

tial and maximum plasma density are such that electron

injection is dominated by ionization-induced injection, as

shown in the previous work.11 The focal spot position was

varied along the propagation axis to explore different injec-

tion conditions along the plasma density profile.

The use of gas cells has been shown to contribute to the

stability of electron production15–18 as the gas confined in

the cell is relatively homogeneous. Nevertheless, windows

cannot be used to confine the gas on the intense short-pulse

laser path, and density gradients are established due to gas

leakage between the higher pressure volume of the gas cell

and the low pressure chamber around it. Direct experimental

measurement of these gradients is particularly difficult due

to the small volume and large range of density to be probed.

We have thus evaluated the gradients by their calculation

through fluid simulations.

We performed experimental measurements of electron

properties inside short gas cells, for which the focal plane

position of the laser pulse was varied along the gradient.

Experimental results were analyzed and compared with

a)Electronic mail: thomas.audet@u-psud.fr
b)Electronic mail: brigitte.cros@u-psud.fr
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numerical modeling with the Particle-In-Cell (PIC) code

WARP.19 It shows that the density profile and the focus posi-

tion play a major role in the regime of intensity studied. The

remaining of the paper is organized as follows: in Section II,

the experimental set-up and parameters are described;

Section III presents experimental results of the cell position

scan and their analysis with the help of simulations; the influ-

ence of other parameters such as the cell length and laser

energy on the bunch properties is discussed in Section IV.

II. EXPERIMENTAL CONDITIONS

Experiments were performed at the Lund Laser Centre

(LLC), using a Ti:sapphire multi-terawatt laser system.

Linearly polarized laser pulses, with duration sL ¼ ð3763Þ fs

full-width-at-half-maximum (fwhm), were focused using a

78 cm focal length off-axis parabola to a fwhm spot size of

17 lm. The laser wavefront was corrected using a deformable

mirror to achieve a symmetrical circular distribution of energy

in the transverse focal plane in vacuum. The laser envelope

was close to the envelope of a Gaussian pulse and the meas-

ured Rayleigh length was zR ’ 1 mm. The laser energy on tar-

get was EL ¼ ð585665Þ mJ and the resulting peak intensity in

the focal plane was IL ¼ ð3:160:5Þ � 1018 W=cm2, which

corresponds to a normalized vector potential of a0 ¼ ðe=mec2Þ
�ð2IL=e0xLÞ1=2 ¼ 1:260:1.

The target gas was contained in a variable length gas

cell placed in the experimental vacuum chamber. The cell

was made as a large diameter cylinder with replaceable en-

trance and exit faces, at the center of which 200 lm diame-

ter holes were drilled to let the laser and electron bunches

pass through. The thickness of the entrance and exit plates

was 500 lm. A gas mixture composed of 99%H2 þ 1%N2

was let in through an electrovalve opened 40 ms before the

laser pulse. The stationary state plateau gas density in the

cell was characterized prior to the experiment using inter-

ferometric measurements similar to the ones described in

Ref. 20. Calculation of the profile with fluid simulations

was performed using a transient turbulent sonic solver in

OpenFOAM (sonicFoam).21 The normalized density profile

ne=ne0 obtained from simulations is plotted as a function of

the position along the laser propagation axis as a solid line

in Fig. 1.

The grey areas represent schematically the areas occu-

pied by the walls of the gas cell; the laser is propagating

from left to right. The density profile consists of a maximum

in the inner part of the cell which length can be varied by

moving the exit plate; on each side, sharp gradients at the

transition with the plates are followed by smoother gradients

in the vicinity of the holes, and sharp gradients outside the

cell. The colored circles, labeled (a) to (d), represent the dif-

ferent positions of the focal plane in-vacuum relative to the

gas cell, used to achieve results shown in Section III.

The focal plane is at a maximum distance of 1.4 mm

from the 200 lm entry hole (in the case where it is located at

0.9 mm). In vacuum, the fwhm laser spot size at 1.4 mm

from the focal plane is �41 lm; in this case, all the detected

laser energy is entering the gas cell. At the LLC facility, the

laser pointing is actively stabilized to cancel drift of the laser

spot in the focal plane, ensuring alignment of the gas cell to

be optimized and stable over time of measurement duration.

For the experimental results presented in this paper, the max-

imum electron number density in the cell was ne0 ¼ 8:3
� 1018 cm�3, and the corresponding plasma frequency is

xp ¼ 1:6� 1014 rad/s which leads to xpsL ’ 6. The critical

power for self-focusing associated to this density is PC¼ 3.6

TW, which gives a ratio of laser power to critical power

PL=PC ¼ ðPL½GW�=17Þ � ðne=ncÞ ’ 4:1, where nc is the crit-

ical density. Self-focusing is thus expected to occur mainly in

the area where the density is close to its maximum.

The generated electron bunches were characterized

using a 12 cm-long magnetic dipole with a maximum field

strength of 0.7 T and a LANEX screen imaged by a 16 bits

CCD. The charge was calculated from LANEX images using

published calibration factor22 and the lowest energy that

could be measured was �50 MeV.

III. VARYING THE FOCAL PLANE POSITION

In this section, electron properties are presented for dif-

ferent positions of the focal plane relative to the entrance of

the gas cell. Experimentally, the inner length of the cell was

below 1 mm but was not known precisely. As the electron

energy distribution is sensitive to the plasma length, meas-

ured electron spectra were compared with the results of sim-

ulations performed for several values of the plasma length.

The best fit of experimental spectra was achieved for a cell

length value of Lcell¼ 0.5 mm.

Experimental results at different focus positions were

then analyzed by comparison to quasi-three-dimensional,

electromagnetic PIC simulations with the numerical code

WARP, which uses a Fourier decomposition of the electro-

magnetic fields in the azimuthal direction with respect to the

laser-propagation direction.23 Two Fourier modes were

FIG. 1. Normalized density profile for an inner cell length of Lcell ¼ 0:5
mm calculated with OpenFOAM (black solid line) and approximated density

profile used in WARP simulations (red dotted line). The grey areas represent

the entrance and exit plates. The colored circles are the in-vacuum focal

plane positions of the laser pulse in the experimental study used for the nu-

merical study.
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included in the simulations. A field ionization module based

on the Ammosov-Delone-Krainov model was used to model

ionization dynamics.24 The longitudinal profile calculated

with OpenFOAM was used in the WARP simulations, with a

maximum electron density of ne0 ¼ 7:8� 1018 cm�3, for a

gas mixture of 99% of H2 and 1% of N2. The laser was line-

arly polarized. The driving laser parameters are a0 ¼ 1:1, a

spot size of 17 lm fwhm, and a duration of 40 fs. All simula-

tions were carried out with 36 macroparticles per cell with a

grid resolution of 1:25� kL=2p and 0:05� kL=2p in r- and

z-directions, respectively.

In Figs. 2(a)–2(d) are displayed electron spectra, obtained

from experimental data and from PIC simulation results, for

different positions of the in-vacuum focal plane zf correspond-

ing to the circles labeled (a) to (d) in Fig. 1. Only electrons

with energy above �50 MeV could be detected experimen-

tally and grey areas around the experimental spectra represent

the uncertainty on the energy determination estimated from

typical electron pointing fluctuations and divergence. We can

observe for all focus positions a good agreement between

experimental and simulation data. The electron spectrum

shape is shown to be strongly dependent on the parameter zf.

At zf ¼ �0:35 mm, the spectra exhibit a plateau up to

�110 MeV and then a quasi-linear decrease up to �150 MeV.

As the value of zf is increased, the extension of the plateau is

reduced, and it vanishes at zf¼ 0.9 mm.

Fig. 3 shows experimental and simulation results for (a)

the total charge above 50 MeV, Qtot and (b) the maximum

energy, Emax, of the electron bunch; crosses indicate experi-

mental points for gas mixture and open circles with lines sim-

ulation results; Emax is defined as the energy above which the

charge density becomes less than 10% of the maximum. The

value of the charge obtained by simulations was normalized

to the average of the experimental values at zf ’ �0:35 mm.

Triangles in Fig. 3(a) are experimental results for pure H2

for similar ne (8:5� 1018 cm�3) and Lcell (0.8 6 0.5 mm,

respectively). These data show that the addition of 1%

N2 increases the accelerated charge by up to a factor of

10 for the range of parameters studied here, so that the

injection of most electrons can be attributed to ionization-

induced injection.

Simulation results and experimental data for gas mixture

exhibit the same behavior. Experimental data show that

both Emax and Qtot are increasing from zf ’ �0:6 mm to

zf ’ �0:35 mm. zf ¼ �0:6 mm corresponds to a position of

the focal plane in vacuum in front of the entrance of the cell,

so that during the propagation, the laser diffracts signifi-

cantly before the density is high enough for laser pulse self-

focusing to occur; consequently, the maximum intensity is

relatively low, leading to a low amplitude accelerating field.

From zf ’ �0:6 mm to zf ’ �0:35 mm, the maximum

energy is increasing, from zf ¼ �0:35 mm to zf¼ 0.15 mm it

is nearly constant, and it decreases for zf larger than

0.15 mm. The reduction of the maximum energy for zf larger

than 0.15 mm indicates a reduction of the accelerating length

and/or of the accelerating field.

The evolution of the normalized vector potential a0

along the propagation axis, as given by PIC simulations, is

FIG. 2. Electron spectra for different positions zf of the focal plane in vacuum (a) zf ¼ �0:35 mm, (b) zf¼ 0.15 mm, (c) zf¼ 0.65 mm, and (d): zf¼ 0.9 mm.

Solid lines represent the experimental spectra (averaged over 2 shots), gray areas represent the experimental energy uncertainty, and dotted lines represent

WARP simulation results for a maximum density in the cell of ne0 ¼ 7:8� 1018 cm�3 and an inner cell length of Lcell¼ 0.5 mm. Simulation spectra are nor-

malized to the maximum value of the experimental spectrum for the position zf ¼ �0:35 mm.

FIG. 3. Simulation and experimental results comparison for charge and

energy as a function of focal plane position, blue crosses are experimental

data points, and red circles with solid line are simulation results: (a) Qtot:

bunch charge for electrons with energy higher than 50 MeV; Blue triangles

represent the experimental values of the charge obtained with pure hydrogen

and (b) Emax: electron maximal energy.
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plotted in Fig. 4 with the focal plane position as a parameter.

The evolution of a0 is similar for the four cases correspond-

ing to the spectra of Fig. 2. It shows that laser focusing and

defocusing are in these cases dominated by the density pro-

file. Indeed, a0 starts to increase around the same location for

all cases which corresponds to the beginning of the laser

self-focusing and decreases when the density is dropping.

The variation of zf changes the maximum absolute values of

a0, which are decreasing when zf is increased above

zf¼ 0.15 mm.

The locations where electron injection begins are indi-

cated by vertical dashed lines in Fig. 4, and they are defined

as the first locations at which electrons with an energy higher

than 10 MeV are present. It can be seen that the beginning of

injection occurs around the same value of a0 ’ 1:760:1 for

all cases which is consistent with the ionization-induced

trapping threshold given in Ref. 10 (in our case at the injec-

tion we have cp ’ 15 and kpLRMS ’ 2:1, where cp is the

Lorentz factor of the plasma wave, kp its wave number, and

LRMS the longitudinal root-mean-square laser pulse length).

As zf is increased above 1.15 mm, this value of a0 is reached

after a longer propagation distance; injection then starts later

and the acceleration length is reduced as the plasma length is

constant.

In the simulation, we also observe that the largest maxi-

mum longitudinal electric field of the wake is obtained for

zf¼ 0.15 mm. Therefore, a shift of zf away from zf¼ 0.15 mm

leads to a reduction of the length available to inject and

accelerate electrons and of the amplitude of the electric

field responsible for the trapping and acceleration proc-

esses. The consequence is that both the charge and the max-

imum energy of accelerated electrons are reduced when zf

is shifted away from zf¼ 0.15 mm, as observed in Fig. 3.

These results show that a change of the laser focal plane

position along the density profile allows control of the

position of injection, and subsequently the accelerated

charge and energy distribution.

IV. VARYING THE DENSITY, CELL LENGTH, AND
LASER INTENSITY

In addition to the focus position, in the regime of interest

for an injector, other parameters, such as the plasma density

and length, and the laser strength, have a significant role in

determining the accelerated charge and the energy of the elec-

tron bunch. In this section, we examine the influence of these

parameters on the total charge and in a limited energy range

suitable for an injector. The energy window 60–70 MeV is of

interest as it contains a significant charge for all parameter

sets. Table I summarizes the parameters of 4 different cases

that were studied experimentally.

The laser vector potential is a0 ¼ 1:2 and the corre-

sponding values of the total charge, Qtot (blue bars), and of

the charge in the [60–70 MeV] energy range, Q½60�70MeV�
(red bars), for these 4 cases are plotted in Fig. 5(a). For all

cases, the selected value of zf corresponds to the focal posi-

tion maximizing the charge in the 60–70 MeV energy range.

Case 1 is extracted from the study presented in Section III

(i.e., zf¼ 0.9 mm). We then compare three other sets of pa-

rameters to case 1. We first increase the density (case 2)

keeping the cell length in the same range and observe a

strong increase on both Qtot and Q½60�70MeV�: Qtot is increased

FIG. 4. Normalized vector potential obtained from WARP simulations along

the propagation axis for different positions of the focal plane in vacuum. Solid

lines represent the value of the normalized vector potential and vertical dashed

lines indicate the start of injection in each case (for cases zf ¼ �0:35 mm and

zf¼ 0.15, vertical lines are superimposed).

TABLE I. Parameters of 4 different cases for comparison of accelerated

charge in experiments; ne is the maximum value of the plateau, and the non-

linear dephasing length Lu is evaluated for this density.

Case No. Case 1 Case 2 Case 3 Case 4

ne (1018 cm�3) 8.3 9.5 8.5 9.3

Lcell (mm) 0.5 0.7 10 5

Lcell (Lu) 0.9 1.5 18.5 10.5

Lu (mm) 0.56 0.46 0.54 0.48

zf (mm) 0.9 �0.25 �0.25 �0.5

FIG. 5. Experimental cases comparison. (a) Total charge Qtot (blue bars)

and charge in the 60–70 MeV energy range Q½60�70MeV� (red bars) for param-

eters of cases 1 to 4 listed in Table I. (b) Corresponding energy spectra.
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by a factor of �12 and Q½60�70MeV� by a factor of �5. Then,

we increase the length at a similar density (case 3), and we

can observe a significant increase for Qtot but a decrease for

Q½60�70MeV�. Finally, we increase both the density and the

cell length (case 4) and observe an increase for both Qtot and

Q½60�70MeV�.
To further understand this behavior, we plotted the elec-

tron spectra for cases 1–4 in Fig. 5(b). Compared with case 1

(solid black line), case 2 (solid blue line) exhibits a higher

charge density over the whole spectrum and extends to

higher electron energy. For case 2, as the density is higher,

the laser self-focuses earlier in the profile, leading to higher

charge and higher accelerating field amplitude. The length

for case 3 is much longer than the dephasing length and the

ionization-induced injection process is in this case continu-

ous which explains the broad spectrum observed in Fig. 5(b)

(solid red line). Both the dephasing length and the depletion

length at this density (ne0 � 8:3� 1018 cm�3; LD ’ 2:3 mm,

and Lu ’ 0:6 mm (Ref. 25)) are larger than the cell length of

case 1; therefore, an increase in length compared with case 1

leads to an increase of Emax as seen in Fig. 5(b) for case 3.

For case 4, density and length are both increased, leading to

an increase of accelerated charge (similar to case 2) and

energy spectrum broadening (similar to case 3). In compari-

son with case 2, case 4 presents a lower high energy charge

density which is probably due to the dephasing effect. The

comparison of these 4 cases shows that the charge in the

range of 60–70 MeV is maximized for larger ne0, although

for the set of parameters studied it reaches only 25% of the

total measured charge at a value around 8 pC.

The effect of a0 variations was studied numerically using

WARP simulations, as the laser energy could not be increased

in the experiment. In Fig. 6 are plotted Qtot and Q½60�70MeV�
and the associated spectra at ne0 ¼ 7:8� 1018 cm�3 and

zf¼ 0.65 mm and for different values of a0 indicated on the

horizontal axis. Qtot and Q½60�70MeV� are normalized to the

same value as in Fig. 3(a) to be comparable to experimental

values in pC and the spectra are normalized to the same value

as in Fig. 2 to be comparable to experimental spectra in pC/

MeV. Fig. 6(a) shows that an increase of a0 from 1.1 to 2 mul-

tiplies Qtot by 13.7 and Q½60�70MeV� by 8.3. In Fig. 6(b), we

observe that the spectra exhibit higher charge density over all

the spectrum for higher a0 and a higher Emax. We also observe

a peak appearing around 50 MeV for a0 ¼ 2 which can be of

interest for an injector at this energy.

Fig. 7 presents the evolutions of a0 along the propaga-

tion axis and the beginning of injection for the different

cases. For all simulation results, injection is observed when

�/ ¼ /i � /min ’ 1, where /i is the normalized electro-

static potential of the plasma wave (/ ¼ eU=mec2) at the

position of creation of electrons ionized from N5þ and N6þ

and /min its first minimum. To satisfy this condition at a den-

sity lower than ne0, i.e., to drive a similar amplitude plasma

wave at lower density, the laser amplitude must be higher.26

For a value in-vacuum of a0 ¼ 2, the laser power is high

enough for self-focusing to occur in the entry gradient. In

this case, injection is observed at ne ’ 0:4� ne0 when

a0 ’ 1:9. It thus shows that increasing the initial value of a0

and keeping zf constant lead to injection earlier during the

propagation.

For a0 ¼ 1:5 and 2, we observe significant injection of

hydrogen electrons although their contribution to the spec-

trum is smaller than the contributions of electrons coming

from ionized N5þ and N6þ. Indeed, electrons from hydro-

gen represent �9% and �17% of the total charge in case of

an initial a0 of 1.5 and 2, respectively. We also observe

that the maximum longitudinal electric field is �1.9 and

�2.7 times higher for a0 ¼ 1:5 and a0 ¼ 2, respectively.

Both effects, earlier injection and the excitation of larger

amplitude electric fields over a longer distance, contribute

to produce higher charge and electron bunches with higher

energy.

FIG. 6. (a) Simulated electron bunches total charge Qtot (blue bars) and

charge in the 60–70 MeV energy range Q½60�70MeV� (red bars) and (b) associ-

ated electron energy distribution for different values of a0. Normalization is

the same as in Fig. 3.

FIG. 7. Evolution of a0 along the propagation axis for different values of a0

in vacuum. Solid lines represent the value of the normalized vector potential

and dashed lines indicate the start of injection in each case.
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V. CONCLUSION

In conclusion, we showed that the position of the laser

focal plane along the density profile of a gas cell plays a

major role in triggering the ionization-induced injection of

electrons and controlling acceleration processes, and there-

fore on determining the properties of generated electron

bunches. Especially, we showed that the focal plane position

relative to the cell entrance changes the maximum value of

a0, which has an impact on the longitudinal position of injec-

tion and electrostatic fields magnitude. By changing the focal

plane position, the electron bunch charge and energy distri-

bution can be tuned, either to optimize the electron bunch

total charge or the charge in a given energy range, for exam-

ple, 60–70 MeV optimized to 41% of the total measured

charge for the case of Fig. 2(d) (case 1). For this case, the

focal plane in vacuum is located in the exit density gradient

(zf¼ 0.9 mm) and a0 ¼ 1:1, simulation results show a distri-

bution centered at �68 MeV. The charge in the 60–70 MeV

range can be increased by a factor of �5 by increasing the

density (case 2). When a0 is increased from 1.1 to 2, simula-

tions predict 13.6 times higher charge electron bunch exhib-

iting a peaked distribution at �50 MeV.
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1.  Introduction

With the breakthrough in 2004 [1–3], the research on laser 
wakefield accelerators [4] has shown the possibility of gen-
erating beams of relativistic electrons with peaked electron 
energy spectra. The energy of the electrons in the beams 
depends strongly on the laser system in use, but also on other 
experimental parameters, such as length and density of the 
interaction medium, with energies ranging from a few tens of 
keV [5] up to a few GeV [6]. Much effort is now focused on 
controlling the properties of the generated beams [7], such as 

the energy and number of accelerated electrons as well as the 
divergence and pointing, and on reducing the shot-to-shot fluc-
tuations of these beams [8]. Several techniques to control the 
injection and trapping of electrons in an excited plasma wave 
have been demonstrated experimentally to decrease the shot-
to-shot fluctuations in charge and energy of the electrons in the 
generated beams. These methods include trapping by colliding 
pulses [9], trapping in density transitions [10, 11] and down-
ramps [7, 12, 13] and ionization-induced trapping [14, 15].

Trapping of electrons in a density down-ramp is similar to 
the mechanism of self trapping, which occurs when the elec-
trons that constitute the plasma wave approach and exceed 
the phase velocity of the wave. In a density down-ramp the 
phase velocity of the plasma wave behind the driving laser 
pulse is decreased and the threshold for trapping is thereby 
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also decreased. A drawback of using this technique is that the 
amount of charge in the bunches of accelerated electrons is  
relatively small as compared to other mechanisms for injection.

The method of ionization-induced trapping is instead based 
on the release of free electrons, by field ionization of ions, 
close to the peak of the laser pulse inside the first period of 
the excited plasma wave. In contrast to trapping due to a den-
sity down-ramp, beams containing a large number of electrons 
are typically observed when using ionization-induced trap-
ping. However, this type of trapping typically occurs over an 
extended length, and the electron energy distribution is there-
fore usually wide. Methods to localize ionization-induced 
injection and thereby generate quasi-monoenergetic electron 
energy spectra are certainly of interest including self-trunca-
tion of ionization-induced trapping and ionization-induced 
trapping in a shock [16, 17].

In this paper we present an experimental study, supported 
by particle-in-cell simulations, on controlled trapping of elec-
trons using a combination of the mechanisms described above. 
This way, the advantage of higher charge due to ionization-
induced trapping is combined with the localization of trapping 
in a density down-ramp, to produce peaked spectra with high 
charge. The accelerated beams of relativistic electrons are 
shown to be reproducible with respect to charge and energy.

2.  Experimental setup

Experiments are conducted using the multi-terawatt laser at 
the Lund Laser Centre, based on chirped pulse amplification 

(CPA) in Ti:sapphire crystals. The duration of the laser 
pulses, when fully re-compressed after amplification, that 
are used in this experiment is 37 3 fs( ) ±  full width at half 
maximum (FWHM) and each pulse contains approximately 
585 60 mJ( ) ±  of energy. The pulses are focused using an 

off-axis parabolic mirror with an effective focal length of 
0.75 m. Furthermore, closed loop wave-front optimization 
is performed using a wave-front sensor (Phasics SID4) and 
a deformable mirror in the beam line. With this optimization 
the focal spot is almost circularly symmetric with a diameter 
of 17 m µ  (FWHM).

From the measured pulse duration and energy together 
with images of the focused laser pulse, the peak intensity is 
estimated to 3.0 0.5 10 W cm18 2( )    ± × −  when the laser pulse 
is focused in vacuum, corresponding to a peak normalized 
vector potential a 1.2 0.10 = ± .

The leakage through the final dielectric folding mirror of 
a co-propagating reference beam is focused using a lens, and 
the focal plane is imaged onto a camera. The images of the 
focus of the reference beam is used, together with a piezo
electrically actuated mirror, to lock the position of the focused 
pulses and thus prevent long term drifts of the pointing.

The laser pulses are focused through an entrance aperture, 
with a diameter of either 100 m µ  or 200 m µ , into a gas cell 
of variable length (see figures 1(a) and (b)). The gas cell is 
mounted using a 5-axis holder to allow accurate positioning of 
the cell along the optical axis, with the entrance of the cell at 
the beam waist. Gas is filled from a reservoir through an elec-
tronically controlled valve that is opened well before the laser 
pulse arrives at the target, to reach a stationary density of gas 

Figure 1.  Schematic illustration of the experimental set-up. The laser pulses are focused, through an entrance aperture, into a cell filled 
with gas. The electrons, accelerated in the interaction, propagate along the optical axis and are then dispersed by a dipole magnetic field 
before impacting on a scintillating screen and recorded with a 16-bit CCD-camera. (b) Detailed cross section view of the gas cell. The gas 
cell allows the length to be varied under vacuum during the experiment. (c) Density distribution along the optical axis of the laser beam. 
The dashed lines marks the entrance and exit apertures through the windows confining the gas, and l is the inner length of the cell, i.e. the 
distance between the inner surfaces of the windows. The density gradients are characterized using computational fluid dynamics.
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in the cell. The number density of neutral gas molecules was 
characterized using interferometry as a function of backing 
pressure off-line before the experiment started. Furthermore, 
the density gradients at the entrance and exit were character-
ized using computational fluid dynamics simulations (using 
both OpenFOAM SonicFOAM solver and COMSOL CFD). 
The length of the gradients (from 10% to 90% of the plateau 
density) are between 0.5 mm   and 0.7 mm   depending on the 
size of the apertures. The normalized gas density distribution 
along the optical axis of the laser beam is shown in figure 1(c).

To compare self-trapping with ionization-induced trap-
ping, two types of gases are used in the experiment. Pure 
hydrogen gas is used to allow only self-trapping, whereas a 
mixture of hydrogen and 1% nitrogen is used to enable ioniz
ation-induced trapping.

The electrons accelerated in the interaction co-propagate 
with the laser pulse along the optical axis onto a scintillating 
screen (Kodak Lanex regular), covered with an aluminum foil 
that blocks the laser light. The light emitted from the rear side 
of the scintillating screen is recorded using a 16-bit CCD-
camera, and the total response of the system is calibrated and 
used together with published calibration factors for the screen 
[18] to determine the amount of charge in the beams of elec-
trons impacting on the screen. Furthermore, a dipole magnet 
is mounted on a manual linear translation stage and can be 
moved into the electron beam under vacuum to disperse the 
electrons depending on their energy. Numerically tracing the 
electrons through the dipole magnetic field allows electron 
energy spectra to be determined from the acquired images of 
the dispersed electrons impacting the scintillating screen.

Before acquiring a series of data, the longitudinal laser 
focus position, with respect to the gas cell is fine tuned, 
either by moving the cell or by changing the curvature of 

the deformable mirror, to yield the best quality of the beams 
of accelerated electrons. Similarly, the pulse compression is 
optimized by fine tuning the grating separation.

3.  Experiments and results

3.1.  Self trapping and ionization-induced trapping

The inner length of the cell, i.e. the distance between the inner 
surfaces of the front and back windows, is set to 2 mm and a 
sequence of shots is recorded while the backing pressure sup-
plied to the gas cell is varied using either pure hydrogen or a 
gas mixture containing 1% of nitrogen.

As shown in figure  2(a), the electron number density 
threshold for trapping of electrons is significantly lower for 
the gas mixture than for pure hydrogen. This is expected, 
since the threshold for ionization-induced trapping is lower 
than for self-trapping [19]. Furthermore, it is observed that 
the threshold for trapping is much sharper in the case of self-
trapping in pure hydrogen than for ionization-induced trap-
ping in the gas mixture. Using the gas mixture at low electron 
number density, 4 10 cm18 3 × −  to 7 10 cm18 3 × − , the amount 
of charge in the beams of accelerated electrons scales almost 
linearly with the electron number density in the plasma, 
indicated by the red dashed line in figure 2(a). The shot-to-
shot fluctuations in charge, as deviations from a fitted linear 
dependence on the density, is only 1.2 pC   here. At higher 
electron number densities the charge increases more rapidly 
with density but the relative shot-to-shot fluctuations in charge 
remains low, and is on average 14.5% at each selected value of 
electron number density.

A typical image of a dispersed electron beam acceler-
ated when the cell is filled with the gas mixture to provide 

Figure 2.  (a) Accelerated charge as a function of electron number density in the density plateau of the cell with the inner length set to  2 mm. 
The threshold in electron number density is clearly lower when 1% of nitrogen is present in the gas as compared to pure hydrogen. Furthermore 
the threshold for trapping is not as sharp as when pure hydrogen is used. The red dashed line is fitted to the accelerated charge using the gas 
mixture at electron number densities between  × −4 10 cm18 3 and  × −7 10 cm18 3. (b) Typical shape of dispersed electron beams of electrons, and 
corresponding spectra, accelerated in the gas mixture and in pure hydrogen for beams containing approximately  40 pC of charge. The electron 
number density is set to  × −9 10 cm18 3 when the gas mixture is used and  × −13 10 cm18 3 when pure hydrogen is used. The colormap in each 
image is normalized to its maximum value. The beams of electrons accelerated in the gas mixture typically have a large divergence and a wide 
electron energy spectrum whereas the beams of electrons accelerated in pure hydrogen typically consist of multiple peaked features.
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an electron number density of 9 10 cm18 3 × −  is shown in 
figure 2(b). This image shows the reproducible features of the 
beams of accelerated electrons trapped by ionization, with a 
large energy spread up to a cut-off energy of approximately 
150 MeV   and a rather large divergence that is increasing with 
electron energy (≈12 mrad at 100 MeV  ). The beam charge, 
of electrons with energy above 50 MeV  , is in this case 38 pC  .

Beams with similar amount of charge are produced 
using pure hydrogen at a higher electron number density, 
13 10 cm18 3 × − . A typical image of a dispersed electron beam 
accelerated under these conditions is shown in figure  2(b). 
Due to oscillations of the peak normalized vector potential, a0, 
these beams typically contain multiple, peaked, components 
as self trapping occurs at multiple locations along the plasma 
and the energy and number of peaks are fluctuating from shot 
to shot. Each of these components has an energy spread of 
about 10% and a divergence smaller than 10 mrad  .

3.2. Trapping in a density down-ramp

The length of the cell is varied in a sequence of shots with the 
cell filled with the gas mixture of hydrogen and 1% of nitrogen 
and the typical spectral shapes are studied. The electron 
number density is set to 12 10 cm18 3 × −  to operate the acceler-
ator well above the threshold for ionization-induced trapping 
[20]. At this density, the power of the laser pulse exceeds the 
critical power for self-focusing, P P 4c/ ≈ . The peak normal-
ized vector potential is therefore expected to increase rapidly 
as the laser pulse enters the gas cell and reaches approxi-
mately the value for a matched pulse, for which the transverse 
size of the laser pulse is approximately equal to the transverse 
size of the electron void. For a laser pulse containing 585 mJ   
of energy this corresponds to a0  =  3.2, according to the theory 
by Lu et al [21]. Under these conditions, the dephasing length 
is L 0.6 mmd  ≈ . Thus, for regular ionization-induced trap-
ping, broad electron energy spectra, without peaked features 
are expected.

In figure 3(a), spectra are shown for five shots at different 
inner cell lengths. For inner cell lengths of above 1.8 mm  , the 
electron energy spectra are wide and monotonically decreasing 

with energy. For cell lengths of 1.8 mm   and lower, the charge 
distribution is modified and a peak builds up at energies 
around 100 MeV. The visibility of the peak is largest for a cell 
length of 1.3 mm   as made clear in figure 3(b), in which the 
spectra are normalized to the charge at 50 MeV  .

For cell length below 1.8 mm, it is observed that the shape 
of the distribution is not sensitive to the cell length and with 
a peak in the range 100–110 MeV, which suggests that the 
distance from the point of trapping to the end of acceleration 
is unaffected by changes in the cell length. This is consistent 
with the assumption that these electrons are trapped in the 
density down-ramp at the back of the gas cell.

For a cell length of 0.7 mm, after re-optimizing both  
longitudinal laser focus position, using the deformable 
mirror, and pulse compression by adjusting the grating sep-
aration, and after decreasing the electron number density to 
9.6 10 cm18 3 × − , the peaked features in the spectrum are even 
more clear (see figure 4(a)). In addition, another peaked fea-
ture at higher energy is observed. The peak at lower energy is 
reproducible and appeared in 73 of 100 shots in a sequence. 
For these shots the energy of the peak is 90 MeV 10%  ±  and 
the energy spread is 20 MeV 48%  ± . For the remaining 27 
shots, a component at similar energy and divergence is still 
observed, but is not contributing to a peak in the spectrum 
but rather a wide distribution of energies up to 120 MeV ≈ . 
In both cases the divergence was only approximately 3 mrad  .

The peak at higher energy is observed on all shots in this 
sequence at an energy of 150 MeV 7%  ± , with an energy 
spread of 50 MeV 18%  ± . This second peaked feature has a 
larger divergence (≈10 mrad) than the component at lower 
energy. The total amount of detected charge is on average 
9 pC 28%  ±  in this series of shots.

Under the same conditions, but switching to pure hydrogen, 
only the peak at 150 MeV   remain, as shown in figure  4(b). 
In this series of shots, the amount of charge is on average 
1.0 pC 29%  ± , but increases to 2.0 pC   when moving the cell 
only 0.25 mm   along the optical axis.

Typical spectra from the two cases, normalized at the 
peak at high energy, are shown in figure 4(c). Here it can be 
observed that the energy spread of the component at 150 MeV   

Figure 3.  (a) Evolution of the electron energy spectrum for beams accelerated using the gas mixture at an electron number density of 
 × −12 10 cm18 3 as the length of the gas cell is varied. A peaked feature is observed for cell lengths between  0.7 mm and  1.8 mm. The 

visibility of the peaked feature is highest at a cell length of  1.3 mm as shown in (b) where the spectra are normalized at  50 MeV. For longer 
cells the amount of charge is larger but no peak is observed in the electron energy spectra.
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is approximately 50 MeV   (FWHM) in both cases. The comp
onent at low energy, for this shot at 90 MeV  , has a signifi-
cantly smaller energy spread of only 15 MeV  .

3.3. Three-dimensional particle-in-cell simulations

Simulations are performed using the fully relativistic three-
dimensional particle-in-cell code CALDER-CIRC [22], which 
is exploiting the fact that only a low number of azimuthal Fourier 
components are required to model laser wakefield acceleration. 
In the simulations the time step is set to 52 attoseconds and a 
window following the laser pulse, with a size of 50 m µ  longi-
tudinally and 75 m µ  radially, is used. The spatial grid size is set 
to 16 nm   in the longitudinal direction and 190 nm   in the radial 
direction, and three azimuthal Fourier modes are used.

The laser pulse is defined in the simulations to have a pulse 
duration of 34 fs   and a transversal size of 17 m µ  (FWHM) 
when focused in vacuum, with a peak normalized vector 
potential of 1.25, approximately corresponding to laser 
parameters in the experiment. The waist of the laser beam, 
when not affected by the propagation in the plasma, is chosen 
in the simulations to be located at the beginning of the density 
plateau inside the cell. Furthermore, the shape of gradients of 
the density distribution in the entrance and exit of the cell are 
fitted as piece-wise linear functions, consisting of three parts, 
from the results from the characterization of the gradients 
using computational fluid dynamics. The length of the gra-
dient is chosen to be 500 m µ , in the fall from 90% to 10% of 
the plateau density, which corresponds to the shortest possible 
gradient determined using computational fluid dynamics.

First, simulations are performed at different electron 
number densities to determine the threshold of self trapping in 
the density plateau. A simulation is then performed for a cell 
with an inner length of 0.8 mm   at an electron number den-
sity of 9.1 10 cm18 3 × −  to avoid self-trapping in the density 

plateau. The results from this simulation are summarized in 
figure 5 (a). Here, the evolution of the electron energy spectra 
are shown for the electrons released by ionization from H and 
N N4− + in black (upper) and the electrons released by ioniz
ation from N5+ and N6+ green (lower). Also, the evolution 
of the peak normalized vector potential inside the plasma 
is shown in red and the electron number density is shown 
in blue. Each of these curves are normalized to the corresp
onding maximum value of the simulation. Furthermore,  
in figures 5(c) and (d), the electron distribution is shown, both 
in real space and longitudinal phase-space, close to the laser 
pulse before (b), in the middle (c) and in the end (d) of the 
density down-ramp together with the corresponding electron 
energy spectrum at each position.

Under these conditions, ionization-induced trapping occurs 
continuously in the plateau between the input and exit of the 
cell and provide a wide, but very weak, background in the 
electron energy spectrum.

An increased rate of trapping of electrons is observed in the 
density down-ramp, both for electrons from the background 
plasma and for electrons ionized from N5+ and N6+. The elec-
tron energy spectrum at the end of the density down-ramp 
contains two slightly separated peaks, consistent with the 
experimental results. The peak at higher energy is identified 
to contain electrons from ionization of hydrogen and from the 
first ionization states of nitrogen (N N4− +). These electrons 
are released into the plasma, by ionization from their corresp
onding atoms or ions, far from the peak of the laser pulse, 
and the simulation shows that these electrons are injected and 
trapped in the density down-ramp at the exit of the gas cell 
by density down-ramp injection. The spectral peak at lower 
energy is due entirely to electrons from ionization of N5+ and 
N6+, which occur much closer to the peak of the laser pulse. 
The simulation shows that these electrons are also trapped in 
the density down-ramp at the exit from the gas cell.

Figure 4.  Typical traces of the dispersed electron beams using (a) a mixture of hydrogen and 1% nitrogen and (b) pure hydrogen, at an 
electron number density of  × −9.6 10 cm18 3 in a cell with an inner length of  0.7 mm. Each trace is normalized to its peak value. The total 
amount of detected charge is   ±9 pC 28% in the case of the gas mixture and   ±1.0 pC 29% in the case of the pure hydrogen. Typical energy 
spectra of beams of electrons accelerated in pure hydrogen and in a mixture of 1% nitrogen in hydrogen are shown in (c). The energy 
spectra of all beams feature a peak at approximately  150 MeV. In addition, the beams accelerated in the gas mixture typically contain 
another peak at a lower energy (≈ 90 MeV). Each curve is normalized to its corresponding value at the peak around  150 MeV, to allow the 
shapes to be compared.
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The simulation further reveals a longitudinal separation 
of the electrons that build up the two components after they 
have been trapped in the plasma wave. During the subse-
quent acceleration in the density down-ramp, the electrons 
from ionization of N5+ and N6+ are located closer to the 
center of the electron void, and thus experience a lower 
accelerating field than the trapped electrons ionized from 
H and N N4− +, which are located further to the back of the 
electron void.

The reason for this separation is a fundamental differ-
ence in the injection and trapping mechanism. The electrons, 
already released from the atoms far from the peak of the laser 
pulse, are injected at the back of the electron void following 
the laser pulse, as the size of the bubble is growing in the 
density down-ramp. In contrast, ionization of N5+ and N6+ 
releases electrons into the plasma closer to the peak of the 

laser pulse and they are able to pass through the rest of the 
laser field into the electron void. The released electrons are 
then accelerated by the longitudinal electric field and catch up 
with and exceeds the speed of the laser pulse (corresponding 
to a relativistic factor 14lγ ≈ ).

Overall, the final electron energy spectrum of the simula-
tion agrees qualitatively well with the experimental findings 
under similar conditions. However, the energy of the two 
spectrally peaked features are lower than observed in the 
experiments. We attribute those differences to discrepancies 
in the parameters of the laser pulse and/or density distribution 
between the experiment and simulation. In particular, the effect 
of a longer density ramp is two-fold: (I) the effective length 
of acceleration becomes longer. (II) The plasma wavelength is 
increasing more slowly, which means that the dephasing of the 
electrons due to the expansion of the plasma wave is slower.

Figure 5.  Summary of a particle-in-cell simulation (a) showing the evolution of the spectrum of the trapped electrons released by 
ionization from H and − +N N4  (black) and from +N5  and +N6  (green). Three snapshots ((b)–(d)) from the simulation showing trapping of 
electrons in the density down-ramp at the exit of the cell, with the corresponding position of each snapshot marked in the density profile in 
(a). For each snapshot, the density distribution of the background electrons is shown in black, and the electrons released from +N5  and +N6  
in green. The intensity distribution of the laser pulse is shown in red. Before the density down-ramp (b), only a small fraction of electrons, 
mainly released by ionization of +N5  and +N6 , has been trapped. The electrons released from H and − +N N4  and trapped in the density 
down-ramp (c) are well separated in phase-space from the electrons released from +N5  and +N6  that are also trapped in this ramp. After 
further acceleration, and phase-space rotation due to the longitudinal extent of the injected electrons, these two populations form two peaks 
in the energy spectrum (d).
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4.  Discussions

Our experiment using a gas mixture shows two different 
regimes of laser wakefield acceleration of ionization-induced 
trapped electrons. For cells longer than approximately 2 mm  , 
a large number of electrons are trapped by ionization-induced 
trapping, after self-focusing of the laser pulse, in the density 
plateau. This process occurs over an extended length, as long 
as the conditions for trapping are fulfilled, and the resulting 
electron energy spectra are therefore wide without peaked fea-
tures. Under these conditions, the threshold, in electron number 
density, for ionization-induced trapping is lower than for self-
trapping. For electron number densities in the range between 
4 10 cm18 3 × −  and 7 10 cm18 3 × − , the amount of charge in the 
bunches of accelerated electrons scales linearly with electron 
number density in the plateau, with only small shot-to-shot 
fluctuations. This regime is therefore favorable when good 
control over the charge is desired, but has the drawback of gen-
erating beams of electrons with wide energy spectra.

For shorter cells, only few electrons are trapped in the 
density plateau and provide broad and weak distributions in 
the energy spectra. However, the density down-ramp at the 
exit of the cell increases the rate of trapping by ionization, as 
observed in the simulations. The reason for this increased rate 
of trapping is the decreased phase velocity of the wake, as the 
wake period increases behind the laser pulse as it propagates 
through the density down-ramp, which facilitates trapping of 
electrons. The region from which electrons can be ionized to 
become trapped in the wake therefore locally increases in a 
density down-ramp. Localization of the trapping, together 
with phase-space rotation of the distribution of trapped elec-
trons [7], yield a peak in the electron energy spectrum.

Similarly, the threshold for trapping of electrons from 
the background plasma also decreases in the density down-
ramp at the exit of the cell, and these trapped electrons also 
contribute to a peak in the electron energy spectrum (see  
figures  4(b) and (c)). The electrons trapped from the back-
ground plasma are subject to a stronger accelerating field in 
the wake which results in a higher energy for these electrons 
compared to the electrons from ionization from N5+ and N6+.

While the electron energy is higher for the electrons trapped 
from the background plasma in the density down-ramp, the 
amount of charge is significantly higher when also ionization-
induced trapping occurs in the density down-ramp.

Due to pump depletion, as the length of the cell is 
increased, the strength of the laser pulse as it reaches the exit 
down-ramp is decreased. Therefore, the amount of charge 
injected in the down-ramp is expected to decrease, which 
agrees well with our observation of no peaked features for 
cells longer than approximately 1.8 mm  .

5.  Conclusions

We have shown experimentally, and supported by simulations, 
that the advantage of ionization-induced trapping to provide 
high charge in beams of accelerated electrons can be com-
bined with a density down-ramp to localize the injection and 
thereby providing peaked electron energy spectra. Higher 

charge in the accelerated beams, as compared to pure density 
down-ramp injection, also implies a better efficiency of the 
accelerator. The peak energy of the electrons trapped by field 
ionization of N5+ and N6+ at the back of a gas cell shows only 
small shot-to-shot fluctuations and the method is therefore a 
suitable choice for a stable wakefield accelerator.
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and reproducibility of the parameters of the generated bunches of accelerated electrons. Here we 
report on a numerical study, where we demonstrate that trapping using density down-ramps allows 
for tuning of several electron bunch parameters by varying the properties of the density down-ramp. 

ramp. Furthermore, the transverse emittance of the bunch is controlled by the steepness of the ramp. 

the ramp. We emphasize that both parameters of the density ramp are feasible to vary experimentally. 
We therefore conclude that this tunable electron accelerator makes it suitable for a wide range of 
applications, from those requiring short pulse length and low emittance, such as the free-electron 
lasers, to those requiring high-charge, large-emittance bunches to maximize betatron X-ray generation.
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Abstract
In this work, we experimentally study the effects of the nitrogen concentration in laser wakefield
acceleration of electrons in a gasmixture of hydrogen and nitrogen. A 15TWpeak power laser pulse is
focused to ionize the gas, excite a plasmawave and accelerate electrons up to 230MeV.Wefind that at
dopant concentrations above 2% the total divergence of the electrons is increased and the high energy
electrons are emitted preferentially with an angle of±6mrad, leading to a forked spatio-spectral
distribution associated to direct laser acceleration (DLA). However, electrons can gainmore energy
and have a divergence lower than 4mrad for concentrations below 0.5%and the same laser and
plasma conditions. Particle-in-cell simulations show that for dopant concentrations above 2%, the
amount of trapped charge is large enough to significantly perturb the plasmawave, reducing the
amplitude of the longitudinal wakefield and suppressing other trappingmechanisms. At high
concentrations the number of trapped electrons overlapping with the laser fields is increased, which
rises the amount of charge affected byDLA.We conclude that the dopant concentration affects the
quantity of electrons that experience significantDLA and the beam loading of the plasmawave driven
by the laser pulse. These twomechanisms influence the electrons final energy, and thus the dopant
concentration should be considered as a factor for the optimization of the electron beamparameters.

1. Introduction

Laser wakefield acceleration (LWFA) stands out as a promisingmechanism to complement other kind of
electron accelerators, providing a new andmore compact source of relativistic electrons [1]. In this acceleration
scheme [2], an ultra-short laser pulse is focused to a peak intensity above 1018W cm−2 in a gas, which becomes
ionized at the front of the pulse. As a result, the remainder of the laser pulse, including the peak, interacts with an
under-dense plasma. The ponderomotive force exerted by the large intensity gradients perturbs the electron
density and creates a relativistic plasmawave. The electron density perturbation results in strong longitudinal
fields up to hundreds ofGVm−1. If the laser pulse is intense enough andmatches with the plasma parameters,
the electrons are completely blown out from the path of the laser pulse, forming a bubble in the so called blowout
regime [3]. An electron located in this regionwith sufficient velocity is trapped in thewave and accelerated to
relativistic energies of fewhundreds ofMeVs in only a few hundreds ofmicrometers.

In the presence of a strong quasistatic electric and/ormagnetic field, as the generated in the plasma bubble,
energetic electrons undergo transverse oscillations. These are known as betatron oscillations [4] and generate
x-ray pulses with a synchrotron-like spectral distribution and photon energies in the keV range [5]. If the
betatron transversemotion of the electrons is in resonancewith an overlapping laserfield, the electrons can gain
a significant transversemomentum from the electricfield in the laser polarization direction. This gain in
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transversemomentum is then transferred into longitudinalmomentumvia themagnetic part of the Lorentz
force, which can accelerate the electrons in the longitudinal direction. Thismechanism is known as direct laser
acceleration (DLA) [6, 7]. A laserwakefield accelerator creates a scenario inwhich, provided that there is an
overlap between the laser pulse and the trapped electrons, DLA can coexist and contribute directly to the total
energy gained by the electron in the plasmawave [8–11].

DLAwasfirst experimentally studied in such schemes where the laser pulse duration extended to several
plasmawavelengths [12–14]. However, DLA in the LWFAquasi-blowout regimewas initially investigated only
numerically by particle-in-cell (PIC) simulations [8, 9, 11]. Recently, experimental work hasfinally identified in
this regime an imprint of DLA in the accelerated electrons [15]. The dispersion of the electrons through amagnet
in the direction perpendicular to the laser polarization showed a forked structure in the electron spatio-spectral
distribution, with two symmetrical peaks along the divergence of the high energy electrons. The origin of this
structure will be discussed inmore detail later in this paper.

Together with the spatial overlapwith the laser fields, electronsmust be trapped in the plasmawavewith
significant transversemomentum in order to experience noticeableDLA [9, 16]. Electrons can be self-trapped if
the plasmawave becomes highly nonlinear and eventually breaks, but other trappingmechanisms have been
developed [17–21]. In particular, themixture of gases can lead to ionization-induced trapping by combining a
lowpercentage of a high-Z gas dopant, such as nitrogen, with a low-Z gas, such as hydrogen [22, 23].While the
plasmawave is formed by the background electrons of hydrogen and the outer electrons of nitrogen, the two
electrons from theK shell of nitrogen are released only around the peak intensity of the laser pulse, due to over-
the-barrier ionization. These electrons also get, during the nitrogen ionization process, a certainmomentum in
the laser polarization direction, and aremore easily trapped in thewake potential at the back of thefirst plasma
wave period or bubble, closer to the laser pulse in comparison to self-injected electrons. Ionization-induced
trapping is then a very convenientmechanism to exploreDLA [8, 11]. In addition, the dopant concentration in
the gasmixture allows to change the number of electrons trapped in the plasma bubble withoutmodifying
neither the background electron number density ne or the parameters of the incoming laser pulse.

Here we present a parametric experimental study of ionization-induced trapping of electrons for different
concentrations of hydrogen andnitrogen in the gasmixture. Ourwork shows that the number of electrons
accelerated to high energy and large transversemomentum along the laser polarization increases with the
nitrogen concentration and the electron density in the target. Quasi-cylindrical PIC simulationswith CALDER-
Circ support that the amount of ionization-induced trapped electrons increases for higher nitrogen
concentration, and thereby also increases the number of accelerated electrons in the bubble that overlapwith the
laser electromagnetic fields. The transverse fields of the laser influence the acceleration of electrons, showing
both, experimentally and in the simulations, thementioned forked structure. This effect ofDLA is
experimentally enhancedwhen reducing the size of the plasma bubble, by increasing the background electron
density. The control of the nitrogen concentration and the electron number density can affect theDLA
contribution to the LWFA accelerated electrons and decrease or increase the electrons transversemomentum in
the laser polarization direction.

2. Experimentalmethod

The experimental data was acquired at the Lund Laser Centre in Sweden, using themulti-terawatt laser system.
Pulses of 585mJ at 800 nm central wavelengthwere delivered on target, with a pulse duration of τL= 37 fs full
width at halfmaximum (FWHM). The laser was linearly polarized. A 775 mm focal length off-axis parabolic
mirror (OAP) focused the beam to a FWHMspot size of 17μmafter wavefront optimizationwith a deformable
mirror. The image of the spatial intensity distribution in the focal plane together with themeasured pulse energy
and duration gave an estimated peak intensity in vacuumof 3.0×1018W cm−2, corresponding to a peak
normalized vector potential a0= 1.2. The peak powerPL; 15TWof the laser pulsewas higher than the critical
power for relativistic self-focusing P m c e n n8 3.2e c ecrit 0

2 5 2p= ´ =( ) ( ) TWwhere
n m e 1.75 10c e0

2
0

2 21w= ´( ) cm−3 is the critical density of the plasma.Nonlinear effects are then expected
to happen during the propagation of the laser beam in the plasma, including self-focusing and self-compression
of the laser pulse, that can locally increase the normalized vector potential. In order to improve the beam
pointing stability of the system, the transverse position of the focal spot was actively correctedwith the image of a
focused leak of the lastmirror before theOAP. The position of the centre of the spot was used to control the
response of a piezo-actuatedmirror just after the compressor. The correctionwasmade between the full power
shots using a train of pulses withMHz repetition rate and a fewμJ per pulse that propagated collinearly with the
high energy pulse.

The electronswere accelerated by focusing the laser pulse to the entrance of a gas cell, filled by amixture of
hydrogen and a chosen concentrationχ of nitrogen. The gasmixture was enclosed in a cylindrical cell with a

2
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fixed inner length of 800 μm.Two 500 μmthick sapphire plates with 200 μmdiameter holes were placed at the
entrance and output of the cell, throughwhich the laser pulse and the accelerated electrons propagated. The gas
was stored in a reservoir connected to the cell by an electrovalve. The valve was opened 40 ms before each laser
pulse arrived in order to reach a stationary gas density distribution. Inside the cell, the gas density is essentially
constant. However, due to the aperture of the sapphire plates, a density gradient was formed at the entrance and
the output of the gas cell. The density gradient lengthwas calculated using computational fluid dynamics
simulations (COMSOLCFD) to be around 0.6 mm.Different percentagesχ of nitrogenwere added to the
hydrogen for the gasmixture: 0.1%, 0.5%, 2.0% and 5.0%.Note that the parameterχ accounts for the
percentage of nitrogenmolecules in the gasmixture, and not for the percentage ofK shell electronswith respect
to the background electrons in the later formed plasma. Comparison of the accelerated electron beam
parameters for nitrogen concentration of 0.0% (pure hydrogen) and 1.0% can be found in a previously
publishedwork [21].

The spectrum and charge of the accelerated electronswere calculated from the dispersion of the electrons
through a 100 mm long permanentmagnet with a peakmagnetic field strength of 0.7 T on aKodak Lanex
Regular scintillation screen. Themagnet was placed so that the electronswere dispersed in the direction
perpendicular to the polarization plane of the laser pulses. The full acceptance angle of the electron spectrometer
was approximately 60 mrad. The divergence of the electrons introduces an uncertainty in the electron energy
calculated from the screen signal. 150 MeV electronswith an angle of±3mrad are estimated to introduce an
uncertainty of±8.4 MeV, corresponding to±5.6%.Due to the geometry of the diagnostics only electronswith
an energy above approximately 45MeVwere detected. The scintillation emissionwas recorded by a 16 bit CCD
camera, fromwhich the charge is calculated by using published calibration factors of the screen [24]. An
aluminiumplate covering the front part of the screen blocked any laser light reaching the detector.

Themolecular density in the gas cell used in the experiment was previously characterized by interferometry
for both gases in themixture independently, at backing pressures ranging from200 mbar to 1 bar. The
background electron density is calculated for each gasmixture by considering that all hydrogen is fully ionized
and nitrogen releasesfive electrons per atom, up to thefifth ionization state, by the leading edge of the laser

pulse. The intensity required to ionizeN4+ corresponds to a normalized vector potential a 0.080
N5

=
+

, more
than one order ofmagnitude lower than the peak normalized vector potential of the laser in vacuum.

3. Experimental results

The features of the accelerated electrons, such as collected charge, energy spectrum anddivergence were
explored by scanning the gas cell backing pressure for different nitrogen concentrations in the gasmixture. The
results are sorted into values of electron number density within±1%, ranging from8.1×1018 to 9.5×1018

cm−3. No datawas collected at 8.1×1018 and 8.6×1018 cm−3 at a nitrogen concentration of 5% as the
minimumbacking pressure explored produced an electron number density already above these values. Though
the datawith 0.1% at 8.1×1018 cm−3 was collected, it is not included as itsfinite energy spread indicates that
the chargewas not continuously trapped by the ionization of theK shell electrons. As such, it should not be
compared to datawhere that was the case.

Figure 1(a) shows the collected charge of the dispersed electrons. The charge increases with the density, as the
laser group velocity becomes slower which lowers the trapping threshold. The addition of nitrogen in the gas
mixture increases the accelerated charge up to amaximumbefore decreasing for higher nitrogen
concentrations. Thismaximum is reached for lower nitrogen percentage as the electron number density
increases. Thus themaximum collected charge depends on both, the electron number density and the nitrogen
concentration. For the explored parameters, the charge ismaximumwith 26 pC at a nitrogen concentration of
0.5% and an electron number density of 9.5×1018 cm−3.

The experimental results also show that electrons experience lower accelerationwith higher concentration
of nitrogen in the gas, see figure 1(b). Themaximumenergy is obtained creating a dQmax/dE vector from the
reconstructed spatio-spectral charge distribution, finding themaximumvalue of charge at each energy level.
From this vector, themaximum energy is defined for when the signal is at leastfive times theminimum signal
above the noise level. Figure 1(b) shows that themaximumenergy varies around similar values independently of
the electron number density, but decreases when the nitrogen concentrationχ increases to 5%. In fact, the error
bars for the different electron number densities overlap inmore or less degree, and themaximum energy
decreases from around 250MeV atχ=0.1% to around 188MeV atχ=5%.

The electron spectra obtained for afixed electron density n 9.5 10e
18= ´ cm−3 as a function of the nitrogen

concentration are shown infigure 2(a). Each plot is an average of the reconstructed spectrum after five
consecutive acquisitions. In order tomake the charge distribution of high energy electrons visible, the colour-
scale forχ=0.1% andχ=0.5% are saturated. An example of the stability of the electron beams can be found
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infigure 2(b)withfive consecutivemeasurements obtained forχ=2%and averaged infigure 2(a). The general
distribution of charge along the energy and angular dispersion axes is consistent in all shots. This stability of the
beams is similar in all the studied cases. However the averaging in electron spectra infigure 2(a) smears out some
details of the transverse distribution of the accelerated charge.

The divergence of the electron beams is calculated as FWHMof the integrated charge along the energy
dispersion. Figure 2(c) shows the divergence as a function of the gasmixture for the same electron densities as in
figure 1. The total divergence of the electron beam along the laser polarization plane increases with the
concentration of nitrogen. This is observed directly from the spectra infigure 2(a), which also shows that the
growth in divergence occurs for thewhole electron energy range. Back tofigure 2(c), the electron number
density has a smaller impact on the divergence of the electron beam. The presence ofmore nitrogen in the gas
mixture seems to increase the transversemomentumof the electron beam. In terms of shot-to-shot stability, the

Figure 1. (a)Electron beam charge and (b) electronmaximumenergy as a function of the nitrogen concentrationχ. Each data point is
the average offive consecutivemeasurements and the standard deviation of those five values is shown by the error bars. The colour
lines correspond to different background electron number densities given in the legend underneath thefigures.

Figure 2. (a)Average offive electron spectra at an electron number density of 9.5×1018 cm−3 as a function of the nitrogen
concentrationχ. The inset plot shows the integrated charge between 140 and 250 MeV along the divergence axis, in the laser
polarization plane. The energy limits aremarkedwith the dashed lines on the electron spectra. (b) Five consecutivemeasurements at
χ=2% and n 9.5 10e

18= ´ cm−3 and averaged in (a)with the same colour-scale. (c) FWHMdivergence of the electron beams as a
function of the nitrogen concentration. Each colour line corresponds to the same electron number densities given in the legend of
figure 1.
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measurements of charge,maximumenergy, and divergence varywithin amaximumof 20%, 7% and 13%
respectively, although their reproducibility also depends on the concentration and electron number density as
shown in each case by the error bars.

The transverse spectral distribution is noticeably different for the different nitrogen percentages. In
particular, at high concentrations of nitrogen the distribution of charge for high electron energies becomes
preferentially off-axis and accumulates at non-zero divergence. The high energy electrons are then preferentially
emitted at an angle. This forked structure is akin to the one associated toDLA [15]. To emphasize it, the inset in
figure 2(a) shows the electron charge integrated between energies from140 to 250MeV,which levels aremarked
with the dashed lines. Although forχ=0.1%andχ=0.5% the angular distribution of the charge gathers in
the electron beam axis, at higher concentrations of nitrogen the off-axis charge grows around±6mradwhile the
on-axis charge gradually decreases. It is found that there is always a non-zero charge at±6mrad at energies
above 140MeV for any nitrogen concentration, including 0.1% and 0.5%. Even so, this is not the case when
replacing the gasmixture by pure hydrogen. It therefore seems that the increase in transversemomentum
associatedwithDLA affectsmore electronswhen increasing the nitrogen concentration.

The increase in nitrogen is not the only factor inducing a larger transversemomentumof the electron beam.
Figure 3 shows the averaged electron spectra obtained as a function of the electron number density ne for
nitrogen concentrations of (a) 2% and (b) 5%.Note that the colour-scale is the same as infigures 2(a), (b). The
presence of high energy electronswith the forked structure becomesmore prominent when increasing the
electron density ne, while the on-axis high energy charge decreases. Again, charge integrated between 140 and
250MeV is shown in the inset above the electron spectra. The high energy electrons clearly peak at±6mrad for
high electron densities, being dominant over the on-axis charge for electron number density above 10.1×1018

cm3 forχ=2% , but already from n 9.1 10e
18= ´ cm3 forχ=5%. Themain part of the high energy charge is

there distributed off-axis, with certain angular dispersion.We observe then a growth in the electrons transverse
momentum in the direction of the laser polarization, that is only visible with gasmixtures and that is enhanced
for a higher electron number density, i.e. for smaller plasmawavelengthλp as c n2 1p p el p w´ µ .

4. CALDER-Circ simulations

Wecompare the experimental data with PIC simulations performedwithCALDER-Circ to get a better
understanding of the electron acceleration dynamics. The codeCALDER-Circ uses cylindrical coordinates, but
decomposes thefields into azimuthal Fouriermodes. Only a small number ofmodes are required in order to
correctly describe the non-cylindrical features of LWFA such as a linearly polarized laser pulse. The Fourier
expansion can thus be truncatedwhich significantly reduces the computational load of the simulations. In

Figure 3.Averaged electron spectra at increasing electron densities for (a) 2%and (b) 5%of nitrogen in the gasmixture. The inlet plot
on the top shows the corresponding charge integrated between 140 and 250 MeV,which values are represented by the dashed lines.
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comparisonwith full 3D codes CALDER-Circ has shown a solid reproduction of the laser–plasma interaction
[25], including nonlinear effects occurring to the laser pulse during its propagation in the plasma.

In our simulations, the laser pulse is represented by a linearly polarizedGaussian beamwith a spot size of 18
μmFWHM. Its normalized vector potential a0 and temporal duration τL varies for different simulations and it is
described for each case below. The gas density profile reproduces the estimated density gradient described in
section 2, with density ramps 650μmlong and a density plateau of 500μm.The laser pulse is focused at the
beginning of the plateau of the gas cell. The background electron number density in the plateau corresponds to
1019 cm−3, created by a preformed plasmawith both, hydrogen and nitrogen L shell electrons. In the following,
the axis will be appointed as x for the longitudinal direction (laser propagation), y for the transverse direction
parallel to the polarization of the laser electric field, and z for the transverse direction perpendicular to the
polarization. The plane x=0 corresponds to the beginning of the density up-ramp. The code considers the
background hydrogen ions immobile and the nitrogen ionsmobile, and includes Ammosov–Delone–Krainov-
based strong-field ionizationmodules [26] to compute the ionization that release theK shell electrons of the
nitrogen. Simulations are performed applying the scheme proposed by Lehe et al [27] to avoid numerically
overestimation of the betatron oscillations due to spurious Cherenkov radiation. The spatial cells are set to be 16
nm long in the direction of the laser propagation, and 127 nm long in the transverse radial direction, with 32
macro-particles per cell representing background electrons and twomacro-particles per cell representingN5+

ions. The time step corresponds to 52 as, and three Fouriermodes are used for the fields in the azimuthal
direction. Furthermore it has been shown that the interpolation of themagnetic field in the PIC lattice can
induce a spurious force that increases the transversemomentumof the accelerated particles that propagate
inside the plasmawave [28]. To avoid these non-physical forces, the second-order time-interpolationmethod
used by Lehe et al [28] is applied here.

A set of four simulations are performed to compare the laser–plasma interaction for different nitrogen
concentrations. The simulations consider amixture of hydrogen and 0.1%, 0.5%, 2% and 5%of nitrogen in the
gas forming the plasma, similar to the gasmixtures studied experimentally. The electrons contributing to the
background plasma density are differentiated to the ones released from theK shell of the nitrogen around the
peak intensity of the laser pulse. The laser beamhas a peak normalized vector potential of a0=1.08 and the
FWHM laser pulse duration is 37 fs. The simulations show that for all concentrations, a0 evolves due to self-
compression and self-focusing of the laser beam and exceeds the peak normalized potential corresponding to the

ionization intensity required to release the innermostK shell electron a 2.750
N7

=
+

just at the beginning of the
density plateau, remainingmainly above this value until 200μmafter the beginning of the density down-ramp.
The evolution is similar at all concentrations and achieves amaximumpeak normalized vector potential
a0=3.4.

Figures 4(a)–(d) show the electron density distribution and laser field in a snapshot of the simulations in the
density plateau of the gas cell x= 970 μmfor (a) 0.1%, (b) 0.5%, (c) 2%and (d) 5%of nitrogen in the gas
mixture. The longitudinal field originated in the plasmawave is plotted on the electron density distribution in
violet. Simulations show that withχ= 2%andχ= 5%, there is somuch ionization-induced trapped charge
already before the beginning of the density plateau that beam loading strongly influences the formation of the
plasmawave. In this case, as electrons are trapped in the density up-ramp, the charge clusters at the rear part of
the bubble before the density plateau. This charge drives its ownwake and expels the background electrons in the
back of thefirst plasma period. It alsoflattens and reduces the amplitude of the longitudinal field in the rear part
of the bubble.However, the simulations performed for lower nitrogen concentrations (0.1% and 0.5%) agree
with our previous study [21]. Along the plateau of the electron density distributionmost of the accelerated
charge comes from ionization-induced trapped electrons in the first plasma period. During the density down-
ramp at the exit of the gas cell, both electrons from the background and electrons from theK shell of the nitrogen
become trapped in the rear part of the plasma bubble, behind the charge accelerated in the plateau. Thence the
maximumenergy at which electrons are accelerated decreases as the beam loading increases with the dopant
concentration, as shown infigure 4(e) by the purple diamonds, in agreement with the tendency observed during
the experiment infigure 1(b).

For this reason, despite a larger amount ofK shell electrons available for ionization-induced trapping, at
higher nitrogen concentrations the LWFA is not always able to efficiently accelerate the charge to energies above
45MeV.The bar graph infigure 4(e) compares the total charge accelerated at the end of the simulations (left bars,
light colours) and the fraction of this total charge above 45MeV (right bars, dark colours) as a function ofχ. In
each bar, the blue colour represents accelerated background electronswhile the nitrogenK shell electrons are
represented in green. Although the total charge increases with the nitrogen concentration, the charge above
45MeV ismaximum for 2%of nitrogen in the gasmixture and then decreases for 5%. This represents the same
trend as observed in the experimental results for an electron number density n 9.1 10e

18= ´ cm−3 in
figure 1(a). In addition, the acceleration of background electrons in the laser–plasma interaction quickly
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decreases with the nitrogen concentration, as described before, and becomes zero for nitrogen concentrations
χ= 0.5% and above. The fact that the simulated laser pulse has aGaussian temporal and spatial distribution
implies amore efficient self-compression and self-focusing than for our real laser pulse. This produces a stronger
wakefield that can increase the total accelerated charge and energy of accelerated electronswhen comparingwith
the experimental results [29].We believe that thismight originate themismatch of accelerated charge and
maximumelectron energy between simulations and the experiment, but the trend of the charge above a certain
energy threshold for different concentrations qualitatively reproduces the experimental observations.

A new simulation is performedwhere the pulse duration of the laser is increased to 45 fs FWHMto get a
better observation of the effect of the overlap of the trapped electronswith the laser fields. To keep consistency of
the total energy of the laser pulse with respect to our previous simulations, the normalized vector potential is
decreased to a0=0.9. The plasma density is the same as in the previous simulations, with a nitrogen
concentration ofχ=5%. 10%of themacro-particles accelerated over 4 MeVwere tracked during the
simulation.

Figures 5(a), (b) show the transverse phase space of the trackedmacro-particles with longitudinal
momentum above 145mec, corresponding approximately to 75MeV, before exiting the density down-ramp
x= 1.44 mm.Themacro-particles are coloured according to their longitudinalmomentum px. In the laser
polarization transverse phase space,figure 5(a), the electrons distribution forms a ring. It can be seen that the
electronswith higher longitudinalmomentum are also the ones in the outer part of the ring. Nevertheless these
particles have a very different distribution in the transverse phase space perpendicular to the laser polarization,
figure 5(b). There,most of the electrons have an almost null transversemomentum, and are localized close to the
axis independently on their longitudinalmomentum. The rest of tracked particles with px<145mec and not
shown in the figure, are however distributed homogeneously along a larger transverse position±6 μm, and a
narrower transversemomentum±5mec for both axis y and z.

Figure 5(c) shows the px/py histogramof the accelerated electrons at the end of the simulation, after exiting
the density down-ramp x= 1.8 mm. The distributionwithmaximum longitudinalmomenta px is less dense
around py=0, and clusters at the sides of the axis, forming the forked structure. Charge along the transverse
momentum py is integrated infigure 5(d) in analogy to the inset offigures 2(a) and 3. The charge ismaximum for
py=±5.5mec, and drops in the centre of the transverse axis. The shape is alike to the experimentally observed
integrated charge of the high energy electrons for similar nitrogen concentration and electron number density in
figure 3(b). The phase space trajectories of four of thesemacro-particles accelerated to highfinal energies are
shown infigure 5(e). The particles are chosen in the leading part of the accelerating electrons, closer to the laser
pulse, with final longitudinal and transversemomenta over 250mec and 6mec respectively. The particles start
being tracked at around 4MeVbut soon increase their longitudinalmomentum. This can be seen looking at the
distance between the equally spaced time-steps represented by the points and defining the trajectories. The

Figure 4. (a)–(d) Snapshots from the simulations for different nitrogen concentrationsχ. Details on the simulations parameters can
be found in the text. The blue scale represents background electrons, the green scale electrons released from theK shell of the nitrogen,
and the red scale the intensity of the laser beam. The violet curve corresponds to the on-axis wakefield. (e)Bar chart: comparison of the
charge accelerated at the end of the simulation (left) in total, and (right) above 45 MeV for the different gasmixtures. Accelerated
background electrons are represented in blue, and the ones from theK shell of nitrogen are in green.Diamonds:maximumelectron
energy.
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longitudinalmomentum gain ismore significant where the absolute value of transversemomentum is large,
while it can slightly decreases while the transversemomentum changes sign. The transversemomentum py
changes sign periodically during the trajectory indicating betatron oscillations of the electrons, and increases
gradually themaximumabsolute value in each period. The particle spendsmore time in the regionswhere the
transversemomentum is non-zero, as can be seen from the larger distance between time-steps around the py
axis. Our interpretation is that regardless the transverse position of the electrons, it ismore probable that the
electrons close to the laser pulse have a non-zero transversemomentumwhen leaving the plasmawake,
originating the forked shape.

5.Discussion

The fact that ionization-induced trapped electrons show a larger divergence along the laser polarization axis has
been observed since thefirst experimental studies of ionization-induced trapping [22].Momentum
conservation imposes that the electrons released by ionizationwithin the laserfield are emittedwith a certain
momentum in the laser polarization direction. Although this entails an intrinsic asymmetrical divergence in
beams generated by ionization-induced trapping, this effect does not depend on the nitrogen concentrationχ.
The observed electron divergence dependence onχ in the laser polarization axis, and shown infigure 2(c), is
reproduced also in the simulations presented infigure 4. The increase in divergence is only visible in the
direction of the laser polarization and growswith the trapped charge, which suggests that it is related to the laser
fields and to the beam loading occurring in the bubble whenmore electrons are trapped, but not necessarily by
DLA.However, as explained below, the preferential angle the high energy electrons are emittedwith can only be
attributed toDLA.

Simulations of different nitrogen concentrations infigures 4(a)–(d) show that at 2% and 5%of nitrogen in
the gasmixture, there is a significant amount of charge trapped by ionization of theN5+ andN6+ ions already at
the beginning of the density plateau. This charge is trapped in the first plasma bubble. As the amount of trapped
charge increases, the number of electrons in the leading part of the electron beamalso increases. Thus there are
more electrons overlappingwith the laser fields than in the case of 0.1%or 0.5%percentages of nitrogen, where
the ionizedK shell electrons get trapped in a slower ratio. The increase of trapped charge induces also an increase
in the beam loading of thewakefield.Due to beam loading, themost accelerated electrons are closer to the laser
pulse and are subjected toDLA, while the heavy perturbation of the already trapped electrons suppresses
electron trapping in the density down-ramp. In contrast, at 0.1% and 0.5%, even though existent, the charge
subjected toDLA ismuch lower than for higher concentrations. Asmentioned in section 3, at these dopant
concentrations we experimentally find a non-zero charge distributed as a forked structure, but the charge in this
region ismuch lower than on-axis. Besides, as beam loading is weaker for these cases, thewake can accelerate the

Figure 5.Results from the simulation after tracking electrons interactingwith laser pulse of 45 fs FWHM,withχ=5%. Transverse
phase space of the electrons with px>145 mec in the electron density down-ramp in (a) the laser polarization axis, and (b) the
perpendicular direction. The colorscale correspondswith the longitudinalmomentum px. (c)Histogramof the phase space px/py at
the end of the simulation. (d) Integrated charge along the transversemomentum py parallel to the laser polarization from (c). (e)
Trajectory in the phase space of four of the high energy electrons from the simulation.
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charge to higher energies and there is the chance of trapping electrons in the density down-ramp, reducing the
relative contribution ofDLA.

As already referred, higher dopant concentration leads tomore ionization-induced trapping, which also
implies a larger beam loading effect. Both simulations and experimental results display a net reduction in the
maximumenergy at which the electrons are accelerated as the nitrogen percentage is increased to 5%. It is also
seen that the electron charge accelerated above 45MeV,which is the lower limit defined by the geometry of the
electron spectrometer, decreases at higher nitrogen concentrations despitemore charge is trapped in the plasma
wave. At 2%and 5%of nitrogen the electron beam is strong enough to drive its ownwake in the plasmawave,
reducing the longitudinal wakefield and hence the energy towhich the electrons are accelerated.

As a result, the forked structure found in the spatio-spectral charge distribution and originated by the
preferential angular emission of the high energy electrons subject toDLA, ismore visible at high concentrations
of nitrogen, when the number of electrons affected byDLA is larger and the electrons accelerated by the
wakefield and emitted on-axis achieve lower energies.

The simulation summarized infigure 5 shows the effect of the laser pulse fields on the electronmomenta.
Electronswith the highest longitudinalmomentum appear to be entangled in a driven harmonic oscillator
potential in the laser polarization axis phase space, forming a ring along y/py. Thosewith a higher longitudinal
momentum are besides located in the outer part of the ring, thus achieving the largest transversemomentum, as
observed infigure 5(c). In addition, the ring shape of the y/py phase space implies that themajority of the high
energy particles have a non-zero transversemomentum, as exhibit infigure 5(d). The high energy electrons,
despite located around the optical axis within a narrow space, are emitted preferentially with an angle. The
angular emission forms the fork structure and corresponds qualitatively to the experimental observations. The
fact that this angular distribution is visible at high nitrogen concentrations, whenmore charge is trapped at the
beginning of the density plateau, and at high electron densities, when the decrease of the plasmawavelength
enhances the overlap between the laser fields and the trapped electrons, reinforces that the effect is produced by
DLA, and agrees with a previous experimental study [15].

Other studies onDLAhavemodified either the plasmawave structure or the laser pulse temporal shape to
change theDLA contribution to the electron acceleration [8, 9, 11, 13–16]. In those cases a dopantwas added
onlywhen ionization-induced trappingwas required, but not as a variable that affects DLA.However, in this
work the dopant concentration allows to influence theDLA contribution to the electrons energywhile keeping
the same plasmawave and laser pulse parameters. There are several properties ofDLA that could be explored by
modifying the dopant concentration. Since the first experimental studies, the enhancement of the betatron
oscillations attributed to the overlap of electrons and laser pulse inDLAhas brought interest for the
amplification of the betatron x-ray yield, as the total number of x-ray photons scales with the betatron oscillation
amplitude [14]. The dopant concentrationmight increase the total number of x-ray photons by increasing both,
the number of accelerated electrons and their betatron oscillation amplitude.

6. Conclusions

Wehave shown that the dopant concentration in the gas target for LWFA alters the ratio of ionization-induced
trapping of electronswhich significantly affects the accelerationmechanism and electron parameters. PIC
simulations support that by increasing the amount of nitrogen in the gasmixture, the charge is trapped earlier in
the plasmawave and can experienceDLAby the overlapwith the laser fields, while beam loading decreases the
maximumenergy of the accelerated electrons and cancels other trappingmechanisms. Our experimental results
show that for a given electron number density and laser parameters, electrons emitted from a higher doped gas
show a larger total divergence in the direction of the laser polarization and, at concentrations above 2%, the high
energy electrons>145MeV are emittedwith a preferential angle±6mrad, producing a forked structure in the
chargeʼs spatio-spectral distributionwhich is an indication ofDLA. This is the first time to our knowledge that
the dopant concentration is contemplated as a factor that influences contribution ofDLA in a LWFA.Our results
open the possibility of using the dopant concentration to control or study other effects ofDLA, as the increase in
amplitude of the electron betatron oscillations, as well as its influence on the x-ray betatron emission.
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ABSTRACT

The dynamics of ionization-induced electron injection in the high density (∼ 1.2 × 1019cm−3) regime of Laser
Wakefield Acceleration (LWFA) was investigated by analyzing betatron X-ray emission inside dielectric capillary
tubes. A comparative study of the electron and betatron X-ray properties was performed for both self-injection
and ionization-induced injection. Direct experimental evidence of early onset of ionization-induced injection into
the plasma wave was obtained by mapping the X-ray emission zone inside the plasma. Particle-In-Cell (PIC)
simulations showed that the early onset of ionization-induced injection, due to its lower trapping threshold,
suppresses self-injection of electrons. An increase of X-ray fluence by at least a factor of two was observed in the
case of ionization-induced injection due to an increased trapped charge compared to self-injection mechanism.

Keywords: Laser-wakefield acceleration, betatron radiation, self-injection, ionization-induced injection

1. INTRODUCTION

Since the theoretical prediction1 of electron acceleration in a plasma wave driven by a laser pulse, evidence
of large amplitude electric field (100 GV/m) and subsequent electron acceleration to MeV energies have been
reported from numerous experiments2–4 . More recently5–7 , production of quasi-monoenergetic GeV electrons
have been demonstrated in the bubble regime8 , where an ion cavity is formed by the near-total expulsion of
electrons initially located in the path of the laser. For adequate laser-plasma parameters9 , self-injection may oc-
cur: electrons from the background plasma are injected into the bubble, then accelerated to relativistic energies.
During their acceleration, electrons are subjected to the radial focusing force existing inside the cavity10 which
leads to a transverse oscillatory betatron motion, and so emission of radiation in the X-ray domain. Electron
acceleration in the bubble regime is a very promising technique aiming at various applications, such as the de-
velopment of the next generation of compact X-ray sources with femtosecond pulse duration and micron source
size. Typically, current experiments11–15 are able to produce up to ∼ 109 photons per pulse with peak spectral
brightness in the range of 1020 − 1022 photons/(s mm2mrad20.1%BW) using 50 - 100 TW laser systems.

For a successful realization of a practical LWFA based X-ray source, it is crucial to improve the efficiency of X-
ray generation. Since X-ray fluence is proportional to charge15 , increasing the amount of trapped and accelerated
electrons for constant laser parameters would be a significant step toward an efficient compact femtosecond X-ray
source. This can be achieved in two ways:
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1. The trapped charge is maximum when the LFWA is operated near the beam loading limit, where the
amplitudes of the laser wakefield and the electron bunch wakefield are comparable. For the laser pulses
commonly used in LWFA experiments, beam loading occurs in the high density operation regime: ne0 ∼
1019 cm−3.

2. The ionization-induced injection mechanism16–20 offers an attractive alternative to the self-injection mech-
anism for the optimization of X-ray generation. In this mechanism, inner shell electrons of high atomic
number gas are ionized near the laser peak intensity, and preferentially trapped in the plasma wave. The
electron injection starts for lower laser intensity compared to self-injection, resulting in an earlier time of
injection onset. This increases the time during which electrons radiate, and leads to a higher X-ray fluence.

We report here a comparative study of electron and X-ray properties for both self-injection and ionization-
induced injection mechanisms in the high density regime near beam-loading threshold. By analyzing betatron
radiation, we give an experimental demonstration of the early onset of the ionization-induced injection due its
lower injection threshold compared to self-injection. This result is obtained by using a technique similar to pinhole
imaging of the betatron radiation inside a long dielectric capillary tube15,21,22 . Previous experiments16–19 have
demonstrated ionization-induced injection by operating below the self-injection threshold. With the help of
numerical simulations, we demonstrate that this early ionization-induced injection of electrons in the ion cavity
suppresses subsequent self-injection. We also report a significant increase, by at least a factor of two, of the X-ray
fluence when ionization-induced injection is used compared to self-injection. The improvement of the X-ray yield
is pre-dominantly due to an increase of trapped charge. The remaining part of this paper is organized as follows:
the experimental arrangement is described in Sec. 2, while the results on accelerated electrons and emitted
X-rays are presented in Sec. 3. PIC simulations using the WARP code were performed, their results are reported
and used to discuss experimental results in Sec. 4.

2. EXPERIMENTAL SETUP
2.1 Laser Beam

Experiments were performed at the Lund Laser Centre (LLC) in Sweden using a multi-terawatt laser. The scheme
of the layout of the experimental chamber is represented in Fig. 1. A titanium-doped sapphire (Ti:Sa) laser
delivers pulses with FWHM duration of 40 fs at a wavelength of 800 nm by using chirped pulse amplification
(CPA). The laser radial profile is corrected by a deformable mirror before focusing by a f = 78 cm off-axis
parabola. This produces beams with gaussian-like transverse profile, as seen in Fig. 2(a). The profile of the laser
intensity distribution in the focal plane, measured in vacuum with a CCD camera, is represented by the blue
crosses. The blue solid line represents the best fit of the experimental points to a gaussian function. As part of
the signal in the wings was not detected by the camera, only the central part of the laser intensity distribution
was used for the fitting. The laser transverse size w0 at waist, i.e. radius at e−2, is measured to be about
17 µm (black vertical line). The energy on target is measured to be EL = (830 ± 30) mJ and its proportion
contained within a circle having a radius equal to w0 is 88%. The laser peak intensity is thus estimated to be
Ipeak = (3.8± 0.2)× 1018 W/cm2 giving a normalized vector potential of a0 = eA/mec

2 ≈ 1.3− 1.4. An active
system for stabilizing the laser pointing, developed23 at LLC, was used in this experimental campaign, giving a
standard deviation of the laser pointing of ≈ 4 µrad and improving the electron properties as well as extending
the lifetime of capillary tubes.24

2.2 Electron and X-ray Diagnostics

Spectra of accelerated electron bunches were studied using a 12 cm long dipole magnet with a peak field of 0.7 T,
located 13 cm after the capillary entrance. After being deflected by the magnet, the electrons drifted 16 cm before
impinging on a scintillating screen (Kodak Lanex Regular). The radiation emitted by the lanex was imaged by
a 16-bit CCD camera located outside of the vacuum chamber. Both the energy and the divergence spectra of
bunches were obtained from the analysis of the distribution of the lanex emission. The lowest energy that could
be measured with this setup was about 40 MeV. The charge Qe was calculated from the image of the scintillating
screen using published calibration factors25 . Finally, the average full width at half maximum (FWHM) divergence
( 〈θFWHM

e 〉 ) of the electron bunches was estimated as follows: (i) Both the charge (dQe/dEe) and the FWHM
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Figure 1. Layout of the experimental chamber implemented for the experimental campaign at the Lund Laser Centre.
A multi-terawatt laser system, including a deformable mirror and an active system stabilizing the laser pointing (not
represented on this scheme), was employed. (i) Typical radiation emitted by the scintillating screen, i.e. electron energy
distribution when the magnet is on axis, (ii) typical betatron radiation exiting by the hole of the capillary tube, and (iii)
typical laser focal spot are shown. For clarity of the scheme, the electron dispersion is drawn horizontally whereas they
were deflected downward during the experiment.

r ( m)

I L
(a

rb
u

)

.

.

μ
0 6 12 18 24 30
0

0.2

0.4

0.6

0.8

1

z (mm)

n
e0

(1
0
18

cm
3
)

−2 0 2 4 16 18 20 22
0

4

8

12

(a) (b)

Figure 2. (a) Experimental radial profile (blue crosses) of the laser intensity (IL), in vacuum, at the focal plane. The solid
blue line indicates the best fit of the central part of the experimental points with a gaussian function. The vertical black
solid line defines the laser size at waist w0. (b) Electron number density (red solid line) as a function of the longitudinal
position z, within a 20 mm long, 152µm diameter dielectric capillary tube. The locations of the capillary exits and the
slits are indicated by the vertical solid and dashed lines, respectively.
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divergence (θFWHM
e ) are calculated in term of the electron energy (Ee), (ii) the average FWHM divergence is

determined using the formula :

〈θFHWM
e 〉 =

∫
θFWHM
e (Ee)

dQe

dEe
dEe∫

dQe

dEe
dEe

(1)

The X-ray emission was recorded with a 16-bit X-ray CCD camera, its features have been characterized by
Fullagar et al.26 . An array of thin metallic filters was positioned in front of the camera in order to estimate the
critical energy using the method of Ross’ filters, assuming a synchrotron-like spectrum.

2.3 Gas Target: Dielectric Capillary Tubes

A glass capillary tube, with length of Lcap = 20 mm, and inner radius rcap = 73µm, was used to confine and
control the gas distribution. It was mounted in a motorized holder allowing its accurate alignment, in vacuum,
on the laser axis. The gas used for studying self-injection was pure hydrogen (H2), and two gas mixtures for
ionization-induced injection. We name these mixtures as nitrogen (N2) mixture and argon (Ar) mixture, which
are composed of 99%H2 +1%N2 and 99%H2 +1%Ar, respectively. The gas was let in through two slits located at
2.5 mm from the tube exits, providing a 15 mm long plateau with constant pressure between the two slits. The
molecular density inside the capillary tubes was adjusted by a gas regulator controlling the upstream reservoir
pressure. The gas density was calibrated off-line by interferometric studies27 coupled with fluid simulations using
the sonicfoam solver of OpenFOAM code28,29 . The simulated longitudinal profile of the electron number density
is represented in Fig. 2(b); the locations of the capillary exits and the slits are indicated by the black solid and
dashed lines, respectively. The electron number density of the plateau, with and without nitrogen or argon, is
ne0 = (12± 2)× 1018 cm−3, assuming complete ionization of the atoms.

3. EXPERIMENTAL RESULTS

3.1 Electron Acceleration

The energy spectra of electron bunches accelerated in pure H2, nitrogen mixture and argon mixture media are
given in Fig. 3(a), (b) and (c), respectively. These data were acquired from a sequence of 30 shots in the case
of pure H2 and nitrogen mixture, and a sequence of 8 shots when the argon mixture was employed. The mean
spectra are represented by the solid lines whereas the dashed lines illustrate its standard deviation. For these
experimental parameters, electron bunches with broad energy spectra were measured, suggesting continuous
injection. The resulting detected charge (Qe), with energy above 40 MeV, was estimated to be 55 ± 10 pC for
pure H2, 100 ± 20 pC for the nitrogen mixture, and 130 ± 40 pC for the argon mixture. It was found that the
average energy is approximately 70 MeV for the three cases, giving a Lorentz factor (γe) of about 140.

Similarly, the divergence spectra of the electron bunches as a function of electron energy is plotted for pure
H2, nitrogen mixture and argon mixture media in Fig. 3(d), (e) and (f), respectively. In the case of pure H2,
the signal was too low to compute the FWHM divergence for energies higher than 130 MeV. Using Eq. 1, the
FWHM divergence is estimated to be 6± 1 mrad for pure H2, 23± 3 mrad for nitrogen mixture and 24± 5 mrad
for argon mixture.

3.2 X-ray Generation

The characterization of the X-ray beams exiting the capillary tubes provides valuable insight on the electron
injection and dynamics during acceleration. On one hand, it allows an estimate of the transverse amplitude of
betatron oscillation, which is assumed to be the source size of the emitted X-ray radiation. On the other hand,
it is possible to determine the profile of betatron emission which is directly linked to the dynamics of electron
acceleration. The X-ray beams generated during the acceleration process are depicted by the typical image of
the integrated X-ray beam shown in Fig. 1(ii). As the emission angle of the betatron radiation is much larger
(∼ 100 mrad) than the aperture angle of the capillary tubes (∼ 10 mrad) in the present case, the X-ray beam
will be cropped by the capillary walls. This allows the use of capillary tubes for pinhole imaging as discussed in
Sec. 3.2.2. Moreover, published tables30 indicate that the X-ray beams are not absorbed by the gas.
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Figure 3. Mean energy spectra (solid curves) of electron bunches for a sequence of 30 shots performed at n0 = (12 ±
2) × 1018 cm−3 with pure H2 (a) , nitrogen mixture (b) and argon mixture (c). The dashed curves indicate the standard
deviation from the mean spectra. (d-f) Corresponding FWHM divergence curves. The gray area shows the energy range
where the signal was too low to compute the FWHM divergence.

3.2.1 Synchrotron Spectra and Critical Energy

Assuming a synchrotron-like spectrum13 , the critical energy of an X-ray beam is given31 in the wiggler regime
as

Ec =
3γ2erβh̄ω

2
p

2c
, (2)

where rβ and ωp are the source size and the plasma frequency, respectively. Ec was estimated from a least squares
method using the transmission data of the filters and the sensitivity of the imaging system14 . The critical energy
was only determined for the pure H2 and nitrogen mixture. It is found to be independent of the type of gas.
The average critical energy for all the shots shown in Fig. 3(a) and (b) was computed to be 5.2± 1.0 keV, giving
rise to an X-ray source size of rβ ≈ 2.2± 0.5µm (see Eq. 2). We assumed here the betatron radiation from the
argon mixture medium to have a critical energy similar to the one measured for pure H2 and nitrogen mixture
media.

3.2.2 Profiles of X-ray Beams

The X-ray radiating zone along the capillary axis inside the plasma can be determined by analyzing the transverse
spatial distribution of the cropped X-ray beam exiting the capillary tubes21,22 . This method assumes that: (i)
X-ray photons are emitted on the capillary axis, (ii) the radiation source is ponctual (rβ � rcap). The radial
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variation of the X-ray signal (Schip(r)) in the detector plane can be transformed into the longitudinal intensity
(I (z)) of the X-ray emission inside the plasma by using the following system of equations :

z = Lcap −DX

rcap

r
, (3)

I (z) = −
∂Schip(r)

∂r

r2

rcapDX
, (4)

where DX = 1220 mm is the distance between the X-ray source and the detector. The azimuthal average of
the X-ray signal on the detector (Fig. 4(a)) shows that the peak value of the X-ray fluence for the nitrogen
mixture (red solid line) and argon mixture (green dot-dash line) is twice that of pure H2 (blue dashed line). The
fluctuations of Schip for r < 2 mm is attributed to X-ray reflection. This artefact has been highly mitigated
by carefully chosing the region of interest used for plotting the radial profile, in such a way it does not affect
the analysis of the betatron emission profiles. The peak fluence for the nitrogen mixture case is estimated to be
∼ 105 ph/mrad2. Kostyukov et al. shows10 that the fluence (ΓX) of betatron radiation emitted by an electron
bunch oscillating within an ion plasma channel is

ΓX = 5.6× 10−3 ×Nβγ2eQe . (5)

The number of oscillations can be estimated as Nβ = Lϕ/λβ ∝ n−1
0 γ

−1/2
e , where Lϕ is the dephasing length of

electrons and λβ the betatron oscillation wavelength. As γe and n0 are similar for the three cases, the higher
fluence observed in the presence of the mixture is pre-dominantly due to an increase of the electron bunch charge.
The betatron emission profiles are plotted in Fig. 4(b) and give rise to two main conclusions:

1. Assuming that the start of charge trapping is similar to the onset of betatron emission, Fig. 4(b) shows
that the onset of charge trapping occurs earlier with the presence of N2 or Ar than with pure H2. As the
electron number density is similar for all the gases, the non-linear evolution of the laser pulse enveloppe
during the propagation is similar for the three cases, as confirmed by simulations (Fig. 5(a)).

2. The emission length for both gas mixtures is about 5 mm whereas it is 3 mm for pure H2. For all the
gases, the X-ray emission length is significantly larger than the dephasing length which is estimated32 to be
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Figure 4. Typical experimental profiles of X-ray beams for pure H2 (blue dashed line), nitrogen mixture (red solid
line) and argon mixture (green dot-dash line) at (11 ± 1) × 1018 cm−3: (a) Azimuthal average of the X-ray signal on the
detector, and (b) corresponding calculated longitudinal profile of emission. The grey area represents the central part of
the X-ray profile that is not cropped by the capillary tube.
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Lϕ ' 400µm. It indicates a continuous injection of electrons over the emission length. Assuming that the
X-ray radiation source moves inside the plasma with the laser group velocity, we can estimate the temporal
profile of the X-ray pulse using the transformation t = z(v−1

g − c−1) where vg is the group velocity of the
laser pulse. The corresponding time scale is shown on the top horizontal axis in Fig. 4(b).

The analysis of 10 shots shows that, on average, the FWHM of X-ray emission duration is 47 fs for pure H2 and
53 fs for nitrogen mixture media. The corresponding peak brightness for nitrogen mixture case is estimated to
be ∼ 5× 1020 photons/(s mm2mrad20.1%BW) and the number of photons ∼ 109.

4. PARTICLE-IN-CELL SIMULATIONS AND DISCUSSION

4.1 Simulation Settings

These experimental results are qualitatively analyzed using Particle-In-Cell (PIC) simulations in two dimensional
cartesian geometry with the code WARP33 . Ionization dynamics is described by a field ionization model34

implemented in WARP. In order to identify the origin of trapped electrons, different electron species are created
for each possible ionization state of hydrogen (H), helium (He), nitrogen (N) and argon (Ar). The corresponding
ionization potentials (IP) are reported in Tab. 1. The cells are shaded according to the dynamics of the electrons
after ionization, as discussed in Sec. 4.2; this is not based on the atomic structure. The cells colored in light gray,
white and dark gray refer to, arbitrarily named, low IP (LIP), medium IP (MIP) and high IP (HIP), respectively.
In the following discussion on gas mixture, LIP electrons will refer to a group of electrons including hydrogen
electrons and those coming from the LIP shells of nitrogen or argon.

H He N Ar

13.6 24.6 14.5 15.8
54.4 29.6 27.6

47.5 40.7
77.5 59.8
97.9 75.0
552.1 91.1
667.0 124.3

143.5
422.5
478.7
539.0
618.3
686.1
755.7
854.8
918.0
4121.0
4426.0

Table 1. Table of ionization potentials in
electron-volt for the hydrogen (H), helium (He),
nitrogen (N) and argon (Ar). The light gray cells
show the low ionization potential (LIP) for which
electrons contribute to the plasma wake. No sig-
nificant amount of these electrons are trapped and
accelerated. The white cells contain the medium
ionization potential (MIP). MIP electrons are po-
tentially trapped by the plasma wave. The dark
gray cells indicate the non-ionized argon shells
with a high ionization potential (HIP).

The glass capillary tube (dielectric constant = 2.25) is mod-
elled by two dielectric slabs separated by a distance equal to the
inner diameter of the capillary tube. As shown by the grey area
in Fig. 5(a), the longitudinal profile of plasma density is set
to be a linear density ramp near the capillary entrance followed
by a plateau of density n0 = 11 × 1018 cm−3. The laser pulse
with a0 = 1.3, waist size w0 = 17µm and duration (FWHM)
τL = 40 fs is focused at z = 1 mm. The grid resolution in Z
and X directions is 0.04µm and 0.33µm, respectively, with 4
macro-particles per cell.

4.2
Parameters of Laser Beam and Electron Bunches

The simulated evolution of the laser a0 and accelerated charge Q
(with energy above 40 MeV) along the longitudinal direction z
is plotted in Fig. 5 for pure H2 (blue dashed line), nitrogen mix-
ture (red solid lines) and argon mixture (green dot-dash lines).
In all cases, self-focusing of the laser pulse causes a0 to increase
above the thresholds of self-injection and ionization-induced in-
jection (see Fig. 5(a)). Typically, for our operating conditions,
ionization-induced injection is expected20 to occur for a0 ≈ 1.7
whereas self-injection will occur for32 a0 > 2. The locations z
where the laser intensity reaches the thresholds of self-injection
and ionization-induced injection are shown by the dashed and
solid black lines, respectively. The dynamics of electron injec-
tion is discussed for the three cases.
Firstly, we observe on Fig. 5(b) that, for the pure H2 medium,
the onset of hydrogen electron trapping is located at z ≈ 2.7 mm.
The corresponding intensity of the laser pulse is a0 = 3, well
above the theoretical threshold of self-injection.
Secondly, in the case of nitrogen mixture, the amount of trapped
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Figure 5. Simulated normalized vector potential a0 of the laser beam and gas profile (grey area) (a), bunch charge
(b) as functions of plasma length for pure H2 (blue dashed line), nitrogen mixture (red solid lines) and argon mixture
media (green dot-dash lines). The black dashed and solid lines indicate the theoretical thresholds of self-injection and
ionization-induced injection, respectively. In case of mixture, the lines with and without circles represent the trapped
charge coming from LIP and MIP, respectively.

LIP and MIP electrons are represented in Fig. 5(b) by a red solid line with and without circles, respectively. It
shows that the amount of MIP electrons is two orders of magnitude higher than that of accelerated electrons with
a LIP, which confirms that more electrons are trapped when nitrogen mixture is employed (see Fig. 3(a),(b)).
As electron injection starts at z ≈ 1.4 mm, a position where laser intensity (a0 ≈ 1.8) is below the self-injection
threshold, it shows that the injection of MIP electrons can only be attributed to ionization-induced injection.
However, as soon as the laser intensity is above the self-injection threshold (z > 2.1 mm), the two mechanisms are
possibly in competition. Previous work35 showed that, in the case of nitrogen mixture, self-injection of LIP elec-
trons is suppressed by the ionization-induced injection of MIP electrons. The LIP electrons coming transversely
to the axis are repelled by the presence of longitudinally injected MIP electrons near the axis. This suppression
is possible because, for our experimental conditions, the evolution of a0 is such that the onsets of self-injection
and ionization-induced injection are clearly separated in space and time, as it can be seen by comparing the
two vertical lines in Fig. 5(a). The threshold for ionization-induced injection is reached before the trapping of
self-injected electrons could take place. It was found that ionization-induced injection starts at ∼ 1 mm before
self-injection (Fig. 5(b)) which is consistent with the experimental results (see Fig. 4(b)). The continuous
injection of MIP electrons is possible over a longer distance than the dephasing length, it results in the increase
of radiating charge in ionization-induced injection compared to the self-injection process.
Thirdly, a trend similar to the nitrogen case is observed when the argon mixture is employed. The amount of
trapped LIP and MIP electrons is plotted in Fig. 5(b) by a green solid line with and without circles, respectively.
We note that the intensity of the laser pulse did not reach a peak value high enough36 (a0 > 20 for τL = 40 fs)
to ionize the argon HIP electrons. As suggested by the experimental results on X-ray emission (Fig. 4), the
simulation shows that the amount of trapped charge, as well as the dynamics of electron injection, is similar to
the nitrogen case. This observation may differ at higher laser intensity. McGuffey et al. reported a different
electron injection dynamics for a a0 = 4 and ne0 = 1019 cm−3 in a 95%He + 5%N2 medium: LIP and MIP elec-
trons were indifferently and transversely injected. This is infered to result from an ionization of MIP electrons
located at the front of the laser pulse where the residual transverse momentum given to them is high. As argon
MIP electrons have a different IP range compared to nitrogen MIP electrons (Tab. 1), this change in electron
injection scheme may occur at a different laser intensity for argon mixture. Dynamics of argon electron injection
will be the topic of future investigations.
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5. CONCLUSION

Through an experimental study of betatron radiation, as well as two dimensional PIC simulations, we demon-
strate the early onset of ionization-induced injection in a LWFA regime in which both ionization-induced injection
and self-injection are possible. We find that a higher X-ray fluence (∼ 105 ph/mrad2) is achieved in the case of
ionization-induced injection compared to the case of self-injection. This is inferred to be the consequence of the
increased amount of trapped charge observed in presence of ionization-induced injection, resulting from a longer
injection length due to a lower injection threshold. Finally, we observe that the early onset of ionization-induced
injection suppresses the transverse self-injection process in the regime where both self-injection and ionization-
induced injection can occur.
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J. Björklund Svensson, H. Ekerfelt, A. Persson and O. Lundh.

Opt. Express, 26, 33930 (2018).





Paper VIII

Optimization of soft X-ray phase-contrast
tomography using a laser wakefield accelerator

K. SVENDSEN,* I. GALLARDO GONZÁLEZ, M. HANSSON, J.
BJÖRKLUND SVENSSON, H. EKERFELT, A. PERSSON, AND O.
LUNDH

Department of Physics, Lund University, P.O Box 118, S-22100, Lund, Sweden
*kristoffer.svendsen@fysik.lth.se

Abstract: X-ray phase-contrast imaging allows for non-invasive analysis in low-absorbing 
materials, such as soft tissue. Its application in medical or materials science has yet to be realized 
on a wider scale due to the requirements on the X-ray source, demanding high flux and small 
source size. Laser wakefield accelerators generate betatron X-rays fulfilling these criteria and can 
be suitable sources for phase-contrast imaging. In this work, we present the first phase-contrast 
images obtained by using ionization injection-based laser wakefield acceleration, which results 
in a higher photon yield and smoother X-ray beam profile compared to s e lf-injection. A peak 
photon yield of 1.9 × 1011 ph/sr and a source size of 3 µm were estimated. Furthermore, the 
current laser parameters produce an X-ray spectrum mainly in the soft X-ray range, in which 
laser-plasma based phase-contrast imaging had yet to be studied. The phase-contrast images of a 
Chrysopa lacewing resolve features on the order of 4 µm. These images are further used for a 
tomographic reconstruction and a volume rendering, showing details on the order of tens of µm.
© 2018 Optical Society of America under the terms of the OSA Open Access Publishing Agreement

1. Introduction

X-ray phase-contrast imaging (PCI) gives great contrast compared to X-ray absorption imaging
in lowly absorbing samples, such as soft tissue or small objects and has previously been used in
biomedical applications such as in vivo mammography [1, 2], imaging human joints [3] as well
as material science, among others. This method relies on measuring the phase-shift induced by
the sample, instead of absorption, which traditional radiography relies on. The phase shift is
measured as an intensity modulation at a detector and is obtained by applying a phase-retrieval
algorithm. Further post-processing allows for calculations of the projected thickness, making the
images suitable for standard tomography to obtain a 3D reconstruction of the sample.
back projIn-line, or propagation based, phase-contrast imaging (PB-PCI) requires no optical 

components, which simplifies the experimental s e t-up. With appropriate propagation distances, 
the phase-shift will by itself evolve into a measurable intensity modulation. The drawback of 
PB-PCI is that it requires a more complex phase-retrieval method compared to other techniques, 
such as grating based PCI (where the phase-shift may be obtained directly) [4].
Several factors impact the image quality, such as contrast, signal-to-noise ratio (SNR) and 

resolution. These quantities are all associated, forcing a compromise between them, and several 
reports discuss the process of optimizing PB-PCI [5–8]. For example, greater contrast results in 
lower SNR. Soft X-rays (energy less than 5 keV) yield greater contrast (as the phase contrast is 
proportional to the phase-shift which is proportional to the wavelength) compared to hard X-rays; 
this will also increase the average absorption in the object, resulting in lower SNR [5]. For very 
small/thin samples, the absorption is also small as it scales exponentially with the optical depth 
according to the Beer-Lambert law. In such cases, soft X-ray PB-PCI may be advantageous over 
hard X-ray PB-PCI due to its increase in contrast without significantly degrading the SNR. By 
choosing geometrical parameters that maximize SNR while maintaining the highest possible 
contrast, a soft X-ray source may be optimal for PB-PCI of thin samples.
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Lower energetic X-rays are preferentially absorbed over higher energies in the sample, resulting
in the X-ray beam having a higher mean energy after the sample compared to before, this is
referred to as beam hardening. This can lead to artifacts in the tomographic reconstruction when
using a polychromatic source. These artifacts appear as either dark streaks going through brighter
areas (streaking artifacts) or an increased brightness at the edges of an object (cupping artifacts).
Beam hardening becomes less prominent for smaller samples as there is less absorption. On the
other hand, it increases for a softer polychromatic X-ray source as this leads to more absorption
in the sample.
The X-ray source size will determine the optimal magnification and therefore influences the

overall resolution [6]. In general, a smaller source size performs better but to properly determine
the experimental parameters, this size has to be known and a source size measurement is needed.
Although small commercial X-ray sources with a few µm in size are readily available in

microfocus X-ray tubes, they have a limited flux. Furthermore, they produce a continuous beam
which limits the possibilities for temporally resolved studies. The X-ray source generated by
laser wakefield acceleration (LWFA) can be very small, and was recently shown to be suitable for
PB-PCI [9–12]. LWFA give high flux in relation to the source size and the X-rays are generated
in very short pulses (fs), allowing for time-resolved studies of ultra-fast phenomena.

In LWFA, the production of X-rays is accomplished by focusing a high-power laser pulse onto
a gas target. As the intensity at the focus is very high (on the order of 1018 W/cm2), a plasma will
be generated. The main part of the pulse is, due to the ponderomotive force, pushing electrons
out from high intensity regions which creates a void of electrons inside the plasma. Within this
electron void, referred to as a "plasma bubble", a very strong electrostatic potential gradient
is formed (on the order of 1 TV/m) [13–21] and some of the electrons trapped within may be
accelerated to hundreds of MeV. Electrons not located on the optical axis in the plasma bubble
will, due to the focusing force of the plasma, start to oscillate. These oscillations of electrons
lead to the generation of X-rays, and the size of the X-ray source which is a few µm, is smaller
than the plasma bubble diameter.
Synchrotron radiation is produced whenever a charged particle is accelerated perpendicular

to its velocity and, for relativistic electrons the radiation spectrum is in the X-ray range. For a
single relativistic particle, this radiation becomes highly directed, having an opening angle that is
inversely proportional to the Lorentz factor, as φ = 2/γ. In LWFA, a group of particles (an electron
bunch), is oscillating within an envelope, and the X-ray beam divergence depends on the maximum
envelope amplitude rβ , plasma wavelength λp and electron energy as θ ∝

√
(2/γ) · rβ/λp [22].

The generated X-ray spectrum is synchrotron-like [23–25] and, as such, the spectrum is broadband
and may be characterized by its critical energy, Ec , i.e. the median energy for which 50 % of the
total number of photons have an energy below Ec . In a LWFA, Ec ∝ neγ2rβ , where, ne is the
electron density in the plasma.

This is to our knowledge the first time a laser-plasma accelerator using ionization injection has
been used for PB-PCI. Previous works have been done using self-injection [26] which relies on
the self-evolution of the laser pulse to break the plasma wave and thereby inject electrons into the
plasma bubble. Ionization injection [27] allows for a more controlled injection mechanism by
using a gas mixture, e.g. helium and nitrogen. Electrons are continuously injected as long as the
peak intensity of the laser is above a certain threshold or until the bubble is fully loaded with
charge. This leads to a broad spectrum and it has been shown that ionization injection increases
the accelerated charge and the X-ray yield compared to self-injection [28, 29].

The injection method will impact the characteristics of the X-ray beam and, ionization injection
has shown to be less sensitive to laser energy and beam-size variations as well as producing an
X-ray beam with a higher, more stable flux. It also shows a more stable divergence and critical
energy compared to self-injection [28, 30]. Since the electrons are injected close to the peak of
the laser pulse, they also have a preferred direction of oscillation, resulting in an X-ray beam
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Fig. 1. Schematic of the experimental setup showing the most relevant components. The laser
pulse propagates from left to right and is focused on the entrance of the gas cell. Electrons
are accelerated and generate X-ray radiation which co-propagates with the electrons and the
laser pulse. The wire grid is used to determine the X-ray source size and is not present during
the tomographic image acquisition. The dipole magnet disperses the electron beam onto a
scintillating screen to monitor the energy. The X-rays propagate to the sample, mounted on
a rotational stage. The X-rays are then allowed to propagate a large distance and are finally
detected by the CCD. The coordinates (xs, ys), (x, y) and (xd, yd) refer to the transverse
plane of the X-ray source, sample and detector respectively.

with a polarization ratio up to 80 % and an asymmetric divergence [29].

2. Experimental method

The experiment was performed at the Lund Laser Center using a chirped-pulse-amplification-
based multi-terawatt laser system with titanium-doped sapphire as the amplifying medium. In this
experiment the laser was set to deliver pulses with an energy of 730 mJ on target with a duration
(FWHM) of 37 fs, as measured using an intensity autocorrelator, at a central wavelength of 800
nm. The final compression is done in a grating-based compressor in vacuum and is fine-tuned
using an acousto-optic programmable dispersive filter (Fastlite Dazzler) in the front-end of the
laser system. After temporal compression the pulses are sent through vacuum tubes to the main
experimental vacuum chamber.

The main parts of the experimental setup are illustrated in Fig. 1. The temporally compressed
laser pulses are focused using an off-axis parabolic mirror with an effective focal length of 775
mm onto the entrance of a 6-mm-long gas cell. The diameter of the laser pulse in the focal plane
is approximately 13 µm (FWHM), leading to an estimated peak intensity of 6.5× 1018 W/cm2 in
vacuum, corresponding to a peak normalized vector potential of a0 = 1.7.

The gas cell is filled with a mixture of helium and nitrogen with a ratio of 1:99 a few tens
of milliseconds before the arrival of each laser pulse. This mixture is chosen to allow for a
substantial ionization injection of electrons to be accelerated [31]. The backing pressure used for
filling the gas cell is set using an electrically controlled gas regulator. Previous studies on similar
gas cells showed a filling factor of 90%. The repetition rate of the laser system is 10 Hz but the
effective repetition rate is closer to 0.1 Hz, as the residual gas needs to be evacuated prior to
the next arriving laser pulse. For the peak normalized vector potential reached in vacuum, the
helium atoms are fully ionized and the nitrogen atoms ionized to N5+ long before the arrival
of the peak of the laser pulse. The released electrons, together with the ions, constitute the
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Fig. 2. (a) A typical electron spectrum for a backing pressure of 230 mbar. The spectrum
is broad and decays exponentially towards higher energies. The mean (gray dashed line)
and maximum energy (solid blue line) are shown in b), the error bars represent the standard
deviation over 10 different spectra. The collected charge (dotted orange line) shows a
maximum at a backing pressure of 230 mbar.

background plasma which the main part of the laser pulse interacts with.
The ratio between the peak power and the critical power for self-focusing [32, 33] in the linear

regime is approximately 9, and thus the laser pulse is expected to be guided over a much longer
distance than the Rayleigh range and at the same time reaching much higher a0 than the estimated
value in vacuum. Thus, the threshold for ionization of nitrogen to the second highest level is
expected to be reached after some propagation in the plasma and only close to the peak of the
laser pulse. The electrons released here are more easily trapped and accelerated in the following
plasma wave driven by the laser pulse.

The electrons accelerated in the interaction exit the cell along the optical axis and are dispersed
according to their energy using a 20 cm long dipole magnet with a peak magnetic field of 0.8 T,
before impacting on a scintillating screen (Kodak Lanex Regular). The scintillating screen is
imaged from the back side using a 16-bit scientific CMOS camera (Andor Zyla 4.2 Plus). By
numerically tracing electrons of different energies through a measured map of the magnetic field,
the relation between electron energy and position on the scintillating screen along the dispersed
direction is determined. Furthermore, the response of the full imaging system is calibrated and
used together with previously published calibration factors for the scintillating screen [34] to
determine the amount of charge detected at each position. This enables the reconstruction of
the energy spectrum of the accelerated electrons. Figure 2(a) shows a typical spectrum for a
backing pressure of 230 mbar. The mean electron energy remains fairly constant over the range
of scanned pressure, see Fig. 2(b). The maximum electron energy, defined here as the energy at
10% of the peak charge-per-energy, dQ/dE , shows a stronger trend to decline towards higher
pressure and the maximum of the collected charge coincides with the maximum photon yield.
The dipole magnet is used to separate the electrons from the laser beam and the beam of

X-rays generated in the acceleration process. The X-ray beam exits the experimental chamber
through a 250 µm thick beryllium window and enters the vacuum chamber housing the CCD-chip
of the X-ray camera (Andor iKon-L SO), sensitive to X-ray up to 20 keV, through a beryllium
window of the same thickness. The X-ray CCD has 2048 × 2048 square pixels with a size of
13.5 µm. This detector is positioned 2.1 m from the front of the gas cell. The separation of the
two beryllium windows is 6 cm over which the X-ray beam propagates in air.
To characterize the flux distribution and energy distribution of the X-ray pulse, a Ross-filter

array [35, 36] was inserted into the X-ray beam close to the exit of the experimental chamber.
The filter array used was composed of intersecting strips of the elements Cu, Sn, Zr, Fe, Ni, and
V, of thickness 25, 3, 3, 3, 5 and 3 µm, respectively. The average signal values in the image
behind each strip provide samples of the X-ray spectrum to which an assumed synchrotron-like
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spectrum is fitted and allows for determination of the critical energy.
This way, the critical energy was determined while varying the background electron number

density by changing the backing pressure to the gas cell. The result is shown in Fig. 3(a), together
with the peak photon yield and mean photon yield. The error bars indicate the standard deviation
within the average of 10 different X-ray pulses. The photon yield has a broad maximum centered
around 230 mbar with a maximum value of 1.9 × 1011 ph/sr, corresponding to an electron
number density of 1× 1019 cm−3. The critical energy at these pressures is approximately 2.4 keV.
The X-ray beam divergence was estimated by fitting a Gaussian function to the X-ray intensity
profile on the CCD camera. It was estimated to be 48 (vertical) and 67 mrad (horizontal) FWHM
at 230 mbar. The divergence remained unchanged up until 400 mbar.

Results

A source size measurement was performed by placing a grid of 25 µm thick tungsten wires in the
X-ray beam, 10 mm from the exit of the gas cell. As there was some concern for the durability of
the 25 µm wires, the thicker 50 µm wires were also included in the grid. Having wires in both
the vertical and horizontal plane allowed for a size measurement in both planes. The resulting
diffraction patterns were fitted to simulated data that was obtained by the use of the equation [37]

Is(xd) =
∫

B(xs)Ī(xd + xs
r2
r1
)dxs, (1)

where xs and xd are the coordinates in the source plane and detector plane respectively. r1 is the
source-sample distance and r2 is the sample-detector distance. B(xs) is the spatial distribution of
the source which was assumed to be Gaussian and Ī(xd) is the spectrally weighted average of

I(xd, λ) =
����√ r

iλr1r2

∫
exp

(−iπ
λr2
(2xxd −

r
r1

x2 − r1
r

x2
d)

)
· q(x, λ)dx

����2 (2)

where x is the object plane coordinates. The total propagation distance is r = r1 + r2. The wire’s
transmission function q is given by q(x, λ) = e−µ(λ)·2

√
R2−x2 , where R is the wire radius and µ(λ)

the attenuation coefficient. The weights wλ used for the spectral average was determined by the
spectral probability distribution by considering the synchrotron-like spectrum of the source at
Ec = 2.4 keV, the quantum efficiency of the X-ray CCD, the photon absorption through the two
beryllium windows and the air gap to the detector. The intensity distribution I(xd, λ) is Figure
3(b) shows the best fit for the horizontal and vertical source size respectively for the 25 µm thick
tungsten wire. This results in a vertical size of approximately 3.6 ± 0.2 µm and a horizontal size
of 2.6 ± 0.2 µm (FWHM).
To determine optimal r1 and r2 that result in the best SNR for PB-PCI, the findings by Ya.

I. Nesterets et al. [5] were implemented. The procedure maximizes SNR with respect to the
optimal magnification for a symmetrical Gaussian feature of a homogeneous object, wavelength,
source size and detector resolution. For a source size of 2.6 µm, pixel size of 13.5 µm and a
magnification that yields the best detector resolution results in r1 = 0.6 m and r2 = 1.7 m. This
was further investigated by performing Fresnel-Kirchoff diffraction simulations and analyzing
the contrast using different distances. The simulations gave better SNR with a magnification
larger than what was obtained via the optimization procedure developed by Nesterets et al. This,
in combination with the limited space inside the experimental chamber, motivated the use of a
smaller r1, and the final distances were r1 = 0.3 m and r2 = 1.8 m.

The detected image, I0, is processed before any further calculations by subtracting a dark field
image Id and normalizing to a flat field image, I f , as I = (I0 − Id)/(I f − Id). This flat and dark
field correction constitutes an issue as the flat field changes from shot-to-shot, is non-uniform,
and it is not possible to simultaneously acquire a flat field and a corresponding sample image.
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Fig. 3. (a) Critical energy and X-ray photon yield obtained from the Ross filter measurements.
Maximal photon yield is obtained at a backing pressure of 230 mbar, corresponding to an
electron number density of 1 × 1019 cm−3. At this pressure, a critical energy of 2.4 keV is
obtained. Error bars represent the standard deviation within the average of 10 X-ray pulses.
The backing pressure used during the tomographic scan resulted in a peak photon yield of
approximately 1.9× 1011 ph/sr, a divergence of 48× 67 mrad2 in the vertical and horizontal
direction respectively and a critical energy of 2.4 keV. (b) knife edge measurement of the
source size, using a 25 µm tungsten wire. The obtained data (dots in b)) was compared to
simulated values (shown as a shadow), resulting in a vertical source size of 2.6± 0.2 µm and
a horizontal source size of 3.6 ± 0.2 µm.

By taking the average pixel value at several positions in the image and generating an cubical
interpolated mesh, Ig, one obtains an approximated image background gradient, which results
in a more representative image. This was implemented for the phase-contrast images of the
Chrysopa specimen, Fig. 4(c).

All single-shot phase retrieval algorithms make some assumption on absorption and A. Burvall
et al. gives a good overview on these [38]. The soft X-ray spectrum is subject to some absorption
in the sample which limits the choice to Paganins single-material algorithm [39], since it does
not require absorption close to zero. Instead, one assumes the absorption to be proportional to
the refractive index decrement, δ. For a monochromatic source of wavelength λ, the projected
thickness of the sample is [39]

t(®r⊥) = −
1
µ

ln

(
F −1

(
µ
F(I(®r⊥, r2))

r2δ | ®k⊥ |2 + µ

))
(3)

where ®r⊥ is the position vector perpendicular to propagation, F denotes the 2D Fourier transform,
®k⊥ is the spatial frequency vector, ®k⊥ = (u, v), so that | ®k⊥ |2 = u2 + v2. The spatial frequencies,
u, v, were calculated as M ·F(−1/2+(ni−1)/(n−1)), where M is the magnification, F the number
of pixels per unit length, ni the pixel number and n total number of pixels in the corresponding
dimension [40]. I( ®r⊥, r2)λ is the normalized and background subtracted PCI.

As the X-ray source is polychromatic, the effective refractive index decrement was calculated
as the spectrally weighted average δe f f =

∫
wλδλdλ/

∫
wλdλ and the effective attenuation

coefficient µe f f was calculated in the same way. The projected thickness was calculate by Eq.
(3) using δe f f and µe f f .

Two different samples were used; a 100 µm thick plastic line (CH-line) tied in a reef-knot and
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Fig. 4. (a) shows a raw PCI of a 100 µm thick CH-line with some visible edge enhancement
due to the phase-contrast effect. The projected thickness of the same CH-line, obtained by
using Eq. (3), is shown in (b). (c) shows a PCI of the Chrysopa specimen accompanied by
three tomographic slices, the location of these at the specimen is indicated by the red dashed
arrows.

a small green lacewing of the Chrysopa genus. For each of these samples, 900 images were
taken, divided into 5 images at each angle over 180 degrees in 1 degree increments. Each set of 5
images were averaged to increase the SNR. The last set of images obtained at 180 degrees are
not necessary for the tomographic reconstruction but were used to find the center of rotation by
overlapping with the set of images at 0 degrees.

As some shot-to-shot pointing fluctuation is present in the laser system and, a general pointing
drift, i.e. the laser focus drifts toward a general direction over time, the image will move on the
detector. Taking an average of several images would diffuse any details and decrease the contrast.
To account for this, a method of aligning the images before averaging was adapted by using a
stationary reference object positioned in the plane of the sample. By performing edge-detection
and cross-correlation computations the images were translated to cancel the pointing drift. The
alignment can be sub-pixel accurate by interpolating either the images or the cross-correlation
matrix.
Applying the procedure for background correction described earlier and calculating the

projected thickness using Eq. (3) on a sample of known thickness, the 100 µm thick CH-line,
showed good agreement. Figure 4(b) shows the projected thickness of this CH-line. This
thickness varied along the line but this was believed to be due to the manufacturing process or
possibly the process of tying the knot, which may have deformed the wire to some degree.
The tomographic images were reconstructed by the filtered backprojection from sinograms,

which in turnwere generated from the projected thickness data set. The tomographic reconstruction
assumed parallel beam geometry and using the open-source software 3D Slicer [41–46], a volume
rendering was made of the sample from the tomographic images.
Here we present a single PCI of the Chrysopa specimen sample, Fig. 4(c), along with

tomographic images. Location of the cross-section is indicated by a red dashed arrow. In the PCI,
some very fine details are visible such as the hairs, estimated to be 4 µm thick. The tomographic
images were reconstructed by averaging and aligning 5 shots for each angle, calculating the
projected thickness using Paganin’s algorithm, Eq. (3), and applying the filtered backprojection
formula to the sinograms. The finer details are lost when calculating the projected thickness as
Eq. (3) also acts as a low-pass filter. Finally, we present the volume rendering, shown in Fig. 5.
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Fig. 5. The volume rendering of the Chrysopa specimen is shown here, a) shows the upper
part. (b) shows the head where some finer details are resolved, such as the follicles. These
are located within the red circle and a line-out plot is shown of two such follicles, showing
them to be on the order of 30 µm in width and 10 µm in height. (c) shows a section of the
head, which has hollow chambers and (d) shows a close up of the tarsus (leg) where two
hooks can be seen at the tip.

In these images, the finest details visible are the small follicles at the neck. These are roughly
30 µm in diameter and 13 µm in height.

3. Discussion

The X-ray yield has a broad maximum centered around a backing pressure of 230 mbar which
coincides with the maximum collected charge in the electron beam. The electron spectra exhibits
a Maxwellian-like distribution which is most likely due to the continuous injection and the fact
that the length of the gas cell is much longer than the dephasing length. To be able to continuously
operate at the optimal electron density, the plasma density needs to be consistent. However, at a
constant gas cell backing pressure, the plasma density might be decreased due to the decrease of
the filling factor after a few hundred laser pulses due to ablation of the entrance and exit holes in
the gas cell. This might be overcome by using gas cells with an entrance hole for the laser pulse
that does not ablate easily. The peak photon yield and mean photon yield are close in magnitude,
indicating a smooth beam profile. The X-ray beam divergence was observed to be fairly constant
over the range of 150 − 400 mbar along with the critical energy.
The source was measured to be (2.6 ± 0.2) × (3.6 ± 0.2) µm, with the horizontal size being

the larger of the two. This asymmetry was expected and the size is larger in the direction of the
polarization of the laser pulse (horizontal polarization). It has previously been observed that the
accelerated electrons, when overlapping with the laser pulse tail, oscillate with larger amplitudes
along the laser polarization [31,47]. Consequentially, this creates a larger X-ray source in this
direction. The influence of the laser beam on the electron beam is reported to decrease as the
laser pulse is made shorter [48]. Thus, a shorter pulse would be preferable to decrease the source
size, assuming the photon flux does not decrease.

The SNR could be improved by introducing additional filters and/or increasing the number of
shots averaged. An increase in the laser and gas injection repetition rate would facilitate this. The
calculated thickness of the sample depends strongly on the ability to detect diffraction fringes
in the X-ray beam, making the detector resolution a crucial aspect of the setup [5]. To further
improve, a detector with higher pixel density would be mandatory, this may however decrease the
SNR due to the smaller pixel size.
The tomographic reconstruction could be further improved as parallel beam geometry was

assumed. This was not the case as the beam is divergent (estimated to about 60 mrad). This
would result in a rhombus distortion in the sinogram, introducing some error in the reconstruction
if not taken into account. The beam divergence is still relatively small, hence the error will not
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be significant, but the reconstruction would still be improved if assuming a cone beam geometry.

4. Conclusions

It has been shown that ionization injection-based LWFA can provide sufficient X-ray flux and
beam quality for high-resolution PCI by using ionization injection at a suitable plasma electron
density. This allows for rapid data collection at high-repetition rate systems and the sample
is only illuminated during data acquisition, minimizing the applied radiation dose. The phase
contrast images resolve features on the order of 4 µm and the final 3D volume rendering shown
in Fig. 5, resolves details on the 10 µm scale such as the follicles, indicated by the red arrows.
Despite the sample having a considerable thickness and absorption at the photon energies used,
soft X-ray PB-PCI provides good resolution and seems to be limited primarily by the source
size. To further decrease the source size, the oscillation amplitude of the accelerated electrons
would need to be decreased. This would also decrease the critical energy of the emitted X-ray
spectrum which is proportional to the oscillation amplitude. As such, this may be a possibility to
gain a tunable X-ray source by using clever injection methods that allow for injection at a certain
transverse position, thereby controlling the amplitude.
Using lower energetic X-rays improves the contrast but it also decreases the SNR due to the

increased absorption. By using a thinner sample, the increase in contrast remains but as the
absorption decreases, the SNR improves, and in the extreme case for a pure phase-object (no
absorption) softer X-rays will always be more beneficial over hard X-rays. There is some loss
in detail as the projected thickness is calculated, which is needed to perform the tomographic
reconstruction, but one may view this as complementary data to the PCI. The volume rendering
creates a full 3D object which can be manipulated and analyzed by a number of different tools
and software packages, providing a valuable workspace.
This technique is intriguing since it allows for X-ray imaging of small objects that generally

have low absorption, along with the possibility to fully 3D render the object. The advantage of
using laser-plasma produced X-rays is the compactness of the system compared to a synchrotron
source, its small source size and relatively high flux. An additional advantage is the automatic
synchronization. By extracting part of the laser beam, one may easily construct a pump-
probe experiment with accurate timing (assuming the laser beam has enough energy to spare).
Furthermore, the ultra-short X-ray pulse duration, which is on the order of fs, allows for temporally
resolved experiments. The X-ray beam divergence allows for a compact setup when imaging
mm-sized objects as the distances needed for the beam to expand and cover the full sample
are relatively small. Smaller samples, especially ones exhibiting ultra-fast dynamics (such as
chemical reactions or molecular vibrations) might require some focusing optics in order to
achieve a satisfactory X-ray flux on the sample. Such small systems would on the other hand
benefit from the increase in contrast due to using soft X-rays and this method may have a large
impact in other fields such as micro- and nano-structures, cell biology and aerosol studies.
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A. E. Hussein   1, N. Senabulya2, Y. Ma   1,3,4, M. J. V. Streeter3,4,5, B. Kettle5, S. J. D. Dann3,4, 
F. Albert6, N. Bourgeois7, S. Cipiccia8, J. M. Cole   5, O. Finlay3,4, E. Gerstmayr   5, 
I. Gallardo González   9, A. Higginbotham10, D. A. Jaroszynski4,11, K. Falk12, K. Krushelnick1, 
N. Lemos6, N. C. Lopes5,13, C. Lumsdon10, O. Lundh9, S. P. D. Mangles   5, Z. Najmudin   5,  
P. P. Rajeev   7, C. M. Schlepütz   14, M. Shahzad4,11, M. Smid12, R. Spesyvtsev4,11, 
D. R. Symes7, G. Vieux   4,11, L. Willingale1, J. C. Wood   5, A. J. Shahani2 & A. G. R. Thomas1,3,4

Laser-wakefield accelerators (LWFAs) are high acceleration-gradient plasma-based particle accelerators 
capable of producing ultra-relativistic electron beams. Within the strong focusing fields of the 
wakefield, accelerated electrons undergo betatron oscillations, emitting a bright pulse of X-rays with a 
micrometer-scale source size that may be used for imaging applications. Non-destructive X-ray phase 
contrast imaging and tomography of heterogeneous materials can provide insight into their processing, 
structure, and performance. To demonstrate the imaging capability of X-rays from an LWFA we have 
examined an irregular eutectic in the aluminum-silicon (Al-Si) system. The lamellar spacing of the Al-Si 
eutectic microstructure is on the order of a few micrometers, thus requiring high spatial resolution. We 
present comparisons between the sharpness and spatial resolution in phase contrast images of this 
eutectic alloy obtained via X-ray phase contrast imaging at the Swiss Light Source (SLS) synchrotron 
and X-ray projection microscopy via an LWFA source. An upper bound on the resolving power of 
2.7 ± 0.3 μm of the LWFA source in this experiment was measured. These results indicate that betatron 
X-rays from laser wakefield acceleration can provide an alternative to conventional synchrotron sources 
for high resolution imaging of eutectics and, more broadly, complex microstructures.

Laser-wakefield acceleration (LWFA) is a method for producing high-energy electron beams using the accelerat-
ing field structure produced in the wake of a high-power, ultrashort pulsed laser propagating through low density 
plasma. During wakefield acceleration, an electron bunch “surfs” on the electric wave generated by the light pres-
sure of an intense laser pulse1. This wave induces a strong longitudinal electric field that remains in phase with 
the relativistic driver, enabling relativistic electrons to gain significant energy from the accelerating field over long 
distances. Due to the lack of a breakdown limit in a plasma accelerator, accelerating gradients 1000 times stronger 
than those produced in conventional sources can be produced1,2 and the generation of high energy electron 
beams has been demonstrated experimentally3–9. Additionally, in the highly nonlinear regime, electrons undergo 
betatron oscillations in the strong focusing fields of the wakefield, emitting a bright source of X-rays with a source 
size as small as one micrometer10–12. Betatron X-ray beams produced via LWFA have been shown to produce 
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stable, bright X-ray beams capable of high resolution tomographic imaging11,13–17. The resultant beams have a low 
divergence (on the order of a few milliradians18) and ultrashort duration (less than 100 fs19), making them useful 
for a large range of applications across engineering, medicine, homeland security and science11,12,14–17. Moreover, 
the demonstration of micrometer scale, keV betatron X-ray beams using a single laser shot highlights the poten-
tial of these sources for imaging of complex objects in real time using high repetition rate laser systems13.

One exciting application for these novel X-ray sources is as a diagnostic tool for additive manufacturing pro-
cesses. Laser-aided solidification is an avenue of interest in manufacturing science that requires in situ measure-
ments with high spatial and temporal resolution20,21. Such is the case for the solidification of eutectics, in which 
two (or more) solid phases grow simultaneously from a parent liquid phase22–25. Once solidified, eutectics act 
as in situ composite materials, providing outstanding mechanical and electrical properties that are not afforded 
by their constituent phases alone. It is for this reason that lightweight Al-Si alloys comprise over 90% of the 
total Al parts produced by the United States26. Irregular eutectics such as Al-Si are composed of one faceted 
phase (Si) and another non-faceted (Al) phase. Due to the stiffness of the faceted phase, irregular eutectics fea-
ture a non-periodic arrangement of lamellae (fine rods or sheets of adjacent material). The interfacial dynamics 
underlying irregular eutectic solidification (under relatively low cooling rates) has only recently been elucidated 
through synchrotron-based X-ray microtomography (denoted XRT), using conventional accelerators27. In gen-
eral, the lamellar spacing (between Al and Si phases) can be as fine as 1 μm, thus requiring experimental probes 
that are capable of delivering high resolution information.

As noted above, synchrotron-based XRT in the micrometer range have been achieved using modern third 
generation light sources, such as the the beamline for TOmographic Microscopy and Coherent rAdiology 
experimenTs (TOMCAT) of the Swiss Light Source (SLS) at the Paul Scherrer Institut in Switzerland28. The 
TOMCAT beamline has been employed to produce high-resolution, multimodal X-ray tomographic images 
using monochromatic sources with energies between 8 and 45 keV, a source size of 127 μm (V) × 38 μm (H) 
(Full-Width-Half-Maximum) and a flux of (0.5 − 2) × 1012 photons/sec/mm2 29. However, while conventional syn-
chrotron light sources yield high average brightness, they are prohibitively large and expensive, limiting access 
to these facilities. The 1000 × stronger accelerating gradients in a LWFA enable miniaturization of the accel-
erator to a standard laboratory scale, potentially increasing the accessibility of advanced photon sources. And 
although compact synchotron sources have recently been developed30, laser-driven sources also have the unique 
capability to be co-timed to other laser-initiated events. In this way, LWFA sources can be used for so called 
pump-probe experiments of laser-irradiated targets16,19. Additionally, while the source size of newest generation 
conventional beamlines has been reduced to the order of 10–20 μm, the resolution limit for X-ray imaging in a 
parallel beam geometry on these systems is dependent on the pixel size of the detector and the brightness of the 
source. Conversely, for a LWFA X-ray source, where the source size has been measured to be on the order of a few 
micrometers11,13,15,17, high resolution measurements are obtained using a high geometric magnification, and the 
resolution requirements of the detector are relaxed (see Methods).

In this report, we investigated the potential of laser-based X-ray sources for the imaging of solid density 
targets. We present a comparison between the image sharpness and resolution of raw projection images of Al-Si 
alloys obtained via conventional synchrotron X-ray phase contrast imaging at the Swiss Light Source (SLS) 
and X-ray projection microscopy via a LWFA. The former experiment was conducted ex situ at the TOMCAT 
beamline of SLS (Paul Scherrer Institut, Switzerland)28,29 in 2012. In these measurements, the sample was located 
20 m from the source and the sample-to-detector distance was set to 11 cm for a monochromatic X-ray energy 
of 28 keV produced by a broad-band (ΔE/E ≈ 2%) W/Si multilayer monochromator, resulting in virtually no 
geometric magnification in the X-ray regime, i.e. a value of approximately 1. The X-ray radiographic image, which 
is produced by the absorption and refraction of the X-ray beam within the sample, was converted to visible light 
using a 100 μm thick LuAG:Ce scintillator. The corresponding visible light image was then optically magnified by 
a 10x microscope objective onto the imaging chip of a pco.2000 CCD camera with 7.5 μm pixel size, yielding an 
effective pixel size of 0.75 μm. Individual images were acquired with a 500 ms exposure time.

LWFA experiments were conducted using the Gemini laser at the Science and Technology Facilities Council 
(STFC), Rutherford Appleton Laboratory (RAL). The 40 fs FWHM laser pulse was focused using an f/40 parabolic 
mirror into a gas cell producing an electron beam. A schematic of the experimental setup at the Gemini laser 
system is given in Fig. 1(a). 3D printed two-stage gas cells have been shown to improve the stability, divergence 
and energy spread of LWFA electron beams31, therefore a two-stage gas cell with a 3 mm first stage for injection 
and a 2–21 mm variable length second stage was employed in this experiment (see Methods). Plasma density was 
controlled by altering the pressure of the gas supply of each individual stage, and density measurements were 
made using Stimulated Raman Side Scattering (see Methods). The plasma density corresponding to the optimum 
betatron spectrum was np = (4.1 ± 0.45) × 1018 cm−3 in both stages at a length of 15.5 mm. For these densities, 
electron beams with average peak energies of (1000 ± 150) MeV were produced. Example electron beams are 
shown in Fig. 1(b), with a superimposed line-out of the spectrum, indicating a quasi-monoenergetic peak and 
a broad low-energy tail. Further discussion of electron spectra and beam stability is presented in Methods. The 
X-ray beam, which was assumed to be synchrotron-like as shown in Fig. 1(c), contained 1.94 ± 1.24 × 108 pho-
tons above 5 keV, and is estimated to have a source size smaller than 3 μm, as discussed in Results. The LWFA 
X-ray beam has been found in similar experiments to have divergence on the order of a few millirads15,17,18 and 
femtosecond duration16,19. The electron and X-ray measurements shown in Fig. 1(b,c) were not obtained simulta-
neously, but were taken at identical experimental conditions. In these experiments, the Al-Si sample was 19.3 cm 
away from the betatron source and an X-ray CCD camera with pixel size of 13.5 μm and a 100 ms exposure time 
was located 410 cm behind the sample (see Methods). A total of 136 single-shot images were acquired and no 
reconstructions were applied.
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Results
Al-Si samples for phase contrast imaging were prepared by the Materials Preparation Center at Ames Laboratory, 
with a composition of 50 wt% Si for the LWFA experiment and 30 wt% for the SLS experiment. Although the Al-Si 
sample used in the LWFA experiment had 20% more Si than that used in the SLS experiment, this excess Si is 
associated not with the Al-Si eutectic but rather the primary (i.e., pro-eutectic) Si phase. The larger mass fraction 
of this primary Si phase in the Al-Si alloy used in these experiments clouded the field-of-view in the X-ray images, 
limiting the eutectic — which is last to solidify — to a smaller region of the sample. However, this has little to no 
bearing on the development of the eutectic microstructure. Both alloys were cast in the exact same manner, and 
thus have comparable lamellar spacings (see Methods). For both experiments, the samples were machined into 
cylindrical samples of 1 mm thickness.

A microscope image of the 1 mm diameter machined sample is shown in Fig. 2(a) alongside an example 
image of the Al-Si microstructure obtained using X-rays from a LWFA in Fig. 2(b). The LWFA projection image 
was obtained using a nearly 22× magnification, and the banded or lamellar structure can be observed in the 
zoomed-in image, from which a line-out indicates that the LWFA source is successfully resolving features smaller 
than 3 μm. The resolution of these images is determined by the geometry of the imaging system, as discussed 
in Methods. The observed microstructure is consistent with that predicted for irregular eutectics, in which the 
lamellar spacing can be as fine as 1 μm (Fig. 2(c)). In this idealized schematic, the faceted phase β (e.g., Si) and the 
non-faceted phase α (e.g., Al) are shown, growing in a non-periodic manner into the liquid.

Figure 1.  Experimental details for X-ray imaging using a laser wakefield accelerator. (a) Experimental layout. 
High energy electron and X-ray beams were produced by focusing the beam into a two-stage gas cell (see 
Methods). Gold-coated Kapton tape was used to block the laser pulse following the interaction, and was replaced 
on each shot. A 1 T magnet was used to disperse the electron beam onto a scintillating LANEX screen, from 
which the electron beam was imaged using a CCD camera. Betatron X-rays passed through the Al-Si sample, 
which was mounted on a rotation and translation stage at a distance of 19.3 cm from the source. Measurements 
were made through a kapton vacuum window onto an Andor iKon 2048 × 2048 pixel CCD camera at a distance 
of 410 cm from the Al-Si sample. (b) Samples of typical electron beams with a quasi-monoenergetic peak energy 
and broad low-energy tails. These measurements were obtained at the same experimental conditions as the 
phase contrast images and betatron spectrum. Electron beam divergence is plotted on the left axis and a line-
out of the electron number density (right axis) is overlaid. (c) A best-fit to the betatron X-ray spectrum from an 
Andor iKon X-ray camera was obtained using a 9-element filter array (see Methods). Shaded error bars reflect 
the uncertainty in the critical energy over many shots due to shot-to-shot fluctuations in electron energy.
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The quality of the SLS and LWFA projection images were compared according to two metrics: image sharpness 
and resolution. Image sharpness is closely related to the fineness of the resolvable details in an image (X-ray pro-
jection microscopic images in this case). An algorithm developed by Shaked and Tastl32 was used to determine the 
overall sharpness of an image (see Methods). Spatial resolution was compared using a Fourier-based criterion33 on 
raw projection images obtained via a LWFA source and the TOMCAT beamline at the SLS. In this analysis, image 
quality was computed for the interior regions of phase contrast images to compare areas of highest resolution.

Normalized sharpness estimates given in arbitrary units (1 ± 0.05 a.u. and 0.62 ± 0.05 a.u. for LWFA and SLS 
projection images, respectively) show that the LWFA projection images are comparable to the sharpness of pro-
jection images obtained at SLS (see Methods). In addition, Fig. 3 shows the calculation of the spatial resolution, 
where |S(k)|2 is the spectral power of the detected signal and kres is the maximum spatial frequency when the 
spectral power is twice the noise level (see Methods). The power spectral density (PSD) conveys the strength 
of the intensity variation in the image pixels as a function of frequency; it indicates the frequencies at which 
intensity variations are strong and those at which the variations are weak. In other words, the high frequency 
wavenumber for the PSD in the LWFA image is related to sharper variations in intensity values of the pixels in 
the image domain. Such variations occur in pixels near to an object edge, e.g., between different lamellae in the 
Al-Si eutectic.

The PSD shown in Fig. 3(a,b) have been calculated for line profiles in the images taken using the TOMCAT 
beamline and via LWFA, respectively. The PSD profiles, projected onto polar plots, were computed for lines arbi-
trarily drawn within the projection image at angles ranging from 0° to 90° with the horizon to ensure that the PSD 
over all pixel directions in the projection images were statistically represented. It can be observed that the LWFA 
image has a spatial resolution xres which is comparable to the spatial resolution in the SLS image. According to the 
Wiener-Khintchine theorem34, the autocorrelation function is the Fourier transform of the power spectral den-
sity. Accordingly, Fig. 3(b) shows a slightly higher autocorrelation at long wavelengths as evidenced by a higher 
kres value of 1.017 ± 0.01 px−1 compared to 0.98 ± 0.01 px−1 for the SLS image, where LWFA images have been 

Figure 2.  Al-Si sample investigated using a LWFA X-ray source. (a) Optical microscope image of the Al-Si 
cylindrical sample imaged in LWFA experiments. (b) X-ray phase contrast image obtained with a LWFA, 
revealing a lamellar microstructure with an interphase spacing on the order of 1–3 μm. A line-out from a region 
of interest in the phase contrast image is shown, indicating 2.7 ± 0.3 μm as an upper bound on the resolving 
power of this method. (c) A schematic showing growth of irregular eutectics where β represents the faceted 
phase (e.g., Si), α is the non-faceted, higher volume fraction phase (e.g., Al), and l is the melt ahead of the 
interface. The microstructure is deemed irregular due to the difficulty or “stiffness” in changing the growth 
direction of the faceted phase. The inset shows the atomically diffuse α phase and the defect growth mechanism 
for the faceted β phase. Retrieved with permission from ref.73.
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rescaled to the effective pixel value for proper comparison. Errors in the measurement of image resolution arise 
from the absence of normalization by white- and dark-field images for the LWFA projections (Fig. 3(b)), which 
ultimately lead to intensity inhomogeneities on the detector plane.

Beyond sharpness and resolution, another consideration in the practical application of LWFA for X-ray imag-
ing is blurring due to the non-zero emission length of the betatron source35. Betatron emission is highest at the 
location of high energy electrons, yielding a very small source size on the order of a few μm11. However, the emis-
sion length of a betatron source has been found to extend a few millimeters along the axis of laser propagation, 
resulting in blurring in X-ray images and decreased resolution35,36. This blurring can be observed in Fig. 4, where 
the image resolution is highest near the central axis of the X-ray beam (circled) and begins to blur towards the 
edges of the sample. It has also been found that the betatron emission length tends to increase with increasing 
plasma length36, therefore longer plasma lengths are associated with lower resolution away from the central axis 
of the laser beam. Additionally, instability in beam pointing can result in variation of the location of highest reso-
lution. For a plasma cell of length 15.5 mm, as employed in these experiments, the emission length of the betatron 

Figure 3.  Measurement of the spatial resolution criterion for line profiles oriented from 0° to 90°. The spatial 
resolution criterion is projected onto polar plots in (a) SLS and (b) LWFA projection images. Projection images 
are shown as insets. |S(k)|2 is the spectral power of the detected signal. Raw images were resized to match the 
dissimilar pixel resolutions for SLS and LWFA images, and PSD analysis was performed on projection images 
with equalized intensity histograms. For both cases, spatial frequencies are given in units of inverse pixels. The 
LWFA projection image has a spatial resolution that is comparable to the spatial resolution in the SLS projection 
image, as evidenced by the close to equal kres values of 1.017 ± 0.01 px−1 and 0.98 ± 0.01 px−1 in the LWFA and 
SLS images, respectively. Stars represent the kres spatial frequency value obtained along an arbitrary line in the 
projection image. Scale bar measures 70 μm.

Figure 4.  Blurring of LWFA X-ray images due to finite betatron emission length. Three LWFA phase contrast 
images of the Al-Si sample are shown. In (a,b) the sample is at the same orientation perpendicular to the laser 
axis. In image (b) the sample has been translated horizontally by approximately 30 μm. In (c) the sample has 
been rotated by 90 degrees about the vertical axis. Regions of sharpest resolution are circled with a dotted line, 
with a radius of approximately 600 μm at highest focus. In all images, blurring can be observed on the order of 
a millimeter away from the central point due to the emission length of the betatron source. Highest resolution 
imaging is obtained along the axis of the electron beam; only this section of the image is used for resolution 
analysis. Blurring due to the emission length of the X-ray source is not unique to betatron sources, also 
occurring with conventional synchrotron beams, but is exacerbated by high magnification in cases where the 
full beam is used for imaging.
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source was found to be on the order of 5 mm. Image blurring is also a challenge with conventional synchrotron 
sources, where the emission length can be much longer (~m), versus ~mm for a LWFA source. However, the 
large divergence of the LWFA source makes this a concern when the full beam size is used for imaging. It is also 
important to note that blurring due to the emission length is exacerbated by high magnification. The relationship 
between plasma length and emission can inform optimization of the LWFA X-ray source for high resolution 
imaging.

For high contrast imaging of features in dense materials the critical energy of the X-ray beam must be on 
the order of several keV. In this experiment, the critical energy of the resultant X-ray beam is determined by 
comparing the transmission through an array of different elemental filters (see Methods). The critical energy as a 
function of plasma density was found to increase with increasing plasma density, as shown in Fig. 5(a), reaching a 
maximum critical energy of nearly 10 keV. These results indicate that LWFA X-ray sources can provide a tunable 
X-ray source for phase contrast imaging.

The critical photon energy of a LWFA source is related to the maximum energy of the electron beam, γ, and 
the plasma density, np, by37–39:

ω γ
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σ γ= =βE K e
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3
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2
2
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where σ = 2rβ is the approximate betatron source size and rβ is the amplitude of betatron oscillations. From equa-
tion (1) the electron energy can be retrieved from the measured critical photon energy, the plasma density np and 
an assumed source size σ using γ σ∝ E n2 /c p . Figure 5(b) shows the retrieved electron energies with measured 
plasma densities and fitted source size σ of (0.2–1.0 μm). A plot of the experimentally measured peak electron 
energy is superimposed on retrieved electron energies, showing best agreement between theory and experimental 
data for betatron source size on the order of (0.4–1.0) μm.

For comparison with experimental results it is important to note that the critical photon energy in equation 
(1) is mainly determined by the maximum electron energy achieved during acceleration because of the γ2 scal-
ing. Therefore, the retrieved electron energies represent the maximum electron energies during the acceleration, 
which are not necessarily the same as those measured from the experiment. This is because for high plasma den-
sity (here, np > 1.2 × 1018 cm−3) the dephasing length is shorter than the gas cell length and electron beams will 
experience dephasing. Currently, information about electron dephasing cannot be captured experimentally in a 
single shot, however novel techniques employing a transverse density gradient may provide single-shot diagnostic 
information of the temporal evolution of the betatron X-ray spectrum and electron acceleration40.

Discussion
Thus far, Al-Si eutectics have only been investigated via conventional synchrotron-based phase contrast tomog-
raphy (PCT)41–43. PCT enables the study of weakly absorbing samples, as well as materials systems consisting 
of elements with similar atomic numbers. This is because variations in the real valued refractive index are sev-
eral orders of magnitude larger than the imaginary component44,45. In order to recover the microstructure from 
projection images obtained via PCT, phase-retrieval algorithms are first applied to the projection images46,47. 
Subsequently, a projection algorithm (e.g., filtered back projection48) is used to reconstruct a three-dimensional 
(3D) map of the refractive index decrement (i.e., the difference between the sample’s index of refraction and that 
of air). Image segmentation of the PCT reconstructions is crucial for quantitative analysis of interfacial properties, 
e.g., orientations, velocities, curvatures, and n-point statistics49,50. However, sharp images taken at high resolution 
with sufficient contrast, such as those obtained with a LWFA source, can mitigate the challenges associated with 
low pass characteristics in projection images and in turn ease the data analysis process down-stream41,51,52,

Figure 5.  Critical energy of the LWFA betatron source. (a) Experimentally measured critical energy of the 
LWFA X-ray beam as a function of plasma density. (b) Theoretical predictions of the maximum electron energy 
corresponding to experimentally measured critical energy, shown for betatron source sizes of (0.2–1.0) μm 
along with experimentally measured maximum electron energies in the resultant LWFA beam (black).
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From the projection images obtained in the LWFA experiment the microstructural details can be measured 
straightaway and throughout the sample volume owing to the fact that the projection images were reasonably 
sharp. In particular, the spacing between neighboring Si lamellae was measured to be between 10 and 90 μm. 
Using the Jackson-Hunt relationships modified for irregular eutectics22,24,53,54, the average lamellar spacing was 
correlated with an average growth rate and undercooling, estimated to be 0.35 ± 0.3 μm/s and 0.13 ± 0.03 K, 
respectively (see Methods). The combination of the two solidification parameters gave rise to the eutectic micro-
structure observed in the LWFA projection images. Additionally, the lamellar morphology as shown in Fig. 3(b), 
inset, exhibits a flake-like Si phase that is commonly found in irregular eutectics of undoped or unmodified alloys. 
This morphology is to be fully expected given the high purity of the constituent Al and Si powders, as discussed 
in Methods. The eutectic Si flakes extend laterally by a process known as twin plane re-entrant edge mechanism 
(TPRE), which was first introduced by Wagner55 and Hamilton and Seindensticker56. Branching events between 
the Si flakes that are likewise facilitated by twins were also observed57. Altogether, these preliminary observations 
suggest the importance of growth twinning for the continued propagation of the faceted Si phase during solid-
ification. A more conclusive argument for the growth mechanism of undoped and doped alloy samples cannot 
be made until a 4D (i.e., space- and time-resolved) assessment of the microstructure is performed, which is the 
focus of future research.

The resolution limits of phase-contrast X-ray imaging experiments are set by the source size and the imag-
ing geometry, which determines the magnification of the system, and the detector pixel size. For synchrotron 
beamlines, such as TOMCAT, the source size is much bigger than the desired resolution, but the distance from 
the source to the sample is typically much larger than the distance from the sample to the detector, effectively 
resulting in a large demagnification factor of the source size. Therefore, the effective pixel size of the detector 
(which includes the optical magnification provided by the visible light microscope coupling the scintillator to 
the detector’s imaging chip) is the limiting factor for high-resolution imaging, and needs to be minimized for the 
highest possible resolution. Conversely, for LWFA sources, where the source size is much smaller than the pixel 
size of the detector, the high magnification in the X-ray imaging geometry reduces the resolution requirements 
of the detector. For high resolution phase contrast imaging, the conditions for detection of bright and dark phase 
contrast fringes are set by the detector resolution, and the bandwidth and size of the source45.

A comparison of experimental parameters used in the SLS and LWFA experiments presented here indicates 
that these sources have comparable geometric resolution limits and both satisfy the criteria for fringe detection 
(see Methods). However, our analysis of the projection images shown in Fig. 3 indicates that the LWFA source 
has slightly greater sharpness and spatial resolution for these conditions and is able to resolve micrometer-scale 
lamellar features. The reason for resolution loss in the SLS projection image is likely due to vibrations in the 
experimental setup. At the time of the experiments, the relative sample to detector position could vibrate at an 
amplitude of up to 0.5–1 μm consequently resulting in a blurring of the projection images over the 500 millisec-
onds exposure time. Conversely, although LWFA experiments are prone to similar instabilities, the femtosecond 
timescale of the betatron source enables ultrafast imaging. Therefore, single-shot LWFA images are not subject to 
motion blur. In this way, the visibility of small-scale features such as lamellae is enhanced. It is also worth noting 
that the conditions for detecting phase contrast fringes for the LWFA experiments set an upper bound of 1 μm on 
the source size, indicating that betatron sources may be much smaller than previously noted.

Our results indicate that betatron X-rays from LWFA can be competitive with conventional synchro-
tron sources for the characterization of eutectic alloys and solid density materials. This opens the door to 
high-resolution materials diagnostics using laser-based sources, without needing to visit a synchrotron facil-
ity. Indeed, projection images of the Al-Si sample obtained using LWFA betatron X-rays were of comparable 
sharpness and spatial resolution to projection images obtained at SLS. Fine details of the lamellar microstruc-
ture were clearly resolved in LWFA projection images (Fig. 3(b) inset), indicating an upper bound of 2.7 μm on 
the resolving power of this method. Furthermore, the phase contrast spatial resolution criteria indicate that the 
LWFA source size may be much smaller than a micrometer, which is corroborated by the theoretical scaling of 
the betatron energy with plasma density in Fig. 5(b) in which the retrieved electron energy was most closely fit 
assuming betatron source sizes on the order of (0.4–1.0) μm. However, it is important to note that the enhanced 
spatial resolution reported in this paper is specific to the experimental conditions of these experiments, and that 
neither of the two experiments was optimized to obtain the ultimate spatial resolution. The ultrashort exposure 
time of betatron sources may also provide improved spatial resolution by enabling imaging on a timescale shorter 
than the frequency of vibrations in experimental setups.

As mentioned in the Introduction, one area in which we can demonstrate significant near-term impact of these 
LWFA sources is through the use of betatron X-rays as a diagnostic tool for real-time monitoring of additive 
manufacturing. In recent years, additive manufacturing has seen tremendous growth due to developments in 
processes and materials, as well as a greater understanding of the underlying design principles. It already has huge 
societal impacts through the ability to produce cheaper and customizable products, such as artificial hips and 
lightweight aircraft components58–60. As-solidified parts have traditionally been characterized by examining their 
microstructures following manufacturing, however such post mortem approaches lack the capability of tracking 
the interfacial dynamics during the solidification process. In fact, it is well known that quenching distorts the 
morphology of the solid-liquid interfaces, and thus the micrographs collected following manufacturing do not 
depict those same interfaces that are present during laser-aided processing. Moreover, the US National Institute of 
Science and Technology’s “Measurement Science Roadmap for Metal-Based Additive Manufacturing” identifies 
in situ process monitoring and metrology as a key barrier to additive manufacturing implementation61. To address 
this confounding issue, a few investigators have recently employed synchrotron-based X-ray microtomography 
to track the microstructural evolution as a function of time27,62. High-speed synchrotron hard X-ray imaging on 
the nanosecond timescale has recently been demonstrated20, however LWFA sources offer temporal resolution on 
the order of femtoseconds16,63,64. The realization of high-repetition rate laser drivers for LWFA65–67 could enable 
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dynamic measurements on an ultra-short timescale. Therefore, the micrometer-scale spatial resolution demon-
strated in this paper, combined with femtosecond temporal resolution and high repetition capabilities, indicate 
that LWFA sources could be used for high-resolution dynamics measurements on an ultra-short timescale.

Methods
Laser.  The LWFA experiments were carried out on the Gemini laser facility at the Science and Technology 
Facilities Council (STFC), Rutherford Appleton Lab (RAL), UK. The pulse for laser wakefield acceleration had 
a FWHM pulse duration of 40 ± 3 fs, a central wavelength of 800 nm, and was linearly polarized. The laser pulse 
with energy of 16.4 ± 0.6 J before the compressor, yielding approximately 8.4 ± 0.6 J on target. The pulse was 
focused by an f/40 off-axis parabolic mirror with a focal length of 6 m to a 1/e2 focal spot of 36.3 ± 0.8 μm, yielding 
a peak intensity of 1.0 × 1019 W/cm2 (a0 = 2.0) within the FWHM of the focal spot.

Gas target.  The laser was focused into a 3D printed two-stage length gas cell, with mixed gas (2% nitrogen 
and 98% helium) in the first stage and helium gas in the second stage. The length of the first stage in the gas cell, 
used for ionization injection, was 3 mm, and the length of the second stage was varied between 2 and 21 mm using 
linear actuators to change the position of the laser relative to a 45° exit wall, as shown in Fig. 6. The thickness 
of the entrance and stage divider walls were 1 mm, and the exit wall was 2 mm thick. The plasma density was 
controlled by altering the backing pressure of the gas supply. Plasma density measurements were made using 
calibrated Stimulated Raman Side Scattering measurements68 and yielded np = (4.1 ± 0.45) × 1018 cm−3 in both 
stages at a cell length of 15.5 mm.

Electron and X-ray beam characterization.  A 1 T magnet was used to disperse the electron beam onto 
a scintillating LANEX screen, from which the electron beam was imaged using a CCD camera. Particle tracing 
was performed with the measured magnet field map to calculate the electron energy as a function of the position 
on the lanex screen. A series of electron spectra from consecutive shots at identical experimental conditions 
is presented in Fig. 7, indicating good shot-to-shot reproducibility of accelerated beams at a plasma density of 
np = (4.1 ± 0.45) × 1018 cm−3. The average peak energy of the beams shown in Fig. 7 was (1200 ± 50) MeV, but for 
all spectra at these conditions the average peak energy was (1000 ± 150) MeV. Low energy features on the beams 
are likely untrapped energetic electrons, which have been found to form ring structures69,70.

Figure 6.  CAD model of the variable length two-stage gas cell used in LWFA experiments. A two-stage gas 
cell with a 3 mm first stage for ionization injection and a variable length second stage was used. A 45° wall in 
the second stage enabled variation of the length of the second stage (between 2 to 21 mm) using linear motor 
controls to vary the vertical position of the cell.

Figure 7.  Electron beam profiles. Electron spectra obtained for 42 consecutive laser shots at identical 
experimental conditions.

194



Paper IX

9Scientific Reports |          (2019) 9:3249  | https://doi.org/10.1038/s41598-019-39845-4

www.nature.com/scientificreportswww.nature.com/scientificreports/

The X-ray beam was collected by an on-axis X-ray camera (model: Andor iKon-L SY DW936 BR-DD) with 
a 250 μm beryllium filter, placed 429.3 cm away from the source. In front of the X-ray camera a 9-element filter 
array composed of various materials with different K-edges was placed to characterize the X-ray spectral dis-
tribution11,15. The thickness of each filter element can be found in Table 1. The signal counts on camera can be 
estimated as71:

∫η=N S E E Q E T E dE( , ) ( ) ( )
(2)i
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E
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max
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2  is the on-axis synchrotron spectrum with a 

critical energy of Ecrit, Q(E) is the quantum efficiency of the camera, Ti is the overall transmission of the filter i 
with the consideration of attenuation of other materials in the beam path. Fitting equation (2) with the measured 
signal counts on the camera for all the filters gives a best fitted Ecrit.

It is important to note that characterizations of the electron and X-ray beams were not obtained from a single 
experimental day, but were compiled using data from experimental runs at the same conditions as the measure-
ments that yielded the phase contrast images of complex microstructures presented in this paper. Simultaneous 
measurements of the electron beam with phase contrast imaging was not possible in these experiments due to the 
necessity of an additional “kicker” magnet to protect the sample by further deflecting the electron beam.

Image sharpness and resolution.  The SLS projection image was normalized according to the standard 
procedure for synchotron experiments using dark images and flat-field corrections as follows:

= −
−

Normalized SLS image (3)
((Raw SLS projection image) (average of 21 dark shots))

((average of 51 flat shots) (average of 21 dark shots))

No such normalizations were applied to LWFA images.
An algorithm developed by Shaked and Tastl32 was used to determine the overall sharpness of an image. Here, 

their global single parameter sharpness model is used, implemented as the ratio between the output energy of an 
ideal high pass filter and an ideal band pass filter32, and described by
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where the image is indicated by m(x, y) and the Fourier transform of the image by F(m) = M(ξx, ξy), the Cartesian 
frequency coordinates are defined as ξ ξ ξ= ( , )x y , and H and B are the high and low-band pass frequency ranges, 
respectively. The images were initially resized to match the dissimilar pixel resolutions (0.74 μm and 0.61 μm for 
SLS and LWFA experiments, respectively), and the intensity histogram in each image was scaled to lie within the 
same intensity range. Subsequently, a 2D high pass filter and 2D band pass filter were applied to the 2D Fourier 
transform of each image matrix and the image sharpness was calculated according to equation (4).

A Fourier-based spatial resolution criterion33 was used on projection images obtained via a laser-wakefield 
accelerator system and the TOMCAT beamline at the Swiss Light Source. The power spectral density (PSD) 
profiles of lines arbitrarily drawn within the projection image at angles ranging from 0° to 90° with the horizon 
are computed. This was done to ensure that the power spectral density over all pixel directions in the projection 
images were statistically represented. The PSD values can then be projected onto polar plots to reveal the power 
spectral distribution at varying angular positions within the image. The PSD converges to a value defined as 
the “noise baseline” obtained in our calculations by taking the mean of the last fifty (50) power spectral density 
elements in the array of PSDs. According to the criterion put forward by ref.33, spatial resolution is computed by 
taking twice the value of the PSD at the noise baseline, and matching this value to the corresponding maximum 
spatial frequency, kres

33. The spatial resolution xres is related to the wavenumber kres by:

π
=x

k
2

(5)res
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Resolution limits.  The resolution in a lens-less X-ray image setup is determined by the imaging geometry 
and the detector, as shown in Fig. 8. For a source of size so at a distance of x1 from an object, O, an image is formed 
at the detector, D. The distance from the object to the detector is x2. In this configuration there are two limitations 
on the resolution dictated by source size and the detector resolution, both of which depend on the magnification 
of the system.

The geometric magnification of the system is related to the distances between the source and the object and 
the object and the detector using similar right angle triangles: M = D/O = (x1 + x2)/x1. The transverse projection 
of a point in the object onto the detector determines the source-size limited resolution, Sr = sox2/x1. At the object 
plane, the resolution limit of the source is given by Sr/M = sox2/(x1 + x2). The resolution limit of the detector is set 

Material Nb Mo Cu Zn Fe Co Sc Ti Pb

Thickness (μm) 24.5 20.0 9.2 10.0 5.6 5.4 26.7 17.3 503.8

Table 1.  Thickness of filter array elements.
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by the pixel size, p, and therefore the lower bound on detector resolution is Dr = p/M = px1/(x1 + x2). The total 
resolution, r, can be considered as the 2-norm of these limits72:
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The conditions for detecting fringes due to phase contrast imaging are set by the detector resolution, the wave-
length bandwidth and the source size45. The X-ray detector must have sufficient resolution to resolve separate 
fringes, where the fringe spacing is given by λz x2  where λ is the wavelength of the critical energy of the 
source, given in Table 2. Using the values in Table 2, it is clear that this condition is satisfied in both the SLS and 
LWFA experiments. The condition on the longitudinal coherence of the source is given by λ λΔ / 2. This con-
ditions is rather weak and therefore can be assumed to be automatically satisfied for both sources45.

The final condition on the resolution of phase-contrast imaging is set by the lateral coherence of the source, or 
the source size. A finite source size can be considered as a pair of point sources, separated by a finite distance, y. 
These two sources will each produce fringes at the detector. The shift between these fringes can result in blurring 
and decreased resolution. The limit on the source size for resolving individual fringes is given by λy x x/1 2. 
The parameters above are tabulated for the SLS and the LWFA generated X-ray source in Table 2.

Materials.  The Al-Si targets for phase contrast imaging were prepared by the Materials Preparation Center at 
Ames Laboratory (Ames, IA, USA). High-purity powders (99.99% Al and 99.9999% Si) were prepared by melting 
three times in a low-pressure argon (Ar) atmosphere to mix and degas the melt. In this way, castings in the shape 
of buttons were produced with a composition of 50 wt% Si for the Rutherford Appleton Laboratory (RAL) experi-
ment and 30 wt% for the Swiss Light Source (SLS) experiment. The as-cast buttons were machined into cylindrical 
samples of 1 mm diameter using Electrical Discharge Machining (EDM).

Lamellar spacing, growth rate, and undercooling.  In measuring the growth rate and undercooling 
based on the interflake lamellar spacing, the following relationships based on the modified Jackson – Hunt eutec-
tic theory24,53,54 were employed:

Figure 8.  Geometric layout of a X-ray illumination setup without optics. The distance from the source, so to the 
object, O, is x1, and the distance from the object to the detector, D, is x2.

SLS LWFA

Source size, FWHM (s0)
127 μm (H) × 38 μm 
(V)

 <2.7 μm (1 μm 
assumed)

Detector pixel size (p) 0.75 μm 13.5 μm

Source to sample (x1) 2000 cm 19.3 cm

Sample to detector (x2) 11 cm 410 cm

Magnification (M)
1.01 22.2

Source size limited resolution at the object plane (Sr/M) 0.69 μm × 0.21 μm 0.96 μm

Detector resolution limit (p/M) 0.74 μm 0.61 μm

Total geometric resolution (r) 1.0 μm × 0.76 μm 1.1 μm

Phase contrast detector limit (z) 2.2 μm 21 μm

Critical energy (Ec) 28 keV 11.2 keV

Wavelength (λ) 4.4 × 10−11 m 1.1 × 10−10 m

Phase contrast source size limit (y)
400 μm 1 μm

Table 2.  Comparison of resolution limits in X-ray imaging between the Swiss Light Source (SLS) and 
LWFA X-ray sources generated using the Gemini Laser at the Rutherford Appleton Lab (RAL). Errors on all 
measurements are approximately 10%.
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where K1 = 780.04 and K2 = 0.24. To solve for the growth rate, V, and undercooling, ΔT, the lamellar spacings λ 
were measured from the LWFA projection images as input. Values for λ ranged from approximately 10 ± 0.5 μm 
to 90 ± 0.5 μm. Errors in the measurement of the lamellar spacings arise due to the fact that only projected spac-
ings can be measured in the projection images and may not represent the true spacing between lamellae, depend-
ing on whether the lamellar are tilted with respect to the plane perpendicular to the X-ray beam. Consequently, 
the growth rate was found to vary between 0.1 ± 0.3 μm/s to 1.2 ± 0.3 μm/s while the undercooling was found to 
vary between 0.065 ± 0.03 K to 0.25 ± 0.03 K. It is anticipated that a 3D microstructural analysis via phase contrast 
X-ray tomography in the laser wakefield accelerator setup could aid in the refinement of calculations of the lamel-
lae spacing, growth rate, and undercooling and further enhance our understanding of the detailed morphology 
and topology of the Al-Si eutectic microstructure and other related alloys.

Data Availability
The authors confirm that all of the data used in this study are available without restriction. Data can be obtained 
by contacting aehuss@umich.edu.
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Highly collimated betatron radiation from a laser wakefield accelerator is a promising tool for spec-
troscopic measurements. Therefore, there is a requirement to create spectrometers suited to the unique
properties of such a source. We demonstrate a spectrometer which achieves an energy resolution of
<5 eV at 9 keV (E/∆E > 1800) and is angularly resolving the x-ray emission allowing the reference
and spectrum to be recorded at the same time. The single photon analysis is used to significantly
reduce the background noise. Theoretical performance of various configurations of the spectrometer
is calculated by a ray-tracing algorithm. The properties and performance of the spectrometer including
the angular and spectral resolution are demonstrated experimentally on absorption above the K-edge
of a Cu foil backlit by a laser-produced betatron radiation x-ray beam. Published by AIP Publishing.
[http://dx.doi.org/10.1063/1.4986464]

I. INTRODUCTION

Betatron radiation generated by a Laser Wake Field Accel-
erator (LWFA)1,2 is an x-ray source producing broadband
radiation with synchrotron-like spectrum coming in ultra-
short (<30 fs duration) and highly collimated beams (≈10–20
mrad). Its unique qualities make it an ideal probe for active
time resolved diagnostics of ultrafast processes in mid-Z ele-
ments.3 It could be used for x-ray absorption spectroscopy,
most likely for observation of absorption lines to infer the ion-
ization degree and temperature, or for the x-ray absorption
near-edge spectroscopy (XANES) measurement to investigate
the electronic density of states and therefore ionic correla-
tion and structure of the matter.4 However, the generally low
flux of the beam produced using lasers with moderate power
makes it very challenging for detection. Thus a highly efficient
spectrometer is necessary for such applications.

XANES is a diagnostic method investigating the x-ray
absorption just above the K-edge, i.e., capturing of x-rays
in the process of photo-ionization of the 1s electrons. These
electrons are ejected into the free (continuum) state with low
residual energy, and they undergo scattering by surrounding
ions. Therefore, the absorption cross section reflects the ionic
structure of the matter.4 Time resolved studies of K-edge in
laser shocked Al with a 10 ps long backlighter have been
used to determine the Warm Dense Matter (WDM) temper-
ature.5 The electronic structure during the creation of warm
dense molybdenum was studied via the XANES spectroscopy
and compared to theoretical calculations.6 XANES of Fe can
be used to investigate hydrodynamic conditions during shock
compression.7 The first use of a laser-driven betatron radi-
ation beam as a backlighter for absorption studies did not

a)michal.smid@eli-beams.eu

provide sufficient number of detected photons.8 This was
caused mainly by a significant loss of photons during their
refocusing and lower efficiency of the spectrometer compared
to this work.

In this article, we present a design for a crystal spec-
trometer optimized for highly efficient detection of this kind
of radiation. This spectrometer employs a mosaic Highly
Oriented Pyrolitic Graphite (HOPG) crystal which guaran-
tees extremely high reflectivity compared to more often used
monocrystals. Though these crystals usually produce lower
resolution spectrum, we have achieved a sufficient resolution
for most diagnostic purposes mainly due to longer crystal to
detector distance and by minimizing geometrical effects. A
defocused regime of the von Hamos setup is proposed that
provides angular resolution to resolve a probe and a reference
beam spectrum at the same time.

A spectrometer design for LWFA betatron radiation has
two significant requirements: high efficiency and suitability
for highly collimated beams. Mosaic crystals are often used
for high collection efficiency setups; however, they are usu-
ally placed close to the source to cover large solid angles. This
close proximity to source negatively affects the spectral reso-
lution and signal to background noise ratio. The collimation
of the betatron beam allows the relatively small crystal to be
placed further away from the source while maintaining overall
collection efficiency and low geometric aberrations, common
in larger focusing crystals.

The mosaic crystals are composed of a set of small crystal-
lites whose surface is slightly inclined from the crystal surface.
The crystals are characterized by their mosaic spread, which
is the FWHM (full width at half maximum) of the angular dis-
tribution of the crystallites. The rocking curve and topography
of large (5×10 cm) thin mosaic crystals in a similar configura-
tion have previously been studied in detail, and these crystals
were used for x-ray Thomson scattering measurements.9–11

0034-6748/2017/88(6)/063102/8/$30.00 88, 063102-1 Published by AIP Publishing.
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This kind of measurement is characterized by the need of high
energy resolution and by the use of low intensity divergent
sources. The spectral resolution was limited by focal aberra-
tions due to the large collection angles. The HOPG crystal
based spectrometers have also been used to obtain the angular
resolution with divergent sources.12

The spectral resolution reported in previous works with
this type of crystal is usually not so great.10,13 Resolution of
8 eV FWHM was reported on similar crystal at 7.5 keV.14 By
increasing the crystal to detector distance13 and exploiting the
low Bragg angle in this configuration, it was possible to signif-
icantly improve the spectral resolution compared to previous
work.

In the current article, the performance of the spectrome-
ter is predicted for various configurations by the ray-tracing
simulations. The most suitable configuration was experimen-
tally demonstrated and evaluated by measuring absorption
spectra using a betatron radiation source. The range of the
measured spectra extends up till ≈150 eV above the edge;
therefore, it contains both the XANES and EXAFS regions.4

The experimental measurement of the spectral Point Spread
Function (PSF) is shown. The spectral resolution and penetra-
tion depth of the radiation into the crystal is inferred from this
measurement.

II. SPECTROMETER DESIGN

This section describes the principles and parameters of
the spectrometer. It shows its basic properties like angular res-
olution and response function, and it presents the ray-tracing
simulations and discusses the theoretical performance of the
spectrometer.

A. Crystal

The crystal used was commercially available from the
Optigraph company.15 The mosaicity grade was ZYB with
mosaic spread m= 0.8◦. The size was 20 × 20 mm and its
surface was cylindrically bent. The radius of the curvature was
obtained by measuring the position of the focus of a divergent
laser radiation reflected by the crystal as r = 108± 5 mm. The
uncertainty is so high because the focus is several millimeters
large due to the irregularities of the crystal surface, which are
common in HOPG crystals. The nominal radius given by the
manufacturer is 115 mm.

B. Geometry

The presented spectrometer is based on the well known
von Hamos geometry,16 as illustrated in Fig. 1. The cylin-
drically curved crystal defines the axis of the cylinder. If the
focused setup is used, both source and detector are located
on this axis in opposite directions from the crystal. The radi-
ation coming from the source is focused to the detector in
one direction, forming a line with dispersion along its length.
The dispersion is governed by various Bragg angles of reflec-
tion of different x-ray energies. However, due to the use of
mosaic crystal, several significant differences to the scheme
arise.

FIG. 1. Schematic of the spectrometer setup. The red and green lines denote
x-rays going through the absorption target with two different energies. Both
energies of x-rays propagating next to the target are marked in blue color and
constitute the reference beam.

In a von Hamos scheme with a monocrystal, there is no
focusing of the radiation along the dispersion direction, while
in the perpendicular direction, both source and detector have
to be placed on the center of the crystal curvature to obtain
spatial focusing. When the mosaic crystal is used, the effect of
mosaic focusing13 focuses the radiation in the spectral direc-
tion like in the Rowland circle scheme. This means that the
crystal works in a similar way as if it was toroidally bent with
a large radius of curvature in the dispersion plane. On the
other hand, the mosaicity includes randomness in the reflec-
tion angle. Therefore, the focusing in the spatial direction is
not perfect.

We can define the ratio rm for mosaic crystal spectrom-
eters, which shows the relative importance of the mosaicity
effects,

rm =
m
∆θ
≈

ml
lc sin(θ0)

. (1)

In this formula, m is the mosaic spread of the crystal, ∆θ is the
maximal difference between the angle of incidence of incom-
ing radiation on various places on the crystal, l is the source
to crystal distance, θ0 is the central angle of incidence, and lc

is the crystal length.
If this ratio is high enough (rm� 1), the mosaicity effects

dominate over the variation of the angle of incidence over the
crystal surface. This has two important consequences. First, the
whole surface of the crystal reflects basically the same energies
of radiation. This means that a ray with given energy can be
reflected at any position within the crystal surface. However,
the mosaic focusing guarantees that the photon is reflected to
an angle based on its energy, therefore, impinging the detector
at position given by the dispersion relation. Second, the spec-
tral range is governed by the mosaicity, not by the variation of
the incidence angle on the crystal (size of the crystal).

It is important to note that ∆θ is the minimum of beam
divergence and the crystal solid angle. Therefore, the ratio
can never be small enough and the spectral range is usu-
ally governed by the mosaicity for highly collimated sources
like the LWFA betatron beam. In the current setup, m= 0.8◦,
l = 700 mm, lc = 20 mm, and θ0 = 11.88◦; therefore,∆θ ≈ 0.34◦

and the ratio was rm = 2.4.

C. Angular resolution

If both the source and the detector would be located on
the axis of the cylindrical crystal, any radiation coming from a
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FIG. 2. Demonstration of the angular resolution. All rays (initially in blue
color) are coming from a point source, half of them propagates through the
absorption target (they become drawn with red color). Those rays hit the right
side of the detector.

point source could be reflected to a thin spectrum on the detec-
tor. Any radiation emerging from a source positioned slightly
off the axis would be reflected to a shifted position, giving
rise to the typical spatial resolution. Since for the betatron
backlit measurements we are interested in resolving differ-
ent rays going from the same point-like source, this type
of resolution is not useful. On the contrary, angular reso-
lution is needed because it is resolving the x-rays passing
through the sample from the reference part of the beam, see
Fig. 2. The angular resolution with this type of spectrome-
ter can be achieved when both the source and detector are
located off the crystal axis, as illustrated in Figs. 1 and 2.
The image of a point source is defocused and each position on
the detector corresponds to a different emission angle from the
source.

Mosaicity has a negative effect on this resolution. In the
focused setup with a perfect monocrystal the width of the
signal would correspond to the source size. The random ori-
entation of the crystallites blurs this signal and increases its
size to several millimeters, see the horizontal spread (green) in
Fig. 3. This effect significantly degrades the angular resolution,
but it is beneficial since it improves the dynamic range for sin-
gle photon counting techniques as is discussed in greater detail
in Sec. III A.

D. Ray-tracing

A new Monte Carlo ray-tracing code with the mosaic-
ity effects included has been developed to model the prop-
erties of the spectrometer. The code is similar to the one
developed by Zastrau et al.,10 though the handling of radia-
tion penetration through the crystal is different, as described
below. This code generates a set of x-rays with random ini-
tial directions, lets them interact with the crystal and tracks
their intersection with the defined detector plane. The inter-
action with the crystal is defined by two important functions
defining the properties of the crystal: penetration depth dis-
tribution of the photons and the mosaic spread function,
i.e., the angular distribution of the crystallites. The code
selects the depth where each ray is reflected based on the

FIG. 3. Ray-tracing predicted performance of the spectrometer for various
x-ray energies [(a) and (b)], crystal radii [(c) and (d)], and source–crystal
distances (e). Calculated either for the focused setup [(a) and (c)] or defocused
by 25%.

penetration depth distribution. This behavior simulates that
the photon has to travel some unknown distance through the
crystal until it finds the crystallite with appropriate orienta-
tion to be reflected. This distribution follows the exponential
decay e−µx to mimic the absorption of x-rays in the matter. The
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absorption length 1/µ is generally not known. It is smaller
compared to absorption in common graphite forms due to
the structure of the crystal,13 and it has to be inferred from
experiments.

In the second step, the code randomly selects the ori-
entation of the crystallite following the mosaic spread func-
tion and in a way that it fulfills the Bragg condition, which
defines the angle between the crystallite and the ray. Finally,
the angle of the reflected ray is calculated, and the intersec-
tion with detector is found. From a typical set of usually
105 photons, the synthetic detected image is formed and ana-
lyzed to provide the spectrometer characteristics described in
Sec. II E.

E. Theoretical performance

The main aim of the ray-tracing simulations is to predict
the performance of the spectrometer and thus to help with find-
ing an optimal setup for given experimental requirements. The
feasibility of the spectrometer for various x-ray energies was
studied. Since the setup with Cu at 9 keV was found as suitable,
the performance of crystal with various radii was investigated
on this energy. As the energy and crystal radius was chosen, the
effect of the distance l is studied. There are five performance
parameters tracked by the ray-tracing simulations:

• Spectral resolution [eV]: the FWHM of the spectral
point spread function (the simulation uses monochro-
matic signal).

• Energy range [eV]: the interval between the most and
less energetic rays reflected by the crystal. Note that the
efficiency is significantly dropping close to the edges of
the range, thus the usable range is approximately half
of this value.

• Angular resolution [mrad]: the horizontal FWHM of a
perfectly collimated beam.

• Horizontal spread [mm]: the FWHM of the signal trace
of a divergent beam in the direction of the angular
resolution (perpendicular to the spectral one).

• Efficiency [%]: ratio of rays reflected by the crys-
tal compared to all rays in a monoenergetic beam
collimated to 20 mrad.

Figure 3(a) shows the variation of these parameters when
the spectrometer is setup for different x-ray energies. The crys-
tal dimensions are 2 × 2 cm, thickness 2 mm, and radius of
curvature is set to r = 115 mm in the simulations. In general,
HOPG crystals are suitable for range 2–11 keV; however, the
setups with energies below 4 keV are considered unfeasible
due to the increasing Bragg angle. The energy range is signifi-
cantly dropping with decreasing energy, being only 180 eV at
4 keV. From Bragg law, it can be derived that the variation of
energy for fixed variation of Bragg angle is close to Erange ∝E2.
The efficiency of the spectrometer is slightly decreasing with
energy because the crystal is located further from the source
making the effective solid angle smaller. The energy resolution
is getting worse with increasing energy. The energy smearing
by the effect of penetration depth is the dominant one. This
effect gets stronger with increasing x-ray energy due to higher
penetration depth; therefore, the resolution gets worse with

energy [Figs. 3(a) and 3(b)]. On the other hand, the influence
of this effect decreases with increasing crystal to detector dis-
tance; therefore, the spectral resolution improves with distance
[Figs. 3(c)–3(e)].

The simulations in Figs. 3(a) and 3(c) were calculated
in the focused geometry; therefore, the angular resolution is
not present. Figures 3(b) and 3(d) show the configurations
in the defocused regime. This was achieved by increasing
both the source to crystal and crystal to detector dis-
tance by 25%. The angular resolution of approximately
10–30 mrad is obtained, the horizontal spread of the sig-
nal is more than doubled compared to its focused value, and
the spectral resolution get slightly better due to the increased
distances.

Figures 3(c) and 3(d) show setups for E = 9 keV and
variable crystal radii for the focused and defocused regimes,
respectively. The source to crystal distance is increas-
ing linearly with the crystal radius (L = r/ sin(θ)), which
improves the energy resolution (∆E ∝ 1/L ∝ 1/r), increases
the horizontal spread (hw = 2 sin(m)r), and decreases the
efficiency.

The performance of the setup for 9 keV radiation, r
= 115 mm, and various source to crystal distances is shown
in Fig. 3(e). The geometry becomes focused when both source
and detector are located on the axis of the crystal cylin-
der, which happens at l = 560 mm. The regime defocused
by 25% in distance has l = 700 mm. The angular resolu-
tion is improving with increasing distance from the focus.
There is no angular resolution close the focused position.
The focus is clearly seen as the minimum of the horizontal
spread. The value of this minimum is given by the mosaicity
of the crystal. The fact that the horizontal spread significantly
increases for large distances to more than 10 mm is usually
considered to be undesirable. However, this can reduce the
flux on the detector to such values that the single photon
counting method can be used, see Sec. III A. Similarly as in
Figs. 3(a)–3(d), the efficiency is decreasing with distance due
to smaller observation angle while the resolution improves.
These better spectral and angular resolutions make the long
distance setups more favorable, which is also beneficial in the
experiment since longer distance significantly lowers back-
ground on the detector caused by the interaction of the acceler-
ated electrons with surrounding material. The upper constraint
for the distance is then given by the size of the detector which
was 27 mm in our case. However, the limited size of the experi-
mental chambers makes these setups very challenging and may
limit their use.

F. Response function measurement on Cu Kα

The response function of the spectrometer was tested
on a Cu Kα source. The x-ray source was a microfo-
cus tube producing the Cu Kα doublet at E = 8027 and
8047 eV. It was running at power 4 W and produced a
source size of 20 µm. The Kα1 is narrow enough to be
used as a quasimonochromatic source to evaluate the spectral
resolution.

Figure 4 shows the experimentally measured Kα profile
(red) alongside results of the ray-tracing simulations. The blue
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FIG. 4. Measured spectrum of Cu Kα compared with results of ray-tracing.
The dashed line shows the calculated PSF of the spectrometer (drawn with
horizontal offset).

line denotes a result when the penetration depth is neglected,
i.e., all rays are expected to reflect from the crystal surface.
The solid black line corresponds to a situation when the pen-
etration depth 1/µ was set to 695 µm to make the best fit
with the experimental data. The dashed line presents the point
spread function (PSF) of the spectrometer, i.e., the image
of a monochromatic source, when this value is used in the
ray-tracing. The asymmetric shape of this PSF reflects the pen-
etration depth broadening.17 The peak of the curve consists of
the rays reflected from the surface of the crystal. The deeper
the rays are reflected, the more they are shifted to the higher
energy part of the PSF due to their extended trajectory in the
crystal. This explains the sharpness of the left boundary and
the exponential decay towards the right. The FWHM of this
curve is 5.9 eV.

This penetration depth 1/µ= 695 µm is a fixed param-
eter of the crystal and photon energy and can be used for
the ray-tracing simulations. Knowledge of the PSF is cru-
cial for evaluation of the data. The predicted spectra should
be convolved with this PSF prior to comparison with the
measured data. Since this PSF is strongly asymmetrical the
convolution with a Gaussian or Lorentzian function usu-
ally used for this purpose would not lead to a satisfactory
agreement.

G. Efficiency

The efficiency calculated by the ray-tracing code is
defined as a ratio of photons hitting the detector to the total
number of photons at the central energy within the 20 mrad
divergent cone. This efficiency is determined to be 30% for the
setup used in the experiment described further below (pho-
ton energy 9 keV, crystal radius of curvature 115 mm, and
source to crystal length 700 mm). The code expects that all
photons which hit the crystal with suitable angle are reflected
from it; therefore, this number has to be multiplied by the
crystal peak reflectivity which is 52%.18 The quantum effi-
ciency of the CCD used in current experiment was 14%
and the total transmission of used filters was 75%. The total
efficiency is obtained by multiplying all these coefficients
as 1.6%. This number relates the number of detected pho-
tons with certain energy to all photons with given energy
produced by the x-ray source, assuming it has 20 mrad
divergence.

III. EXPERIMENTAL RESULTS

The spectrometer was tested at the Lund Laser Centre
using a multi terawatt laser operating at a central wavelength
of 800 nm. The laser system produces 37 fs long pulses of up to
800 mJ after compression. The shape of the focal spot was opti-
mized using deformable mirror to a size of ≈ 14 µm FWHM.
The experimental setup is illustrated in Fig. 5. The laser pulse
was focused onto an entrance of a 6 mm long 99% He and
1% N2 mixture gas cell with a 775 mm focal length off-axis
parabola. The electron density in the gas cell is 1× 1019 cm−3.
During the interaction the laser drove a nonlinear plasma
wave. The electric fields inside this wave accelerated electrons
to ≈ 200 MeV, and the oscillatory movement of these elec-
trons produced the betatron radiation which was collimated to
≈ 20 mrad and had a source size ≈ 10 µm. The critical energy
of the x-ray spectrum was estimated as 2 keV by analysis of
the transmission through Ross filters.19

A permanent magnet was placed after the gas cell to
deflect the electrons to protect the crystal as well as to be
used as electron spectrometer. The HOPG crystal was placed
further down the x-ray beam to reflect the x-rays onto a direct
detection Princeton Instruments PI-MTE CCD with chip size
27×27 mm and pixel size 13.5 µm. The absorption target was
placed 3 cm behind the gas cell (before the magnet) in order
to minimize the probed region. The spectrometer was set up
for the Bragg angle θ = 11.88± 0.07◦ corresponding to the Cu
K-edge at 8980 eV. The source to crystal distance was set to
l = 697±3 mm which is about 125% of the distance for focused
geometry. The crystal was located on a motorized rotational
stage in order to achieve high precision alignment.

Sections III A–III C draw three important conclusions
about the spectrometer: the possibility of noise removal via
single photon counting, the usability of angular resolution,
and the evaluation of spectral resolution.

A. Single photon counting analysis

The large horizontal spread of the signal on the detector
and the relatively low photon flux allowed us to use the single
photon counting regime.20 The signal of typically 33 000 pho-
tons per shot on the CCD was stretched over ≈ 2 cm2, which
corresponds to ≈ million pixels. Therefore, there was about
1 photon per 30 pixels, which is low enough to resolve single
events. Higher fluxes might cause too many event overlapping
making the data analysis more complicated.

FIG. 5. A schematic of the experiment. The laser is focused to the gas tar-
get where the electron and x-ray beams are generated. The electron beam is
deflected by the magnet to the scintillator. The x-ray beam propagates through
the investigated absorption target is diffracted by the crystal and detected by
the CCD.
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063102-6 Šmı́d et al. Rev. Sci. Instrum. 88, 063102 (2017)

FIG. 6. Raw single shot data from the CCD with sev-
eral selected regions (a) and x-ray spectra for those
regions based on single photon counting (b). The shift
of peak around 9 keV shows the dispersion of the spec-
trometer. Signal below 5 keV comes from experimental
background.

There are ten regions marked in a single shot raw data
in Fig. 6(a). Regions 1–8 correspond to part of the spectrum
with various x-ray energies while regions 9 and 10 are areas
without signal, having only background noise and scattered
radiation. Figure 6(b) shows the broadband spectrum for each
region obtained by the single photon counting analysis. All
regions with data show a dominant peak around 9 keV. The
dispersion of the spectrometer is clearly seen in the decrease
of this peak energy with increasing index of the region. Regions
9 and 10 show almost no x-rays at this energy, while the low
energy signal (below the threshold of 0.5 keV) and a broad peak
around 2 keV are present almost homogeneously throughout
the whole image. This signal is attributed to tertiary radiation
produced by scattered electrons interacting with the vacuum
chamber walls and surrounding material.

This analysis has three advantages:

1. The raw measurement of the energy of the signal can
help during the alignment procedure.

2. The identification of the spectrum of background radia-
tion can help to understand its origin and guide experi-
mental shielding improvements.

3. Allows an effective background removal.

Figure 7 demonstrates the effect of this background
removal technique. Figure 7(a) shows the raw data digitally
accumulated over 315 shots. The inset presents a detail of a sin-
gle shot image. The algorithm finds those events with energy
around 9 keV (shown with red circles) and notes down their

positions. The lists of all those positions for all shots in the
series are merged, and a synthetic data image is constructed
from them as a 2D histogram of the impact positions. This is
shown in Fig. 7(b), where the same data are plotted for com-
parison in units of photons per pixel. The background which
is quite strong especially in the bottom part of the figure has
been effectively removed.

B. Angular resolution

The angular resolution of the spectrometer is demon-
strated in Fig. 7. The energy dispersion direction is vertical
on the image, and the instrument resolves angularly in the hor-
izontal direction. Half of the beam corresponding to the right
part of the figure was propagating through a 3 µm thick Cu
foil, while the signal on the left was not obstructed and, there-
fore, can be used as a reference beam. The Cu K-edge can be
clearly seen as a sharp horizontal line in the right part of the
image. The uneven shape of the detected signal is caused by
the irregularities of the crystal surface. The perfect straight-
ness of the absorption edge however confirms that the effect
of mosaicity focusing makes the spectral resolution insensitive
to those irregularities.

For a quantitative analysis of the angular resolution, two
series of shots were taken when either one or the other half of
the beam was fully blocked. The horizontal lineouts of the sig-
nals integrated over the whole spectral range are presented in
Fig. 8. The FWHM of the total signal is 9.2 mm and the differ-
ence between the peaks is 3.9 mm. The dashed line presents the

FIG. 7. Raw data from the CCD summed over 315 shots
(a), the inset shows a single shot image where the 9 keV
impacts are highlighted by red circles. (b) Image of the
same data reconstructed by the single photon counting
procedure.
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FIG. 8. Horizontal lineouts of the detected signal showing the angular
resolution.

output of the ray-tracing algorithm which qualitatively agrees
with the experiment. The overall width of the signal is how-
ever different. The same width of the signal was obtained
when the crystal was illuminated by visible light, showing
that this effect is caused by the imprecise surface of the
crystal.

C. Spectral resolution

The experimentally observed absorption spectrum of a
3 µm thick Cu foil backlit with laser-produced betatron radi-
ation can be seen in Fig. 9. 225 laser shots were accumulated,
and each shot was saved in single CCD datafile and separately
processed. The obtained positions of single photon events
were gathered and used to plot the profile. The precise energy
calibration is done by using the Cu K-edge.

The reference spectrum of polycrystalline Cu21,22 is plot-
ted as a thin gray line. It has been convolved with the ray-
tracing modeled PSF (see Fig. 4) horizontally stretched to
various FWHM. Results for 4, 5.5, and 7 eV FWHM are shown.
The spectrum convolved with 5.5 eV wide PSF was selected as
the best fit especially due to the agreement of the absorption
feature at 9000 eV. Therefore, the FWHM resolution of the
spectrometer is estimated to be ≈5.5 eV.

The PSF has strongly asymmetrical non-Gaussian shape
with relatively sharp peak. The effective resolution can there-
fore be better for most applications, like observation of narrow
features or estimation of spectral line positions. Another defini-
tion states that resolution is a wavelength of a sinusoidal signal
which is transmitted through the system with 10% amplitude.23

FIG. 9. Measured XANES spectra of a 3 µm thick Cu foil compared to a
reference spectrum and to the convolution of this reference with the PSF with
the given FWHM.

Numerical analysis of the PSF have shown that the spectral res-
olution is 4.8 eV when this definition is applied to the 5.5 eV
FWHM resolution.

IV. CONCLUSIONS

We have designed and tested a novel HOPG spectrome-
ter in von Hamos geometry optimized for effective use of low
flux highly collimated beams. We have measured the XANES
spectra of a 3 µm thick Cu foil backlit by a betatron radia-
tion from a LWFA driven by 800 mJ laser, and the spectral
peaks showing the crystallite structure of the material were
resolved. Ray-tracing calculations show that 1.6% of pho-
tons generated by the source in 20 mrad cone are detected.
This allowed 33 000 photons on the detector in the range
8.6–9.2 keV in each shot. Accumulation of ≈200 shots was
sufficient to obtain enough photons to detect the narrow, low
intensity XANES peaks. A separate experiment using a Cu
Kα source confirmed the strongly asymmetrical PSF of the
spectrometer as was predicted by the ray-tracing code. By com-
paring the measured spectra to reference data,21,22 the spectral
resolution we are able to infer was 4.8 eV at the wavelength
of Cu K-edge (9 keV). We have demonstrated the angular res-
olution of the spectrometer which can be used to acquire both
reference and data spectra at the same time, allowing accu-
rate measurements of transmission. The developed ray-tracing
code predicts the parameters of the spectrometer in various
configurations and explains their behavior. This can help with
adjustment of the setup for different experiments.

This spectrometer will be used in future x-ray absorption
spectroscopy experiments on WDM targets backlit by LWFA
produced betatron radiation. It is expected that a single shot
spectrum could be obtained if the acceleration would be driven
by ≈10 J laser system.
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