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Abstract

The digital cellular systems era started about thirty years ago with the release of the
first digital cellphones. These first digital cellphones were very different from
today’s slim and esthetic cellular pocket computers. They were not mass-produced
in million units a day, and they were designed for radio performance rather than
appearance. Today, all components are integrated inside the mobile phone to enable
a product for the masses and not only the lucky few. For the radio performance this
makes a large difference, especially the cellphones interaction with the user, which
has a tendency to load the integrated antennas. This loading of the antennas means
that the electronics inside the cellphone works sub-optimally, and a decrease in radio
performance is inevitable, resulting in increased power consumption and reduced
data rates. This problem can, however, be reduced by a concept called adaptive
antenna impedance matching. This compensates for antenna loading effects, so that
the electronics inside the cellphone can still operate with a close to optimum
impedance, although the antenna impedance is changed due to user interaction. For
adaptive impedance matching, the key component is the so called impedance tuner,
which is studied, designed, and evaluated in this thesis. The requirements on this
impedance tuner are very high, with low insertion loss, in-band distortion, out-of-
band distortion, high tunability, and good power handling. The cost should also be
as low as possible, which means that it should be implemented in a CMOS based
technology suitable for mass-production. In this thesis, an impedance tuner is
therefore designed and implemented in a CMOS-SOI technology. It has been
verified to fulfill the requirements for use in a modern cellphone, with all
measurements of key merits indicating high performance. Finally, it is worth to
mention that this impedance tuner has also been used in a different project, where
adaptive impedance matching was used in MIMO channel measurements with real
cellphone users, but that project is outside the scope of this thesis.

The range of frequencies used for cellular communication has increased over the
years, and today a large part of the so called sub-6 GHz frequency range is used.
Most of the wireless services we have today use this decade wide frequency range
(~600-6000 MHz), and although it is a wide frequency range, the spectrum is
congested with a high density of communication. The circuits used to communicate
in the sub-6 GHz bands must therefore have high RF-performance, and they should
also be low cost since a large number of circuits is used to cover the complete
frequency range. Difficulties reducing the cost per frequency band has drastically
increased the cost of today’s cellphones. This thesis therefore proposes an
alternative concept for the power amplifier, the key component in the transmitter of
the mobile phone, with the goal to reduce the cost of and the number of power
amplifier circuits required to cover the complete sub-6 GHz range. The core of the
concept was first designed and verified by measurements, an injection-locked power
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amplifier with supply modulation and dynamic transistor bias, resulting in high
efficiency and bandwidth. To further reduce the cost of the cellphone more of the
transmitter functionality, i.e. the frequency up-conversion, was added to the power
amplifier circuit, which also improved the overall transmitter performance.
Furthermore, a new version of polar modulation is proposed, to reduce the baseband
signal bandwidth expansion, which polar modulation is notorious for. The reduction
in bandwidth expansion decreases the overall power consumption of the transmitter,
since the baseband circuits can then have lower bandwidth and clock-frequency. To
further reduce the number of power amplifier circuits needed to cover the entire sub-
6 GHz range, the bandwidth of the circuit was improved using a new higher order
output matching network, together with a dual output power amplifier, resulting in
a circuit that can operate with high performance over the complete sub-6 GHz
frequency range. The proposed solutions in this thesis can reduce the number of ICs
in cellular devices, which benefits not only the production cost, but also has positive
effects on the environment.
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Popularvetenskaplig sammanfattning

Under de tre senaste artiondena har mobilindustrin utvecklats och utvecklat tradlosa
system som blivit nddvandiga i var vardag. Man kan sédga att denna resa borjade
med 2G, vilket faktiskt &r den andra generationen for den mobila kommunikationen,
men den fOrsta generationen som baserades pa signalbehandling 1 den digitala
domédnen. Nér resan sedan fortsatte har digitalisering av  mobila
kommunikationssystem varit en stark trend, vilket innebdr att det mesta av
funktionaliteten nu &r digital, och denna trend inom mobilindustrin 4r en del av
trenden i dagens samhélle med genomgédende digitalisering. Men sjilva de tradlosa
signalerna dr fortfarande analoga radiovdagor som kommuniceras over etern med en
fysisk antenn som bygger pa samma principer som en vanlig antenn till radion eller
TVn. Inuti mobiltelefonen finns dessa antenner kvar, men de syns inte fran utsidan
utan dr inbyggda i telefonen, vilket har stromlinjeformat det estetiska utseendet.
Denna integrering av antenner i dagens tunna mobiltelefoner har gett en ny
utmaning, och det &r hur antennerna fungerar vid berdring fran anvéndarens hander
och huvud. Detta gor att elektroniken inte arbetar som det dr tankt, och telefonen
kan dé dra mer strom sé att den maste laddas oftare. Men det finns en metod som
kallas adaptiv matchning som kan minimera detta problem. Adaptiv matchning
innebdr att antennen ar oférdndrad ur elektronikens synvinkel, det vill sdga for den
elektronik som finns inuti mobiltelefonen. Ett huvudspar i denna avhandling har
varit att undersoka sa kallade impedanstuners, som &r den viktigaste
elektronikkomponenten for adaptiv matchning, och slutresultaten visar pa en
signifikant vinst i minskad effektforbrukning eller 6kad datahastighet. De viktigaste
egenskaperna for en impedanstuner, forutom att kompensera for antennens
variationer, dr att den ska kosta sé lite pengar sa mgjligt vilket betyder att den maste
byggas med halvledare i CMOS (som é&r billiga vid massproduktion), och att
elektroniken i impedanstunern endast minimalt far forindra de analoga
radiovagorna i form av ddmpning och forvrangning av signalen. Denna avhandling
uppvisar en impedanstuner i CMOS som uppfyller dessa krav.

Frekvensspektrumet for mobil kommunikation utokas stindigt, men delas i
dagsldget mellan 2G, 3G, 4G, och snart kommer ocksd 5G, och det kan dédrmed
sdgas att spektrumet ar véldigt fullt. Detta betyder att kraven pé elektroniken i en
mobiltelefon dr mycket hoga, och att det dessutom behdvs mer elektronik for att
ticka manga frekvensomraden. Som en direkt konsekvens har totalkostnaden per
mobiltelefon dkat. For att forsoka minska kostnaden har darfor en alternativ 16sning
for den dyraste komponenten foreslagits i denna avhandling. Komponenten &r
effektforstarkaren, som dessutom dr den viktigaste byggstenen i en mobil sédndare,
och en av de storsta energiforbrukarna i en mobiltelefon och vars prestanda dérfor
ar centrala for att oka tiden mellan laddningarna. Effektforstirkaren maste med
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precision forstirka radiosignalerna innan de omvandlas till radiovagor i antennen,
vilket maste ske med sa lite stromforbrukning som mgjligt, och komponenten i sig
méste ocksd ha en sa lag kostnad som mojligt. Den alternativa 10sning for
effektforstirkare som tagits fram i avhandlingen har dirfor utvecklats for lag
stromforbrukning samt for att uppfylla precisionskraven for mobil kommunikation,
och CMOS har anvénts for att den potentiella kostnaden ska vara minimal vid
massproduktion. For att vidareutveckla konceptet har ett elektroniksystem for
sindare konstruerats som innehdller mer funktionalitet &n endast den hos
effektforstirkaren. Detta system ger generellt ldgre stromforbrukning och leder
ocksa till att farre komponenter behdvs vilket minskar produktionskostnaderna. Till
systemet har ocksa en ny signalbehandlingsalgoritm tagit fram vars huvudsyfte ar
att ytterligare sdnka stromforbrukningen. Ett annat sdtt att minska kostnaden ir att
minimera antalet dyra komponenter i mobiltelefonen genom att minska antalet
effektforstarkare. Detta har ocksa gjorts i denna avhandling genom att konstruera
och utvérdera en effektforstirkare som har likvardig prestanda i alla frekvensband
dér det finns mobil kommunikation i dagslédget. Som slutsats kan det ndmnas att de
kretslosningar som tagits fram har en hog komplexitet men ocksé hog potential ur
en kostnadssynvinkel och ur ett miljoperspektiv, for ndr antalet elektronik-
komponenter minimeras per konsumentprodukt kommer kostnaden och miljo-
paverkan fran sjédlva produktionen att minska.
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Preface

My journey into the world of electrical engineering started already in my boy room
growing up, and it involved music, electric guitars, and electric guitar gear. I did not
play the instruments myself, the fascination for me was all the equipment including
amplifiers, speakers, and effects based on distortion and delays. My keen interest in
these things pointed me in the direction of Analog electronics and later in my under-
graduate studies towards Radio electronics in CMOS technology. The grand idea of
me getting a good education was always spoken of by my maternal grandmother
and she always encouraged me to go down this path, which I apparently did. Her
belief started a summer evening over thirty years ago, among some stunned family
friends and a grand design built from LEGO.

As this journey ends and a new one begins, there is some time for reflection. This
journey in science and engineering resulted in a handful of publications included as
the main body of this thesis (Papers [I-V]), and also in additional publications where
I have contributed to the research of others (Papers [VI-IX]). Furthermore, this
project was funded by the Vinnova Industrial Excellence Center — System Design
on Silicon (SoS) and the Excellence Center at Linkoping — Lund in Information
Technology (ELLIIT), which have a close relation to the Swedish industry. Through
this relation two patent applications were filed, and as of today both applications are
granted patents [i, ii]. I would like to end with a citation, well-known to me even
long before I started this journey of circuits and systems:

“Success is a journey, not a destination. The doing is often more important than
the outcome.”

-Arthur Ashe, American Athlete
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CHAPTER 1

1 Introduction

During the last three decades digital wireless communication has evolved rapidly,
with a user maximum data rate going from 270 kilobits per second (kbps) in the 2™
Generation cellular systems (2G) or Global System for Mobile communication
(GSM) [1, 2] to today’s approximately 100-400 megabits per second (Mbps) in the
4™ Generation cellular systems (4G) or Long Term Evolution (LTE) [3]. The data
rates have thus increased about 1000 times. The main driving force in this dramatic
development has been Moore’s Law [4], i.e. the exponential down-scaling of
features-sizes in the most significant semiconductor technology for electronic
consumer products, which is the Complementary Metal Oxide Semiconductor
(CMOS) technology. This exponential down-scaling in features-sizes means that the
digital functionality per unit area is doubled every two years, and circuit speed is
also increased, best observed as the increase in Personal Computer (PC) processor
clock frequency during the 1990’s [5]. In the beginning of digital wireless
communication, the CMOS-scaling only effected the digital blocks since all the
analog blocks were implemented in specialized technologies like as GaAs[6] and
SiGe[7], which had superior analog performance during those days, and still have
better performance in some key aspects like gain, noise, linearity and voltage
breakdown. However, during the 3™ Generation (3G) or Universal Mobile
Telecommunications System (UMTS)/Wideband Code Division Multiple Access
(W-CDMA) era in the late 1990’s, due to scaling of CMOS it was now possible to
use the technology to also implement the analog- and Radio Frequency (RF)-blocks,
and the main reason was that the CMOS processes now had enough speed (f; and
fimax). By implementing all building blocks in CMOS, complete System On Chip
(SOC) solutions were possible and the main feature was that digital, mixed-signal,
analog, and RF circuits all could be implemented on the same die. This opened-up
the door for wireless products to the main advantage of CMOS technology, the
ability to mass-produce chips and also to reduce the number of chips in each User
Equipment (UE)/Cellphone. The first fully integrated RF SOC in CMOS was
developed by Ericsson in the late 1990°s, it is known in the world as Bluetooth [8],
and as of today Bluetooth is used in the widest range and largest quantities of
consumer products ranging from videogames to bed lamps. This is only possible by



implementing the chip in a CMOS process, where the high level of integration and
large volume of fabrication makes each sold unit cheap. If other more exotic
technologies were to be used the cost would be orders of magnitude higher for the
required Integrated Circuit (IC) production. Finally, the main misconception of
CMOS though, that it only cost “nickels” and “dimes”, is not true. Only with mass-
production can each chip unit cost “nickels” and “dimes”, and then only if millions
and millions of chips are sold.

As the development of analog/RF-CMOS circuits continued, the main approach to
achieve sufficient performance was circuit design innovation exploiting
opportunities and avoiding weaknesses of the technology, and it is still this way
today. This is all in the nature of the technology and the market, CMOS is cheap to
mass-produce, and yes, speed has increased with Moore’s Law, but gain, noise,
linearity and voltage breakdown are all getting worse with each CMOS scaling step.
The designer has to work with what is available, in Receivers (Rx) the Low Noise
Amplifier (LNA) was a big issue in CMOS, but to achieve sufficient gain and low
noise, a noise canceling approach was first disclosed in [9]. Further, the designer
can use the main advantage of CMOS down-scaling, which is the high performance
of transistors operated as switches. High performance, low noise and high linearity,
mixers for frequency conversion in receivers and Transmitters (Tx) can then be
realized. The mixers can be of different types, active [10] or passive [11], current
mode [12] or voltage mode [13], and can also include harmonic rejection [14] to
counteract the harmonics of the switching waveform. Switches can also be used to
create programmable and reconfigurable circuits, switching in and out components
or entire building blocks. For instance a Digitally Controlled Oscillator (DCO) [15]
can be created by switching in and out capacitors of the resonator according to a
digital control number, altering the oscillation frequency. For transmitters Power
Amplifiers (PA) with high efficiency can be realized using transistors operating as
switches, called Switched-Mode Power Amplifiers (SMPA) [16]. Still, it is very
hard to design a power amplifier in CMOS technology. In scaled down technology,
where transistors have high speed and excellent switch performance, the voltage
breakdown is very low, making it hard to reach high output power. An often used
circuit solution is to use stacked transistors, in a so-called stacked-cascode
configuration [17]. Two or more transistors stages are then stacked on top of each
other, so that the maximum supply voltage of the PA can be the sum of the maximum
supply voltage of all stacked stages, i.e. the PA supply voltage is divided among
several transistors. Then a higher supply voltage compatible with higher output
power can be used, even though the individual transistors cannot handle such
voltage levels. By using a stacked-cascode configuration, the performance of each
individual transistor is not improved, but the result yields an increased performance
for each cascode element added.



From a system point of view, one of the biggest breakthroughs has been the
elimination of the Surface Acoustic Wave (SAW) and/or Bulk Acoustic Wave
(BAW) filter in both Rx and Tx. This elimination became possible by the use of
circuit understanding and design, the solution was a passive mixer [11], which has
a feature called frequency-translation [18]. In the frequency-translation
phenomenon, if an impedance is connected to the mixer low frequency terminal, at
the RF mixer terminal the same impedance will appear, but up-converted to RF
frequency. The frequency difference, i.e. how much the impedance is translated in
frequency, is set by the Local Oscillator (LO) frequency. If the impedance has a
low-pass characteristic, like a parallel RC circuit, and if the LO frequency is much
higher than the BandWidth (BW) of the low frequency filter, the result is a very
narrow RF bandpass filter, which would not be possible to realize on-chip without
this technique. Further, by using this solution, tunable selectivity can also be
introduced and by changing LO frequency the passband frequency of the filter can
be changed as well.

These are examples of only a few circuit solutions/concepts developed over the two
and a half decades when CMOS been a serious contender for RFIC implementation.



In the meantime, the wireless system technology has evolved as well, at first GSM
only used Gaussian Minimum Shift Keying (GMSK), a type of frequency
modulation, but as throughput requirements increased higher order modulation
schemes like 8 Phase Shift Keying (PSK), 16 Quadrature Amplitude Modulation
(QAM), 64QAM, 256QAM, were required to increase spectral efficiency, i.e. data
rate for a certain bandwidth. To further increase the data-rate the bandwidth has
also increased, and to handle the frequency variations of wireless channels
Orthogonal Frequency-Division Multiplexing (OFDM) was introduced [19].
Effectively the data is then carried by many closely spaced narrow-banded
individually modulated so-called subcarriers. The higher order modulation schemes
and OFDM increased spectral efficiency and data rates [20], but the requirements
on the hardware in the Modulator-DEModulator (MODEM) also became more
stringent. Further, to meet the ever increasing requirements for higher data rate, a
multiple antenna technique called Multiple Input Multiple Output (MIMO) was
introduced [21]. From basic MIMO theory, the theoretical throughput increases
linearly with the number of antenna elements, but this is only true if the antenna
signals are uncorrelated [22]. Circuit hardware, on the other hand, must be added to
each individual antenna element, increasing cost, power consumption, and
complexity. This is a big problem for the handheld UE, powered by batteries.
Finally, the main issue with a handheld UE utilizing MIMO is the human touch and
the fact that people touch the UE when they use it. To clarify, today’s wireless UE
has most of its surface area covered by antennas, due to MIMO and the wide range
of carrier-frequencies/bands used. If the user touches the UE, it will load the
different antennas, and this results in an increase in correlation between the different
antennas and an increase in RFIC power consumption, due to the mismatched
antenna impedance [23].

In Fig. 1.1 the evolution of the cellular wireless spectrum over the past three decades
is illustrated, 30 years ago GSM mainly used four bands (850 MHz, 900 MHz, 1800
MHz, and 1900 MHz), and in rare cases also 400 MHz and 450 MHz [24], and today
with LTE sixty-six (66) bands are used ranging from 450 MHz to 5850 MHz [25].
Further, the LTE standard also has to co-exist with 2G, 3G, and Wireless Local Area
Network (WLAN)/Wireless Fidelity (Wi-Fi) which means that the utilized spectrum
(450 MHz to 5850 MHz) is at max capacity today. Looking at the cost of cellular
devices, the Bill Of Material (BOM) of the MODEM has increased, mainly due to
the amount of hardware/components required to cover all the utilized frequency
bands, also supporting MIMO. The second problem, since the frequency spectrum
is full all unwanted spectral emissions, both in-band and out-of-band, must be kept
at a minimum. The third major issue, all the hardware has to be connected on a
Printed Circuit Board (PCB) to each antenna, with high quality supply and ground
connections, such complex PCB having substantial cost. Finally, all these complex
devices have to co-exist in a crowded frequency spectrum, where the margin of error
can be considered as small as the feature-size of the individual devises on the CMOS
die.
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Fig. 1.1. The spectral-evolution of wireless cellular communication.






CHAPTER 2

2 Cellular UE Transcievers

The core of every MODEM is the transceiver, which consist of one or many Rx and
Tx pairs. In today’s transceivers all frequency band are covered by one IC, which
can be realized by using separate Rx and Tx chains for each band [26], or by using
a wideband Rx and Tx solution [27]. Further, the major difference between today’s
transceiver and the transceivers of the past is the frequency conversion, and in
present day it is dominated by homodyne/direct conversion architectures [28],
whereas in the past heterodyne/IF architectures [29] dominated the transceiver
implementation. The main differences are illustrated in Fig 2.1, the homodyne
transceiver operates with an LO frequency equal to the RF frequency whereas the
heterodyne structure has an LO frequency lower or higher than the RF frequency.

Homodyne Heterodyne
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Fig. 2.1. Comparison of homodyne and heterodyne frequency conversion.

The main benefit of the homodyne is that it requires the lowest amounts of off-chip
filtering, whereas the heterodyne has a natural isolation between RF and LO (not
operating at the same frequency). The main drawback of the homodyne is that it has
issues with CROSS-Modulation Distortion (XMD) due to interaction of LO signal
leakage and signal-blockers [30] and it is also very susceptible to oscillator pulling
[31], whereas the heterodyne requires higher amounts of sharp filters and also more
frequency conversion steps. Overall, the homodyne transceiver is more straight-
forward and it also requires the least amount of off-chip hardware.



2.1 Multi-band Transceivers
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Fig. 2.2. The TDD and FDD multi-band cellular transceiver systems.

Fig. 2.2 shows a simplified block diagram of a multi-band cellular transceiver, the
Rx (Down-Link [DL]) and Tx (Up-Link [UL]) can operate at different frequency
bands according to both Time Division Duplex (TDD) (for GSM/LTE) and
Frequency Division Duplex (FDD) (for W-CDMA/LTE) schemes. In TDD the Rx
and Tx do not operate simultaneously, and a Transmit/Receive (T/R) switch can
thus be used to connect them alternatingly to the antenna. In FDD, on the other hand,
the Tx and Rx operate simultaneously, but at different frequencies. In order to isolate
the signals from the Tx to the antenna and from the antenna to Rx, so that strong Tx
signals do not saturate the Rx, an off-chip duplex filter (duplexer) is generally used
in FDD. Such off-chip (SAW or BAW) duplexers are fixed to a specific frequency
band. Therefore, switches are used to change operating bands and each duplexer
provides the required isolation for each band. The duplexer has three system
functions, to isolate the sensitive Rx from the strong Tx-carrier, to filter-off the noise
in the Rx-band generated by the Tx, and to filter-off noise and spurious content to
and from the antenna. At the Rx input the high powered (+27dBm [0.5W], Power
Class 2 in LTE) Tx-carrier signal must be attenuated to not compress the Rx, the
noise from the Tx is caused mainly by the phase-noise in the local oscillator signal
(LOtx) and thermal noise in the Tx mixers and some of it ends up in the Rx-band,
and if not suppressed this noise will reduce the ability to receive weak signals, i.e.
it will desensitize the Rx.
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In Fig. 2.3 the frequency characteristic of a SAW duplexer is shown, ISOlation
(ISO) of both Tx-carrier and Tx-noise, and Insertion-Loss (IL) of both the Rx and
Tx path to the antenna are shown. As can be seen, the Tx-carrier isolation (in the
Tx-band) is high (about 50 dB) and the Tx-noise in the Rx-band is attenuated by
about 45 dB, so if the MODEM did not include a duplexer, the transceiver system
requirements would be impossible to meet with a reasonable power consumption.
Active duplexers and balancing duplexers for implementation on-chip have been
sought to replace off-chip SAW/BAW devices, and examples are shown in [33] and
[34-37], respectively.
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Fig. 2.3. Frequency-characteristics of a SAW-duplexer [32].
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2.1.1 Circuit’s for the Duplex Function

The block diagram of an active duplexer is shown in Fig. 2.4. The core of the active
duplexer is the Low- ISOlation (L-ISO) device, which connects the antenna to the
Rx input and Tx output. For the implementation of the L-ISO device, low Quality
(Q)-factor tunable resonators are used, which are easier to implement and also
provides a wider frequency coverage. The L-ISO device supplies enough isolation
for the Rx input not to significantly load the Tx output, the main additional Tx load
being due to the two Feed-Forward Paths (FFP) [FFP; and FFP>].

The function of FFP; and FFP; is to null-out the transfer from the Tx to the Rx port
at both the Rx and Tx frequencies, which is done by adding a phase shifted (anti-
phase) and properly attenuated version of the Tx signal to the Rx port. The
attenuation and phase of the FFPs should be adjusted so that the Tx signal fed
forward will cancel the Tx signal leaking through the L-ISO at the center frequencies
of the Tx and Rx signals. The individual FFP consist of a tunable Phase-Shifter (o)
and a tunable Attenuator (A). Control range, insertion loss and linearity are the key
metrics for these building blocks. The most important metric, however, is the power
11



breakdown of the passive (inductors [L] and capacitors [C]) and active devices, and
it is therefore common that circuits close to the antenna are implemented in either
Silicon On Sapphire (SOS) or Silicon On Isolator (SOI) processes. The substrate
can then be high-resistive, about 1000 Qcm, compared with a bulk RF CMOS
process of 10 Qcm at most. This enables good passive components with high Q-
values and Self Resonance Frequencies (SRF), but also the option of isolating the
individual transistors from each other, which is very beneficial when designing
stacked transistors in switches and power amplifiers (more stacked devices can be
used than in bulk CMOS).

DO _K— Low Q Filter
AA TR s =1 Rx

Fig. 2.4. The Block diagram of an active duplexer system.

In Fig. 2.5 several versions of balancing duplexers are shown. Fig. 2.5a shows a
balancing duplexer, which is very similar from a system point of view to the active
duplexer in Fig. 2.4. The balancing duplexer consists of a Transformer (T)
connected to the antenna, Rx input, and Tx output, which is fairly close to the L-
ISO device, and the resistor R and the capacitor C is equivalent to a single FFP used
in the active duplexer. The differences, on the other hand, is that the R and C in the
balancing duplexer also helps with the impedance matching of the antenna, and the
R and C path also has much larger current amplitudes, causing losses contributing
to increased IL.

The balancing duplexer in Fig. 2.5b uses a single-ended “Dummy-Load”. The main
concept is to cancel the Tx-carrier and the Tx-noise at the Rx input by the means of
balancing. If the dummy load, represented by Ran and Can in the figure, is equal to
the antenna impedance, then equal Tx currents (in both magnitude and phase) will
flow from the PA connected to the center tap to each of the antenna and dummy
load terminals. Since the two currents will then flow in opposite directions through
equal transformer primary windings, no signal will be induced in the transformer
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secondary, where the Rx is connected. With a perfectly balanced structure, i.e.
symmetric transformer, and perfectly matched dummy load to the antenna, the Tx
to Rx isolation becomes infinite. It should be noted, however, that due to capacitive
coupling between the transformer primary and secondary side, some Tx signal will
appear in Common Mode (CM) at the LNA input, requiring a certain CM Rejection
Ratio (CMRR) of the LNA, but the required CM voltage/power range will be more
important at full Tx power. Further, the PA feeds equal current to antenna and
dummy load, so fundamentally half the power goes to the antenna and the other half
goes to the dummy load. This feature results in a loss of 3dB, in addition to losses
of the transformer. Furthermore, the noise of the dummy load will equal that of the
antenna at the Rx input, so the NF of the Rx is also at least 3dB. Finally, another
bottleneck is associated with the tunable dummy load, whose tunable impedance
has to be equal to the antenna impedance at all times over the frequency ranges of
interest, or the balancing technique will fail. So with today’s antennas and together
with user interactions, the tunable dummy load must cover most of the possible
antenna impedances and the tunable circuit elements in the load must also have high
Q-values, good tunability, and very high voltage and current breakdown levels. The
normal time-frame for user interaction is around 1 ms [23], so the tunable load does
not have to be varied at a fast pace. To reduce the impedance tuning range of the
dummy load an adaptive impedance tuner can be placed between the duplexer and
antenna, but at the expense of increased IL.

% v AL

Fig. 2.5. Balancing duplexers. (a) Narrow-band version [34].
(b) Wideband duplexer [35]. (¢) Full balanced wideband duplexer [36].
(d) Hybrid-filter version with low loss [37].
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In Fig 2.5¢ a fully balanced balancing duplexer is shown. The main difference from
the balancing duplexer circuit in Fig. 2.5b is that the whole structure is differential,
and thereby the common-mode voltage of the Rx input due to capacitive coupling
in the transformer is cancelled. The power handling capabilities are thereby greatly
improved. However, all other bottlenecks associated with the structure in Fig. 2.5b
still exist, and finally an extra BALanced to UNbalanced (BALUN) component is
required between the duplexer and antenna.

The differential balancing duplexer in Fig. 2.5d includes filters, which eliminates
most of the power dissipation in the dummy load (Ran, Cant). This structure uses
two types of resonators/filters, Z; and Z,, the first resonator/filter Z; being tuned to
a low impedance at the Tx-carrier frequency and a high impedance at the Ry,
whereas the resonator/filter Z, is tuned to a high impedance at the Tx-carrier
frequency and a low at the Rx. The PA is connected differentially to the antenna
port (BALUN) through Z; and to the dummy load through Z,. This means that Tx-
carrier at the antenna is filtered/suppressed at the Rx-band frequency, and the Tx
signal across Ran and Cay is filtered/suppressed at the Tx-carrier frequency. A lower
Tx signal amplitude is then present at the dummy load, which reduces the power
dissipated. The LNA is connected differentially to the dummy load through Z, and
to the antenna through Z,, which means that the LNA is isolated from Raq: and Cax
at the Rx-carrier frequency, and that there is a low loss path from the antenna to the
input of the LNA, which means that the LNA can be designed with conventional
input impedance. To further improve the isolation between the PA and LNA, the
balancing concept is also used in this solution. The strong Tx-carrier with noise in
the Rx-band is canceled at the LNA input if the dummy load impedance is equal to
the antenna impedance, since the cross-coupled and non-cross-coupled signal paths
from PA to LNA then become equal.

2.2 The Homodyne Receiver

2.2.1 Basic Noise Properties

The overall Noise Figure (NVF) is considered the key figure of merit of the Rx, since
for a certain signal strength, in absence of strong interference, this will set the
Signal-to-Noise Ratio (SNR) level in the detector and thus the Bit Error Rate (BER)
of the received data. A good starting point for understanding the noise figure
(NF)moise Factor (F) in an R, is provided by Friis’ formula (2.1).

F3—1 Fp—1

B-1 Frest—1
ot ———= F, + —— 2.1
Gy + G1Gy ot G1GyGp—y 1t Gy 2.1)

Fro¢ = F1 +
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The equation describes the total noise factor of a cascade of circuit blocks, where
F1, G are the noise factor and gain of the first block, />, G- of the second, etc. Let
us now consider the Rx as a cascade of such blocks. If a circuit with high gain (G/)
is placed in the beginning of the Rx-chain, the equation tells us that the gain of this
first block (G/) will suppress the noise factor (£) of the circuit blocks further down
the Rx-chain. The total noise factor will then be dominated by that of the first stage
(F1), so by having the first stage gain high and noise factor low, the entire receiver
will have high noise-performance. However, there is always another side to the
story, and to place a high gain circuit in the beginning of the Rx-chain might cause
linearity problems, due to large signals further down the Rx-chain. The noise figure
(NF) is closely related to the noise factor (F), it is merely a conversion to dB units
(2.2).

NF(dB) = 10 - logyo(F) (2.2)

2.2.2 Basic Linearity Properties

The other important performance of the Rx scenario is linearity. Lack of linearity,
i.e. non-linearity, gives rise to distortion. Depending on the signals involved and
type of non-linearity we can distinguish different types of distortion. One type of
such distortion is called signal compression. In Fig. 2.6 signal compression and the
measurement of Compression Point (CP) is illustrated. The CP is defined as the
Input referred CP (ICP) or Output referred CP (OCP), these CP are also defined by
the amount of signal compression in dB by the index, and as an example: a 1dB
Input referred CP is referred to as ICP,. The meaning of ICP; is that this input power
(Pm, Fig. 2.6) due to compression reduces the Power Gain (Gp) by 1 dB compared
to the small-signal value.
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Fig. 2.6. Illustration defining 1dB compression point.
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The decrease in Gp will consequently decrease the output power of the fundamental-
signal at the circuit output. This is due to a non-linear transfer characteristic, where
the gain/slope is lower at higher input signal levels. Fitting a polynomial to such a
non-linearity gives odd-order coefficients with a negative sign. In general, however,
there are also non-zero even-order coefficients. The polynomial transfer will depend
on signal level and the coefficients give rise to Harmonic Distortion (HD). This
distortion occur at new frequencies, at multiples of the frequencies of the signal
components of the input signal.

The HD is typically not a major issue for the modern Rx, because the distortion
occurs at frequencies outside the band of interest, but there may be cases where
interferers occur at say a third of the received frequency so that third-order
harmonics may disturb reception. A worse problem, however, is typically the so-
called Inter-Modulation Distortion (IMD), which occurs when two or more signals
with different frequencies enter a non-linearity, and the signals then mix with each
other to generate distortion at new signal frequencies. The main difference between
HD and IMD is that the new IMD tones are often/generally close to the original
input signals, making them hard to suppress with filters.
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Fig. 2.7. The test bench and visual concept of a two-tone-test.

In order to benchmark the IMD performance, a two-tone-test can be performed
either by measurement or by simulation, as shown in Fig. 2.7. The two tones have
the same power/amplitude, but different frequencies f; and f>. IMD tones at different
frequencies will then be generated due to the non-linearity of the Device Under Test
(DUT). The most investigated IMD tones are the third-order ones at 2f>-f; and 2f;-
f>, and the second-order one at f>-f;. During the measurement/simulation the power
of the two tones are increased in logarithmic/dB steps.
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In this way the non-linear behavior of the DUT can be quantified and illustrated in
a graphical plot as shown in Fig. 2.8. It is important that the diagram has a dB scale
on both the horizontal and vertical axis. At low signal levels, well below
compression, the slope of the fundamentals (fi and f2) should then be close to one,
the slope of the IM; close to two, and the slope of the IM; close to three, which can
be seen in Fig. 2.8. The curves from the measurement/simulation, i.e. the
fundamental, the IM,, and the IM3, are all linearly extrapolated from the curve-
portions where the slope is constant, and this extrapolation is also shown in Fig 2.8.
Finally, the intersection of the extrapolated lines are found, the Intercept Point (IP)
between the fundamental and the IM: is called the second-order IP (IP,), and the IP
between the fundamental and the IM; is called the third-order IP (IP3). The IP can
also be Input- and Output- referred, named the 1Py and OIPy, respectively, where x
is the IMD order. By using these linearity benchmarks, system design and
specifications can be well defined and connected to circuit design.
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Fig. 2.8. Intercept point extraction from a two-tone measurement.

2.2.3 Cross-Modulation Distortion in the Homodyne Rx

The cellular frequency spectrum of today is a cocktail of wireless standards, with
both narrow and wideband operation. For these standards to all co-exist in the same
spectrum, the mobile standard protocols and the frequency bands are
managed/controlled by the 3G Partnership Project (3GPP) community [38].
Achieving co-existence still becomes increasingly difficult due to the ever more
crowded spectrum. This makes the Rx design a real challenge, especially the circuits
close to the antenna, which operate with the high frequency RF-carrier. These
building blocks, the LNA and the down-conversion mixer, are also known as the Rx
front-end. Fig. 2.9 illustrates the Rx front-end in a scenario with a strong blocker
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signal and LO-leakage in co-existence with the received RF-carrier at the Rx input.
The linearity of the LNA is of foremost importance. If its compression point is not
high enough, the strong blocker will cause gain compression of the LNA. If the
blocker then has amplitude modulation, it will modulate the gain of the LNA. The
LO-leakage at the output of the LNA will then be amplitude modulated. This
mechanism is called cross modulation (XMD). Since in a homodyne Rx the LO-
leakage is located at the center of the channel to receive, if the LO-leakage is not
low enough and the LNA compression point high enough, the XMD can result in a
total corruption of the received signal. If severe, the information in the RF-carrier
might be undetectable (BER=50%), but a smaller blocker will cause less BER
degradation.
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Fig. 2.9. Receiver cross-modulation scenario, due to LO-leakage and interferer.

When using a wideband Rx-chain, the LNA should have a good wideband NF, Gp,
ICP;, I1P3, and reverse-isolation. This is required since the received carrier is very
small compared to the blocker and LO signal. However, to aid the LNAs linearity,
down-conversion can be performed with a current mode passive mixer [12] or a
voltage mode passive mixer with frequency-translation [18]. The mixer will then
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have a low input impedance at the blocker-frequency, loading the LNA output
reducing its blocker voltage level, reducing the risk for gain compression. The
example in Fig. 2.9 uses a voltage mode passive mixer with frequency-translation.
This will increase the ICP;, 1IP3;, and also the filtering of frequencies where the
wanted Rx signal is not present. Finally, by improving the selectivity, Gp of the LNA
can be increased, improving the in-band noise-performance. However, the noise-
performance in presence of blockers is also dependent on Rx-LO phase-noise.

2.2.4 Reciprocal Mixing and Mixer Issues
in the Homodyne Rx

When a strong blocker is present at the RF-input of the down-conversion mixer, it
causes the phase-noise of the LOgy at the blocker-frequency to be down-converted
to DC. This phenomenon is called reciprocal mixing and is illustrated for a
homodyne Rx in Fig. 2.10. It occurs when in the mixer the phase noise of the LOgry
is multiplied with the strong blocker signal. The phase-noise within the frequency
range feiocker-TBB t0 fBIockerfe Will after this reciprocal mixing fall on top of the
received channel and degrade the noise-performance of the Rx. Although just
illustrated for homodynes in Fig. 2.10, the problem of reciprocal mixing is present
in all Rx architectures, i.e. also in heterodynes.
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Fig. 2.10. Receiver reciprocal mixing caused by LO phase-noise
and a large blocker.

LO-leakage and second order non-linearity (IIP,) are of particular importance in
down-conversion mixers for homodyne receivers. For this reason differential mixer
implementations are preferred. The LO-leakage and IIP; are then caused by circuit
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mismatch, since a perfectly symmetric mixer driven by perfectly differential signals
will not have any LO-leakage or even-order non-linearity. Some degree of mismatch
is, however, inevitable. The resulting LO-leakage at the mixer input will then
propagate through the LNA and end up at the LNA input. In a homodyne receiver
the LO-leakage will be in the passband of the antenna filter, and will thus reach the
antenna with low attenuation. High reverse isolation in the LNA is thus important.
The LO-leakage at the antenna must be below spectral emission limits, and
additional limits on the leakage level are often put by XMD and DC-offset. Finally,
the IIP, of the mixer is of highest concern when the transceiver operates in FDD.
The self-interference from the Tx is then the main issue. The duplexer in Fig. 2.3 is
used to attenuate the Tx-carrier at the Rx input, but for economic reasons and to
achieve small footprint the isolation of the duplexer is limited. The strongest
interferer is then typically the own Tx signal, which together with blockers must
pass through the LNA and down-conversion mixer without generating significant
distortion in the channel of interest. Due to mismatch, the differential mixer will
produce unwanted IM, signals, which may end up within the Base-Band (BB)
channel of the signal to receive, preventing or degrading the reception. For a single
strong modulated interferer, like the own Tx signal, a second-order non-linearity
will produce distortion components with twice the original interferer bandwidth,
centered at DC, like the homodyne baseband signal. The mixer IM» requirements in
the homodyne Rx are thus stringent.

2.3 The Homodyne Tx

The traditional linear Tx-chain is shown in Fig. 2.11, consisting of the digital Tx-
BB, Digital to Analog Converters (DACs), two mixers also known as a quadrature
modulator, a Pre-PA (PPA), and a PA. In the digital Tx-BB, BB-signals with proper
pulse-shapes and filtering are generated, the digital in-phase (Igg) and quadrature-
phase (Qgg) BB signals. The digital signals are converted to analog form in the
DAC:s, including reconstruction filtering to remove high frequency aliases. The
analog BB-signals are then frequency up-converted to RF in the quadrature
modulator, by the use of the Tx-LO signal (LOrx), which is generated by the Tx
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Fig. 2.11. Linear cellular homodyne transmitter.
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Synthesizer (Tx-Synth) in Fig. 2.11. Further, the generated modulated RF-carrier is
amplified by the PPA, which often has a variable/programmable gain to adjust the
transmit power level. The PA is typically off-chip, with associated parasitic
impedances of the PA/PPA interface. The PA then requires sufficient input
matching, and the PPA sufficient drive capability, but by implementing the PA in a
semiconductor technology optimized for that purpose, higher performance can be
reached than for an on-chip CMOS PA.

In an FDD-system, the Tx transmits a signal at the same time as the Rx receives, but
at different frequencies (Tx at UL and Rx at DL frequency). By operating the Tx
and Rx simultaneously, the requirements on both signal-chains become more
stringent, foremost in terms of Tx out-of-band noise and Rx linearity The main
sources of the Tx out-of-band noise is the Tx frequency synthesizer (Tx-Synth) and
the frequency up-conversion mixers. The output signal (LOrx) of the Tx-Synth has
phase-noise (thermal-noise converted into time jitter inside the oscillator in Tx-
Synth), which the mixers add to the signal in the frequency up-conversion and they
also add their own thermal noise. The remainder of the Tx-chain amplifies the up-
converted noise and adds its own noise as well, but the noise contribution of the
PPA and PA is typically not dominant.

2.3.1 Self-Interference from the Tx in FDD
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Fig. 2.12. Effects of the transmitter noise in the Rx-band.
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In Fig. 2.12, Tx out-of-band noise in the Rx-band and the effects on the Rx front-
end are illustrated. As can be seen there is Tx out-of-band noise at the frequency of
the wanted Rx-carrier, so leakage of this noise through the duplexer can increase the
noise-floor at the Rx input and degrade the Rx SNR. To not de-sensitize the Rx-
chain, the Tx-noise issues must then be addressed at the source of the problem,
which is the circuits that generate the modulated Tx-carrier. The Tx output noise
requirement is comparably straight-forward to determine, the noise-floor in the Rx
is set by the thermal noise level and the noise figure (NFg ) [39], the duplexer Rx-
band suppression is 45 dB at minimum, and the Tx out-of-band output noise
requirement can then be determined as (2.3). Note the degradation of the Rx noise
figure (ANFy_ ) in (2.4), caused by the noise ratio (NRg, ), a ratio between the noise-

floor from the Tx at the LNA input (PA{ ;.fex _rx—ryx) and the noise-floor without the
Tx at the LNA input (PI\{;;?:_ wva(dBm), [-174 (dBm/Hz) + NFg_]). By calculating
a degradation of the noise figure of approx. 1dB with (2.4), resulting in a finit noise-
floor caused by the Tx, which must be approx. 6dB below the noise-floor of the Rx.

_ dBc - = =
pf=Rx (_) = Pl ya(dBm) + NRg, _145(dB) + ADRS — pI=T% =

Noise—Tx Hz Noise—LNA Duplex
=R =T =R =T
= —174+3+ (=6) + Ah o —PLTT = =177+ ALY - PLTTC (23)
Pl\flzi};i—Tx—Rx
ANFg (dB) = 10 -log;o(1 + NRg, )=10-logso | 1+ et (2.4)
Noise—LNA

A more complex situation is self-interference together with an external blocker, as
shown in Fig. 2.13. The worst case situation is when the UE is located far-away
from the Base-Station (BS), and the received signal is small and close to the thermal-
noise-floor. Far from the BS the UE will also generate a strong/high-power Tx-
carrier. The Tx-carrier is suppressed by about 50 dB in the duplexer before it reaches
the Rx-input. The blocker, however, is close in frequency to the received signal and
is therefore not attenuated significantly before reaching the Rx-input. The blocker
is also of relatively strong/high-power, with respect to the small received signal, and
the blocker and Tx-carrier will cross-modulate to form XMD in the LNA. Further,
all the signals are now present at the Rx-mixer input, i.e. the wanted received signal,
the Tx-carrier, the blocker, and the XMD. Now as the mixer down-converts the
weak wanted signal, it also generates IMD of the second-order (IMD>), caused
mainly by the Tx-carrier, which is stronger than the blocker. This scenario sets the
linearity requirements of circuit blocks in the Rx front-end, and that is the IIP; of
the LNA and the IIP; of the down-conversion mixer. Finally, to ease the effects of
the self-interference, cancelation paths like the FFP of the active duplexer (Fig. 2.4)
can be used, as shown in [40]. This is possible because the Tx-carrier is generated
locally in the UE and it is hence available for cancellation.
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Fig. 2.13. Transceiver scenario with self-interference and strong blocker.

2.3.2 Tx Linearity and Noise

When discussing Tx linearity, the distortion can be divided into three main
categories, distortion within the carrier bandwidth, spectral-regrowth around the
carrier, and out-of-band distortion. The distortion within the carrier corrupts the
transmitted information and hence increases the BER at the receiver. The spectral-
regrowth around the carrier is caused by IMD and will disturb nearby channels
within the same frequency-band. The out-of-band distortion is mainly due to HD
generated within the Tx-chain, but also spurious tones from the LO-generation, like
the reference or fractional spurs from the Phased Locked Loop (PLL) or leakage in
frequency dividers/multipliers. This out-of-band distortion is often less of a concern,
since it is less expensive to filter-off from a BOM and RF-performance perspective.

The main measure for in-band carrier distortion is the Error Vector Magnitude
(EVM), illustrated in Fig. 2.14 and clarified mathematically in (2.5)-(2.7). In Fig.
2.14, the transmitted signal is represented by the vector named “Real” and that
vector is compared to the reference/ideal vector named “Ref”. The result of the
comparison is an Error Vector (EV) named “EV”. The magnitude of the EV is
normalized with the magnitude of the “Ref”-vector, resulting in the EVM over total
symbol time (7s), and this commonly displayed in either percent (2.8) or in decibel
(2.9). Finally, a more in-depth representation of the in-band carrier distortion is the
Amplitude-Modulation to Amplitude-Modulation (AM-AM) and Amplitude-
Modulation to Phase-Modulation (AM-PM) distortion, see example in Fig. 2.15.
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EV(1,Q) = (rear — IRefr Qrear — QRef) (2.5)

TR IEV(LQ)IZ
Pgy = Zts_l—Lt (2.6)
IRef (1,Q)IZ
PRef - Zts—th (2.7)
EVM(%) = |ZEZ. 100 (2.8)
PRef
EVM(dB) = 10 - logy, (:E) (2.9)
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Fig. 2.14. Graphical representation of the error-vector.
AM-AM A AM-PM A
6dB 60°
3dB 30°
0dB o0°
3 :m .. -30°
-6dB \‘ > -60° \‘>
P[n Pln

Fig. 2.15. Example of AM-AM and AM-PM charteristic of a power amplifier.

This example shows how a linear amplifier operates with constant gain at the lower
P levels, but as input power is increased, the amplifier starts to compress and the
gain decreases, which can be observed as the negative trend in the AM-AM
characteristic. Simultaneously, the AM-PM curve has a constant phase at low input
power levels, but as the power levels increase the AM-PM starts to shift due to signal
amplitude dependent parasitic capacitances inside the active circuit elements of the
amplifier.
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The spectral-regrowth around the carrier is due to odd-order non-linearity, typically
dominated by IMD of third-order (IMD3) and fifth-order (IMDs). To quantify the
effect of spectral-regrowth in the radio environment, the Adjacent Channel Leakage
Ratio (ACLR) can be measured, with the basic example illustrated in Fig. 2.16. For
the older radio standards such as 2G and 3G, the ACLR-measurement was straight-
forward, and the spectral power of each adjacent channel (high-side and low-side)
were then measured and compared to the spectral power of the main carrier.
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Fig. 2.16. Example of traditional ACLR measurement.
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Fig. 2.17. The output spectral measurement of an LTE transmitter in band L.
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For LTE (4G) there are two categories of ACLR to measure, UMTS Terrestrial
Radio Access (UTRA) and Evolved UTRA (E-UTRA) [41]. This is to ensure that
LTE can coexist with both W-CDMA (UTRA) and with itself (E-UTRA). The most
common ACLR measurement for LTE UE is the E-UTRA measurement, which
compares the average power in the transmitted carrier with the average power of the
adjacent-channels. This provides a measure of how much the transmitter affects the
adjacent LTE channels, when received in the BS. On the other hand, the measured
ACLR for coexistence with W-CDMA systems is a bit more complex and requires
a Root Raised Cosine (RRC)-filter, which is used to limit Inter Symbol Interference
(ISI) in W-CDMA. The RRC-filter is applied to the adjacent channels where ACLR
is measured, and where W-CDMA communication is assumed to take place. The
average filtered signal power is then compared with the average power of the LTE
carrier. The measurement of E-UTRA and UTRA on an LTE Single-Carrier
Frequency-Division Multiple Access (SC-FDMA) 20MHz bandwidth Tx output
signal is shown in Fig. 2.17.
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Fig. 2.18. Frequency-offset regions for transmitter non-idealities.

The out-of-band spectral distortion is commonly of less concern, if it is mainly HD.
The thermal noise, on the other hand, is of more concern when the Tx is used in
FDD. The maximum allowed power of any spurious tone is about -60dBc (-29dBm)
at the antenna and the noise requirement in the Rx-band is about
-160dBc/Hz, both at peak Tx-power. In Fig. 2.18, the frequency-offset dependence
on different non-idealities is shown. Within the carrier, noise and in-band distortion
dominates, affecting the final BER in the receiver. Just outside the carrier, the IMD
dominates, but further out the thermal noise from the LO-synthesizer and mixers
dominates. The out-of-band spurs, caused by HD is the furthest away from the
carrier.
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CHAPTER 3

3 User-Interaction and Adaptive Matching in
UE

In the modern cellphone, using multiple frequency bands and MIMO, antennas are
everywhere, and it is thus impossible to avoid that some antennas become affected
by the user grip. Especially the sub-1 GHz antenna/antennas, which are integrated
as a part of physical cellphone structure, are susceptible to user-interaction, which
changes not only the impedance [23], but also the radiation pattern [42]. For the
impedance variation, the antenna can be designed to be more resilient to loading-
effects caused by its surroundings. To further mitigate the antenna impedance
variation, a tunable impedance matching network can be used, i.e. an impedance
tuner. To provide good matching with minimum effects on the overall RF-system
performance, the impedance tuner must, in addition to sufficient impedance
coverage/tuning range, also have low loss and high linearity. When it comes to the
radiation pattern, it can be changed by using either beamforming [43] or by
switching/changing antennas based on the user-interaction. The beamforming
approach is more suitable for mm-waves than sub-1 GHz, since it requires an array
of antennas and each antenna has to be approximately a quarter wave-length (A/4)
and the antenna spacing is also wave-length dependent. At 1 GHz the wavelength is
30 cm and an antenna array for beamforming would thus not fit inside a cellphone.

3.1 The Effect of User-Interaction on Antenna Impedance

The impedance (Z) (3.1) has a real part, the resistance (R), and an imaginary part,
the reactance (jX). To display the impedance (Z), the Smith-Chart [44] is the norm
in RF-design. It displays impedance normalized to Zo, which is often equal to 50 Q
for single-ended and 100 Q for differential impedances (50 Q per side). The Smith-
Chart is shown in Fig. 3.1a, with the real 50 Q impedance located in the center,
corresponding to a normalized impedance equal to 1. When the Smith-Chart is used
in measurements/simulations of impedance matching, the reflection (3.2) of the
radio-wave that encounters the impedance is the key parameter of interest. The
reflection is generally quantified by the magnitude in dB of S;;(3.3) [44] and this
represents the part of the incident radio-wave power (P;,) that is reflected back (P;),
see Fig. 3.1b. The amount of reflection can be seen in the Smith-Chart as the
distance from the center, where the middle point is perfectly matched in a 50Q
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system, with zero reflection, whereas impedance points at the very edge of the
Smith-Chart correspond to total reflection, i.e. all incident signal power is reflected.

b)

DUT

RF-Port 2

Fig. 3.1. The RF-impedance. (a) The Smith-Chart.
(b) Verification of input-matching (Si).

Z=R+jX (3.1)
r=2Y_—_Ir _27%0 _ Zpur~Zo (3.2)
Vin Iin  Z+Zo  ZpurtZo
1 P,
S11 =10 1logso ( Tz ) =—20-log,o(IT']) = —10-logs,o (m) (3.3)

To clarify, when a radio-wave is propagating through a medium, the impedance at
both ends has to be conjugate matched or reflection will occur. When there is a
reflection a standing wave will occur, which is exactly the same phenomenon as the
standing acoustic waves well-known from basic physics, but this will only happen
when the electrical length of the mediums/components is at least one tenth of the
radio-wave’s wave-length. For severe mismatch at the DUT input, the DUT cannot
effectively use the power from the incoming radio-wave, because there will not be
sufficient power transferred to the DUT input. Finally, a different merit to measure
the amount of wave-reflection, which is commonly used in antenna design, is the
Voltage Standing Wave Ratio (VSWR). The VSWR (3.4) is defined as the ratio of
the standing wave voltages, i.e. the maximum voltage amplitude (3.5) and the
minimum voltage amplitude (3.6) of the standing waves, all equations from [44].
The equivalent S;; and VSWR values in a Smith-Chart is shown in Fig. 3.2.
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Fig. 3.2. The VSWR-circles with S;; equivalent values in the Smith-Chart.
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Fig. 3.3. Antennas with and without user.
(a) High-band antenna. (b) Low-band antenna.
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For a UE antenna, achieving a favorable “free-space”/unloaded antenna impedance
is of less concern, since anything like the “free-space” scenario is very unlikely to
occur in practical user cases. As the user interacts with the UE, loading the antennas
with their hands and head, the loading will affect antenna behavior. In Fig. 3.3 are
two examples from [45], the first showing the loading behavior of a High-Band (H-
Band) antenna (Fig. 3.3a), and the second is an antenna for the Low-Band (L-Band)
(in Fig. 3.3b). The antenna in the first example is affected less by the user since it
has less surface area and it is less accessible for the user. In the second example, the
“free-space”/unloaded antenna has a better than average impedance match, but the
impedance is more affected by the user, since the antenna has a larger surface area.

3.2 Adaptive Impedance Tuners
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Fig. 3.4. The adaptive antenna impedance tuner system.

The antenna impedance varies due to changes/movements in the close antenna
surroundings. These variations are not fast, it takes parts of seconds, not
milliseconds, for the user to change grip or position. Therefore, the circuitry
controlling the impedance tuner to mitigate the variable antenna impedance does
not have to be fast. In Fig. 3.4 the adaptive impedance tuner system is shown, the
core of the system is an impedance tuner and an impedance detector, and the
impedance tuner is controlled based on measurements from the impedance detector.
The impedance tuner is controlled by a digital word, where the number of bits set
the maximum impedance resolution, and the impedance coverage is set by the
tunability of each tuning-element and the number and/or type of elements in the
impedance tuner. The impedance detector can either be a directional coupler (big
and bulky), or as shown in Fig. 3.4, a lumped detector consisting of two known
impedances elements (Z; and Z») and three peak detectors [45]. The voltage signal
levels in nodes A, B, and C are detected by peak detectors connected to each node,
whose outputs are then converted into digital data by Analog to Digital Converters
30



(ADCs). The control of the impedance tuner can then be performed by a Look-Up
Table (LUT).

3.3 Impedance Tuners in CMOS-SOI

In the choice of technology for the impedance tuner in [I], the main requirements
are good power-handling capability and sufficient linearity, as well as high isolation
and low loss, for both passive and active/switch-components. Low cost was also a
key parameter, putting the focus on silicon technologies. The main options
investigated were Micro-Electro-Mechanical Systems (MEMS), standard CMOS,
and CMOS-SOS or CMOS-SOI. MEMS was considered in the beginning of the
project, but reliability was of great concern and advances in the other technologies
were rapid, largely caused by circuit design innovations. For the standard CMOS
technology, if compared with CMOS-SOS or CMOS-SOI, it did not provide as high
performance, which could also be concluded by looking at the groups’ previous
work [23] and [46]. CMOS-SOS and CMOS-SOI were then the only options left,
both technologies yielding high performance and both being mature enough for
mass-production. The processes were used in antenna-switches, CMOS-SOS in [47]
and CMOS-SOI in [48], which is as close to an impedance tuner as it gets in terms
of circuit requirements. Through our cooperation with Dr. Andreia Cathelin at ST-
Microelectronics (STM), Grenoble, France, we have access to CMOS-SOI
technology and fabrication, and for this project we decided to use an STM 130nm
CMOS-SOI process. The passive components in the process have low losses, and
capacitor Q-values ranging in several hundreds and inductor Q-values as high as 40
can be achieved (from Electro-Magnetic [EM]-simulations). However, to save chip
area and to keep the signal losses at an absolute minimum, off-chip inductors were
used, which “consume no chip area” and have Q-values in the range of 100. The
bulk/body of each transistor can be individually isolated, making transistor-stacking
reliable and effective. The physical structure of a standard CMOS and CMOS-SOI
device is shown in Fig. 3.5.
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Fig. 3.5. The difference in physical structure between
Bulk-CMOS and CMOS-SOI.
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3.3.1 Circuit Design

The first step was to select the architecture of the impedance tuner, and a double-n
network [23, 46] was chosen as shown in Fig. 3.6. To note, all the variable capacitors
are shunted to signal ground, which means that at least one terminal has low signal
voltage. However, “floating” variable series capacitors are also possible to
implement in CMOS-SOI, since the body/bulk of the devices can be isolated from

signal ground.

Fig. 26. The double-n impedance tuner topology.

In the next step, the voltage/power-handling and linearity properties decided the
number of stacked-devices/transistors in each unit-cell in the variable capacitor. It
was based on the peak RF input power, but also considering the internal peak Q-
values of the impedance tuner, which is more important when the antenna
impedance is up to one order of magnitude higher than the nominal 50 Q. The
voltage stress of each individual thick-oxide transistor was conservatively limited
to a drain-source voltage (Vps) of 2.5 V, resulting in eight stacked thick-oxide
transistors per unit-cell. Further, the voltage/power handling of the capacitors was
also considered. The integrated capacitors voltage handling is dependent on the
physical spacing between plates, and the chosen capacitor topology was a fingered
Metal-Oxide-Metal (MOM) structure, custom designed with a distance between the
plates to handle the peak voltage of the circuit. All the metal-layers in the CMOS-
SOI process were used, which is possible due to the high resistive substrate making
the substrate losses small/non-existent. The required distance between the plates
(fingers) was calculated based on a silicon-oxide maximum electric field strength of
100 V/um [49]. However, the final breakdown voltage was higher than required,
due to the minimum spacing of the top metal-layer, which was used in order to
maximize the Q-value of the capacitor.
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The variable/programmable capacitors could then be designed, and the schematic of
a unit-cell is shown in Fig. 3.7a. The unit-cell consists of an eight-stack of thick-
oxide transistors (Mi-Ms), each transistor dimensioned with the same channel-
Width (W) and channel-Length (L), to make Vps the same for all transistors. To
ensure the same Vpg of all transistors, all the gate-source-voltages (Vgs) must also
be equal, and also, all gate-drain-voltages (Vgp) must be equal. To get Vs and Vep
of all transistors equal, the gate-terminals must have high-impedance (in relation to
the rest of the elements in the unit-cell) to signal ground at RF. This is achieved by
making the gate-resistor (Rg) large, which also improves the Q-value in the OFF-
state. To ensure an even voltage distribution between each transistor terminal, for
maximum voltage handling capability, the sizes of Cg and Cgg must be equal in the
OFF-state, and by using transistors with an odd number of fingers both the drain
and source junctions will have the same gate-overlap and feature-size, resulting in
a good match between Cg and Cg. To note, in contrast, in most analog-IC design
an even-number of fingers is beneficial from a parasitic drain-capacitance point of
view, since all drain areas can then be shared between two gates [50]. In this specific
case, however, the symmetry is of foremost importance, which results in an equal
voltage-division between gate-source and gate-drain capacitance for each transistor.
The simplified schematic in the OFF-state is shown in Fig. 3.7b, consisting of
parasitic capacitances and gate resistors.
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Fig. 3.7. The switched-capacitor unit-cells.
(a) Circuit schematic. (b) Circuit schematic with parasitic capacitance.
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When sizing the fixed-capacitor (Csy, Fig. 3.7) and transistors in the unit-cell (M;-
Ms, Fig. 3.7), the following metrics are considered, the maximum to minimum
capacitance-ratio (Con/Cofr), the ON-state Q-value (Qon), the OFF-state Q-value
(Qofr), and the required impedance coverage area in the Smith-Chart. The Con/Cotr
ratio is set by the ratio of Cyx (Con, ON-State) and Cp, in series with the parasitic
capacitance of the transistors in the eight-stack (C,p OFF-state), which can be seen
as a series connection of capacitors (3.7). Simulation results are shown in Fig. 3.8,
and as can be seen the C,n/Cofr ratio decreases by increasing the transistors width
(W), as that increases the parasitic capacitances. Further, the value of Q,, is set by
the reactance of Cp. and the total on-resistance of the transistors Mi-Ms (Ron, o),
eg. (3.8), with simulation results in Fig. 3.9.
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Fig. 3.9. Simulation of the Q-value in the ON-state
with variable transistor width.

The value of Q. depends on the size of Rg and the size of the total parasitic
capacitance (Cofr) of all the unit-cell transistors. By assuming a large Con/Cor ratio,
all the signal voltage is located across the N transistors in the OFF-state. Further, if
Rg is large the signal voltage over the transistors is divided evenly across each
device and the voltage swing at each gate terminal is n/N, where n is the index
number of the transistor (see Fig. 3.7). The average power dissipated in all the R¢
resistors (Pg,, to¢) can then be approximated by (3.9). The average reactive power in

Copr (Pc,) 18 calculated with (3.10), and the O,y value then becomes (3.11). Finally,
the circuit simulation results of Q. for different R values is shown in Fig. 3.10.

N VA
Prgtot(N) = <+ ;—? (3.9)
Peoge = 21 frr CotiVis (3.10)
— Pcoff ~ 21 f RECoffVims _ 6mfRrrCoffRG
Qorr = Prgror Whme N (3.11)
G

Finally, the impedance coverage area is set by the Cor to Con range together with the
inductances (L; and L;). The main question is if the impedance tuner is to be
designed as an off-the-shelf generic component or as a customized impedance tuner
for a particular antenna with a well-known behavior. The customized version will
generally have better Q-values, i.e. lower losses, since the coverage area and shape
can be optimized to what is needed. The off-the-shelf version has to have a larger
Con/Cortrratio, so the overall Q-value will be lower or it may require a more expensive
semiconductor technology.
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Fig. 3.10. Simulation of the Q-value in the OFF-state vs. gate resistor value.

3.3.1 Circuit Verification by Measurement

To measure and verify an impedance tuner, can be easy if all merits are measured
in the nominal 50-Q impedance state, or very complex if measured over all the
impedance states, i.e. not only at the nominal 50-Q. The main source of complexity
is that neither the input/antenna nor the output/RFIC port are impedance matched to
the measurement equipment in the non-50Q states, and the internal losses in the
impedance tuner give a non-uniform matching of the input and output port. This
non-uniform matching means, if one port is matched, the other port can have an
impedance error in relation to the internal losses of the impedance tuner. In contrast,
this effect does not exist in lossless matching networks, in which, if one port is
matched, the other per default is simultaneously matched.

The first measurement is the most straight-forward, to measure the impedance
coverage of the impedance-tuner/DUT, and this is done with a Vector Network
Analyzer (VNA), while all impedance states of the DUT are swept. This
measurement can be very time-consuming, however, if a large number of impedance
states are used, and an automated scripted measurement is therefore required. The
measured losses consist of both the IL and the losses associated with the impedance
mismatch at the ports, and this is not the right way to evaluate the internal losses in
the DUT, which is also dependent on the different impedance states.

To measure and quantify the losses, two additional impedance tuners (see Fig. 3.11)
are required, and they should have much lower losses and higher linearity than the
DUT. The losses are divided into two metrics, the Matching Losses (ML), caused
by the matching discrepancy and the Resistive Losses (RL). To measure and
categorize the losses of the DUT in each specific digital state, the antenna port has
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to be conjugate matched, and this is done by connecting and tuning one of the
additional impedance tuners. The losses are now measured with the forward path
(S21) of the VNA as shown in Fig. 3.12a, the measured value includes the ML, RL,
but also the RL from the added impedance tuner and the wanted value is only the
ML and RL of the DUT. To eliminate the RL of the added impedance tuner, a term
called de-embedding is applied, which is to find/measure the losses from
components that are not the actual DUT and then deduct them from the
measurement result. For the additional impedance tuner, a measurement of the total
reflection was used to determine its losses. The measured value after de-embedding
then only includes ML and RL, and the ML in this case is the losses due to the
impedance mismatch of the RFIC port.

Fig. 3.11. The two additional impedance tuners, which are tuned manually.

a) b)
DUTH Tuner Tuner HDUT}— Tuner
VNA VNA
S,;orS,, S,;orS,,

Fig. 3.12. Measurement setups. (a) To verify the matching-loss.
(b) To verify the insertion-loss.
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The next measurement step is then to remove the ML component, so the only loss
measured is the RL of the DUT, and this is done by matching the RFIC port with
the second of the additional impedance tuners, as shown in Fig. 3.12b. Further, now
the measured value includes the RL component and the RL from the newly added
tuner. However, by changing the source impedance of the RFIC port, the impedance
changes at the antenna port. Therefore, both of the tuners have to be tuned
simultaneously to ensure that both ports are conjugate matched. The de-embedding
of the additional tuners is then performed by measuring their total reflection. The
main benefit of this method is that accurate measurements of other merits, like
linearity, can now be performed at different impedance states of the DUT.

Fig. 3.13. The base-station amplifier with high linearity and high output power.

For the linearity measurements of an impedance tuner, mainly the IMD, a very linear
and consequently high-power amplifier is required, and Fig. 3.13 shows the
PA/amplifier used. To be exact, the amplifier is a PA of a BS and can deliver a very
linear RF signal at very high power levels. This amplifier was borrowed from
Aleksandar Mitrovic at MaxLab, Lund University, Lund, Sweden, and without it
the linearity measurements presented below would not have been possible. To
measure IMD with a two-tone-test, two RF-signals are required, and optimally the
two signals are generated and amplified in two separate signal-chains, and combined
in a combiner connected to the DUT. In this case, however, only one PA/amplifier
could be obtained and for obvious reasons. Therefore, the two tones had to be
combined prior to the PA/amplifier, and this can only be done if the OIP; of the
PA/amplifier is at least one order of magnitude larger than the IIP; of the DUT,
which it was in this case.
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The IP3 measurement was performed for different impedance states of the tuner, for
which both input and output port had to be matched by the additional impedance
tuners, and the measurement setup is shown in Fig. 3.14. The losses of the added
impedance tuners were measured, and also needed to determine the input- and
output power of the two tones, which is key when measuring the distortion
performance. Finally, the actual two-tone-test was performed in the traditional way,
that is by increasing the power of the two tones in incremental steps. Note that the
power levels used are relatively high and external attenuators (A; and A,) are thus
required to protect the spectrum analyzer, and these are also included in Fig. 3.14.

Gen ¢High Power
f, Spectrum
== b Tuner (—DUT[— Tuner Analyzer
f, I‘High Power

Fig. 3.14. The measurement setup for a high-power
two-tone-test in a non-50Q2 impedance case.

The measurement of harmonic distortion, at first glance seems straight-forward, but
with the required input-power levels, the linearity requirements of the equipment
generating the RF-signal is tested to the max. An additional 6"-order Butterworth-
filter had to be used to suppress harmonic distortion from the amplifier and signal
generator. This Butterworth-filter also has its own losses, so the output of the
amplifier had to be increased, and the measurement setup is shown in Fig. 3.15. The
measurement was performed by increasing the DUT input power until the maximum
allowed spurious-tone/HD was obtained. The value of the input power was then
retrieved, which is the highest allowed input power meeting the spectrum emission
requirements.

Butterworth
LP-Filter \LHigh Power
Gen % _{putHA 1A __|Spectrum
o0 1 21" 1 Analyzer
,VHigh Power

Fig. 3.15. The measurement setup to verify the
harmonic distortion in an impedance tuner.
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3.4 User-Interactions in a MIMO Environment

In the modern cellphone, antennas at the sub-1 GHz bands are integrated as a part
of physical structure of the phone, and when MIMO is then considered, antenna-
correlation comes to mind. As the user interacts with the MIMO antenna system,
the non-correlation/isolation of the individual antennas can be disturbed, and the
theory states that each antenna/channel-path has to be independent from any of the
other antennas/channel-paths [22]. If this is not the case, the maximum gains of
using MIMO cannot be achieved, and this is the case when the antenna signals
become correlated. To evaluate a possibility to mitigate this effect by using adaptive
impedance matching together with MIMO, several experiments were performed in
[VI], which also provide a practical context for the impedance tuners in this work.

3.4.1 The Experimental MIMO UE

1
Bottom View

Fig. 3.16. The experimental UE with impedance tuners,
used in MIMO channel measurements.

The main body of the experimental MIMO UE consists of two patch-antennas from
[52]. Two impedance tuners in CMOS-SOI are added to the structure to reduce the
impedance mismatch of the antennas when a human interacts with the experimental
UE. This means that the impedance tuner, which consists of a tuner-chip and passive
components on a PCB is mounted/assembled on to the structure of the patch-
antenna. Further, all non-RF signals fed by cable, and these low-frequency signals
of the impedance tuners were both decoupled by capacitors and high-impedance
isolated with RF-Chokes, which are large inductors that have a high impedance at
RF. This must be done, because the RF-signals are present and radiated through the
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largest surface-area of the structure. The common ground plane was not used in the
traditional way, since it is a major part of the L-Band antenna and the RF signals are
present at the surface of the ground plane. In order to power the circuits, an
additional battery driven power supply was also added to the UE. Shown in
Fig. 3.16 is the top of the structure with two CMOS-SOI impedance tuners added,
and the bottom of the structure with the battery supply.

3.4.2 The MIMO-Channel Measurement

To measure the behavior of the experimental MIMO UE, a channel-measurement
campaign was performed including real human users. A 4-port VNA was used, with
two ports connected to the handheld UE structure and the other two connected to
two antennas mounted on a stand, which represented the BS. Mainly, a two-handed
grip was used and the performance was measured with and without impedance
matching, and the two measurements were compared. The basic principle of the
measurement is shown in Fig. 3.17, and the results can be found in [VI]. To
conclude, the MIMO performance was significantly improved, by up to 42%,
equivalent to 3.5 dB, by the use of impedance matching with this impedance tuner
[VI].

Fig. 3.17. MIMO channel measurements with different users and grips.

41






CHAPTER 4

4 Efficiency Enhancement Techniques for UE
Transmitters

The efficiency of a battery powered UE Tx is of utmost importance, since having to
charge the battery very frequently is annoying and out of convenience. To save
power in the transmitter, segmentation of the individual circuit blocks has been
performed and is the standard today. The PPA, the up-converting mixers, the LO-
drivers and the analog-BB are then all divided into unit-cells that can be switched
ON or OFF depending on output power level. The amount of Tx output power that
is needed depends mainly on the distance between the UE and the BS. This
segmentation can also be performed in the RFPA, but is it enough? A cellular RFPA
is @ major power consumer requiring in the range of 1-10W at peak power. To save
power most cellular RFPAs are biased with a current that depends on output power
level, and also the supply voltage is reduced to save power when the UE is close to
the BS. By combining this with segmentation, even more power can be saved at low
output power levels. However, this is no longer sufficient, since higher order
modulation is used in modern cellular standards. Such modulation schemes require
high transmitter linearity, reducing the achievable efficiency. A key obstacle to
achieving high efficiency is the non-constant signal envelope. A measure of the
level of envelope variation is the Peak-to-Average Power Ratio (PAPR) (4.1), which
is the ratio between the peak output power (Preqr) and the average modulated output
power (P.v). The power amplifier must be biased so that it can amplify the signal
peaks with sufficient accuracy, while it on average delivers much less output power.
If for example PAPR is 10dB, the average power is just 10% of the peak power. The
bias of the PA must then be set so that the signal compression is acceptable at peak
power, which causes significant power dissipation, while the amplifier on average
only produces 10% of the peak power. It is thus difficult to achieve high efficiency
when PAPR is high. A high PAPR implies that the RFPA/Tx rarely operates at peak
output power, where the efficiency is highest.

PAPR =10 - logy, (’; ”ea") (4.1)
Avg

This chapter provides an overview of known techniques to decrease power
consumption in transmitters and power amplifiers operating with high PAPR
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signals. Note that there is still room for improved techniques, a solution where
output power and consumed power scale linearly is still missing.

4.1 Introduction to Power Amplifier Classes

This is to provide a short introduction to power amplifier classes, since more
extensive treatments have been presented numerous times already, for instance in
[53]. A general PA circuit is shown in Fig. 4.1, consisting of a transistor (NMOS-
device [Mi]), a current-source (RF-Choke [L]), and a Matching Network (MN)
containing the load [Ry]. The transistor operation is either in the current-saturation
region (as a transconductance) or in the triode region (as a switch/resistor). When
the transistor is operated in the current-saturation region the amplifier is considered
linear, and when the transistor is operated in the triode region, the amplifier is in a
switched/non-linear-mode. These definitions are based on the amplifiers ability to
respond to input signal amplitude changes, and also in so-called linear operation
substantial distortion can be produced.

VDD

| = MN!I
| % E
: (Y :
Vs M, i RLE

Fig. 4.1. General CMOS radio frequency power amplifier.

Among the linear classes of amplification, the most linear is the class A. In class A
the transistor is biased so that the drain-source current never turns off, even at the
negative peaks of the signal. This means that the gate-voltage exceeds the threshold
voltage at all times. This is the most common way to bias transistors in amplifiers
for lower power levels, since the efficiency is then less important, and the distortion
will be low. In a PA, however, the always on transistor current may result in too low
efficiency. To improve the efficiency, the class B amplifier is biased just at the point
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where the transistor conducts (Vgs=Vm). The transistor then conducts for half the
signal period instead of the full period, resulting in considerable efficiency
improvements. There will, however, be cross-over distortion when the transistor
crosses between conduction and non-conduction. There will also be a gain drop at
low amplitudes, as the effective transconductance of the transistor is then lower.
Class AB attempts to combine the advantages of both class A and B, by using a low
bias current. The efficiency is then better than for class A, as the bias current is
lower, and the gain variation at low amplitudes is reduced compared to class B, as
the presence of a bias current sets the transconductance for small signals.

Higher efficiency still can be achieved in class C, where the transistor is biased to
only conduct when a large input signal is present and for less than half the signal
period. Since the transistor operates in current-saturation this is categorized as a
linear class of operation, but class C is rather non-linear, not responding to low input
signals. An important feature is that class C operation can generate a gain expansion
when the input signal power is high. This is the opposite behavior to class A, B, and
AB, which all compress at high input power.

For the switched classes, the transistor operates as the name of the class indicates,
as a switch, which can be obtained by compressing/saturating the transistor with a
large input signal. The bias condition is not that important in the switched-mode
classes, but it controls the transition point, i.e. at which input signal amplitude the
transistor changes state from ON to OFF or from OFF to ON. The class D amplifier
can implemented with a single transistor (Fig. 4.1). It should also be noted that a
complementary/inverter stage [54] can be used in the class D amplifier, and that the
MN should then have the same properties as in the single-transistor case. When the
transistor operates as a switch, a square wave voltage is produced at the drain
terminal. To support that, the MN must supply a high-impedance for the odd
harmonics at the drain of the transistor. The MN must also block these harmonics
from reaching the load. The square wave at the drain terminal enables high
efficiency, since it allows the transistor to have a low drain-source voltage when on,
resulting in low power dissipation. The shaping of the drain voltage through the
drain impedance is what sets the different switched classes apart.

The class E amplifier was first shown in [55]. This class takes the transistor drain
voltage shaping to another level, and a concept called Zero-Voltage-Switching
(ZVS) is used. The ZVS means that at the point in time where the transistor turns
ON, the voltage across the transistor is zero (V¢—=0 V), and also the time derivative
is zero (V as(1)=0 V/s) [56].

den = CPaerc%s/z 4.2)
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This type of pulse-shaping does not only minimize the voltage-current overlap, it
also minimizes the dynamic losses (4.2) [57], since no electric charges are present
at the drain of the transistor during state transition from OFF to ON. The major issue
with the class E amplifier, however, is high voltage stress on the transistor due to
large peak drain voltages, which can be as high as a theoretical 3.56Vpp [56], when
perfect ZVS is obtained.

Last but not least of the switched-mode amplifiers, is the class F (voltage mode in
[57] and current mode in [58]), which uses more aggressive/sharp shaping of the
impedance at the drain of the transistor than the class D. The class F uses separate
resonators to tune the fundamental and the odd harmonic frequencies individually,
and to achieve low loss the used passive components require high Q-values.

As a final remark, the switched-mode power amplifiers can still be used in their
natural mode in some rare cases, but today when modulation with non-constant
envelope and a wide power control range is the norm, their dynamic-range is just
too low. This can be solved by designing an RFPA, which has the ability to operate
as a linear class amplifier at low output power levels, and as a switch class amplifier
at high output powers. The concept is called mixed-class operation, or as in [59], a
class AB/D amplifier, and the main idea is to use the amplifier in linear class when
maximum Power Added Efficiency (PAFE) (4.3) is not a must, and in switched class
when it is. The switched-mode of operation is obtained by compressing a linear class
amplifier, and the class of operation in the switched-mode is set by the MN.

PAE = Pout=Pin (4.3)

Ppc

4.2 Efficiency Enhancement Circuits and Techniques

This chapter introduces different efficiency enhancement techniques for
transmitters operating with non-constant envelope signals, starting with efficiency
enhancement techniques that are more linear by nature, followed by more non-linear
schemes, and also some key circuits and techniques that are needed to support the
efficiency enhanced transmitters.

4.2.1 The Doherty Amplifier

The Doherty amplifier from 1936 [60], named after its inventor William H. Doherty,
is a well-used and celebrated PA solution [61], which is still used in wireless
communication today [62]. This amplifier system, shown in Fig. 4.2, combines a
“Main” linear class (A/B/AB) amplifier with an “Auxiliary” (Aux) amplifier
operating in class C. The Main amplifies smaller signals, and when it starts to enter
compression, the Aux starts to provide output signal (gain expansion, class C) to the
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system to maintain output power and linearity. The system operates with a 90°
transmission line at the output, and a 90° phase shift at the input, both indicated as
90° blocks in Fig. 4.2. Acting as an impedance inverter, the quarter-wave
transmission line at the output lowers the output impedance of the Main when the
Aux is conducting, counteracting compression of the Main. The input phase-shifter
is often implemented as a quarter-wave-hybrid [44], and the output as a quarter-
wave transmission line (A/4) [44] or a transmission line emulated by lumped
components [44]. This limits the operation to a single frequency band, but with a
higher order network implemented with transmission lines more frequency bands
can be covered [63].

Main PAE
900_ AB Pc:;lkT
P
L2""Vay Aux 1
I .
¢ 900 Main  Maint+Al >P
ux In

Fig. 4.2. The classic Doherty RF power amplifier and its PAE characteristic.

Further, the phase-shifters and transmission lines have a physical size that depends
on the operation frequency, and for cellular frequencies the phase-shifters become
too large for efficient implementation on chip in a modern CMOS process.
However, fully integrated Doherty amplifiers have been shown in CMOS [64] and
these solutions use transformer structures to implement the Doherty functionality
(Main load impedance modulation by Aux signal), but the losses of the transformers
are problematic. Finally, the characteristic shape of the efficiency (PAE) curve is
also shown in Fig. 4.2. The extra peak in the efficiency curve is the reason to use a
Doherty amplifier with high PAPR signals. This peak can be designed to coincide
with the average output power of the modulated signal, greatly improving the
overall efficiency of the system.

4.2.2 The Envelope Tracking System

The Envelope Tracking (ET) system [65-67] is shown in Fig. 4.3. In an ET system,
a Linear class PA (LPA) is used, and its supply voltage (Vpp) is generated by a
Supply Modulator (SM), which is a fast DC-DC converter. The main idea of ET is
that since the efficiency of the LPA is highest close to the compression point, if we
vary its Vpp with the signal envelope so that it operates closer to the compression
point for different signal levels, the efficiency will be increased. At low signal levels
we then use a low supply voltage, reducing the compression point and the power
dissipation, whereas for a higher signal level we use a higher supply voltage yielding
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a higher compression point. The idea can also be seen as for each Poy using the Vpp
curve that yields the highest PAE in Fig. 4.3.

PAE

Fig. 4.3. The envelope tracking for efficient RF power amplification.

To characterize the amplifier for ET, first a constant value of Vpp is applied, and
the compression point (1dB or other) is then found for this specific Vpp-value. This
is then repeated for a series of Vpp values, and the compression point values are
stored. Inverting this series of measurements gives a function for controlling the
Vpp, which maintains a low gain variation for all powers levels. At high back-off
levels the linear amplifier operates with a low constant supply voltage without any
compression. ET reduces the power dissipation by maintaining a constant and
minimal headroom over the larger amplified RF signal, compared to a varying
headroom in a linear amplifier supplied with a constant high Vpp. This comparison
is illustrated in Fig. 4.4. However, the ET system also requires an SM, which has its
own power dissipation affecting the overall system power consumption and
efficiency (4.4). All the supply-power fed to the linear amplifier has to be delivered
by the SM, connected to the battery (Vga), and in all practical scenarios it is the
consumption from the battery that counts.

Constant V,, Tracking Vp,

Voltage

Overhead

Fig. 4.4. The theoretical power dissipation of constant and dynamic supplies.

PO'LL
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Finally, the supply modulation also has some negative effects on the linearity of the
transmitter. These are mostly caused by the voltage dependent parasitic capacitances
of the transistor. By changing the supply voltage at the drain of the transistor, a
change in parasitic capacitance occurs, and also in the power dissipation of the
transistor. The capacitance variation results in AM-PM non-linearity, and the
variable power dissipation causes a varying device temperature. As it takes time for
the transistor to heat up and cool down there is a memory-effect associated with the
temperature. These effects have been studied, analyzed and quantified in [68]. To
note, the memory-effects due to varying temperature causes one of the most difficult
distortions to mitigate in the ET system.

4.2.3 The Envelope Elimination and Restoration System

The Envelope Elimination and Restoration (EER) system [69], invented by Kahn in
1952 [70], is often also called the Kahn technique or the pure polar system. The
system is shown in Fig. 4.5, and as can be seen it uses an SM like ET. It also uses a
switched-mode PA (SMPA), and an optional envelope DETector (DET) and a
LIMiter (LIM), which are used only if an RF input signal is used with the system.
Otherwise, polar signals can be generated from the Cartesian baseband signals (I
and Q) inside the RFIC, the amplitude/envelope-signal to be used by the SM is then
readily generated as the length of the 1Q vector (4.5). The input signal to the SMPA
is an RF signal with the phase according to the 1Q vector (4.6), and it can be
generated by 1Q up-conversion in a quadrature modulator (mixer), or by a phase
locked loop. With an RF input signal, however, the system separates the envelope

A
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Fig. 4.5. The envelope elimination and restoration system.

A(t) = Env(t) = JI(t)? + Q(t)? (4.5)
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signal from the input signal with the DET. The envelope is then removed/eliminated
from the input signal in the LIM, and left is the RF-signal without any envelope
information, which is the RF-carrier with phase information. After this separation
of amplitude and phase modulation, the amplitude/envelope-signal is amplified by
the SM and fed to the SMPA supply, and the RF-carrier with phase is fed to the
input of the SMPA. Inside the SMPA, the supply voltage is multiplied by the RF-
carrier with phase, and at the output of the SMPA we obtain an amplified and
restored version of the input signal.
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Fig. 4.6. Spectral comparison of polar and Cartesian coordinates.

EER can be considered the “Holy-Grail” of PA systems, since the efficiency can be
very high and the power consumption scales very well the RF output power, but the
system did not really come of age until the late 1990s when [71] was published.
However, the EER system has bottlenecks that are fundamentally hard to solve
when the modulation bandwidth of the signal is wide. The polar baseband signals
(amplitude and phase) suffer from BandWidth Expansion (BWE) due to the non-
linearity of the coordinate transformation (4.5-4.6) [72], and the BW of the two
paths (amplitude and phase) must thus be wide to avoid distortion, and the
synchronization/time-alignment of the two paths must also be very precise [72]. The
transistor in the SMPA also has a very non-linear behavior, in terms of output
amplitude and phase versus supply voltage, due to the parasitic gate-drain capacitor
(Cga) inside the transistor [73], and it also suffers from memory-effects due to
temperature variations. As the main problem with EER is the BWE, a spectral
comparison between polar and Cartesian baseband coordinates, with a 20MHz UL
LTE signal, is shown in Fig. 4.6. The most severe bandwidth expansion occurs when
the Cartesian baseband signals crosses or passes close to the origin (0, 0) in the IQ-
plane. These effects can be minimized by avoiding the origin, which is called vector-
hole punch/modulation [74]. However, if the avoidance of the origin is too
aggressive, the errors introduced can cause large amounts of distortion (spectral-
regrowth) and the ACLR requirements might be in jeopardy. The requirements on
the synchronization/time-alignment and the BW of the two paths are mostly set by
the BWE, and consequently, a reduction in BWE eases these requirements,
improving the entire system.
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A good approach to improve the EER system is to reduce the non-linear effects of
the SMPA by using a cascode amplifier to isolate the input from the output [50],
which was shown in [75] with high performance. Finally, some of the problems of
EER are also present in the ET system, but since the input signal of the SMPA (EER)
has no envelope/amplitude-information, and the SM thus directly sets the output
amplitude, all errors of the amplitude path are directly fed to the output and there is
no mitigation of distortion due to imperfect combination of amplitude and phase
signals. At low signal levels the SMPA input signal is also much larger than the
output, making it sensitive to the feed-forward through C.. By keeping the
envelope/amplitude-information in the PA input signal in ET, most BWE is avoided,
and some degree of freedom still exists in supply voltage overhead, which can be
used to tone down or mitigate the non-linear effects inherent in supply-modulated
systems.

4.2.4 The Hybrid and Mixed-Mode Systems with Supply
Modulation

The Hybrid-EER (H-EER) system [76], is a hybrid of ET and EER, and it can be
regarded as an EER system without the limiter (LIM). In this system the switched-
mode PA input signal thus has a time varying envelope. This eases the requirements
on the BW and synchronization/time-alignment of the signal paths, the high
efficiency of EER is maintained and the system is almost as linear as the ET system.
The dynamic range is still inferior to ET, however, since the distortion in the
transistor at low output powers is severe, caused by the low supply voltage pushing
the transistor into the non-linear triode region.

Another system, called Mixed-Mode H-EER [II], is a hybrid between ET and H-
EER. It is shown in Fig. 4.7, and the key building blocks are a Mixed-Mode/class
PA (MMPA) and an SM. The input signal to the MMPA is the original RF-carrier
with all modulation information, as in ET and H-EER, and the amplitude/envelope-
signal is similar to the one used in ET. However, in ET the Vpp-function is selected
to only give a modest amount of compression (CP~1-3dB), but in Mixed-Mode H-
EER the amount of compression is larger and it increases with input power,
according to trade-offs between gain, linearity, and system efficiency. By increasing
the amount of compression, the gain is decreased and linearity becomes worse, but
the system efficiency is improved. To further improve the system performance, the
MMPA should also be gate-biased dynamically [1I, V], which increases the control
of the current-flow through the transistor/transistors and adds more degrees of
freedom to the system.
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Fig. 4.7. Mixed-mode hybrid envelope elimination and restoration system.

The MMPA operates in linear class with a constant low Vpp when the output power
is low, and as the power increases it starts to compress, and to add
expansion/headroom the Vpp is then increased. But as the output power further
increases, the Vpp signal is increased less than in a corresponding ET system,
pushing the MMPA deeper into high-compression/switched-mode operation. When
the MMPA is in full saturation, it operates as a purely switched class amplifier, and
now the Vpp-signal fully controls the amplitude/envelope, like in EER, due to the
large compression in the MMPA. The PA operates in linear class or in switched
class depending on signal level, hence the name mixed-mode power amplifier
(MMPA).

4.2.5 The Supply Modulator

In all the supply modulated systems, a high performance SM is an absolute
necessity, and the key features are high efficiency, sufficient output power (both
voltage and current), low amounts of spurious-tones/distortion/switching-noise, and
sufficient speed (bandwidth and slew-rate). The mainly used concept is the hybrid-
switching or master-slave modulator [77], a DC-DC-converter that combines a
linear class AB amplifier with a switching class D amplifier, and the system is
shown in Fig. 4.8. By combining a linear class AB voltage-mode amplifier with the
class D stage, its low output impedance suppresses the switching-noise/distortion
from the class D stage at the output of the SM. This not only eases the off-chip filter
requirements (L in Fig. 4.8) of the class D amplifier, it also lowers the required
switching-frequency/BW of the class D stage. The higher frequency signals are then
delivered mainly by the class AB stage, which is possible since the higher frequency
signals have smaller signal amplitudes. Different methods have been shown for
controlling the class D amplifier, the most common being the self-oscillating system
[77], but also clock driven approaches exist [78]. The self-oscillating system uses
only a current-sensor (C-Sens) at the output of the class AB stage. When the class
AB stage cannot deliver all the needed current to the load (Rv), the class D amplifier
is activated to aid delivering current, and as this occurs the current from the class
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AB can be reduced, this will be sensed by C-Sens and the class D stage will then be
stopped from supplying current. Therefore, the current from the class D stage will
turn on and off in a self-oscillation, if hysteresis is present in the current-sensor (C-
Sens) or in the Control.

Control

Fig. 4.8. A hybrid switching supply modulator.

For the clock driven system, the current-sensor is still used, but without any
hysteresis, and in this case for forming a stable control loop. A Pulse Width
Modulation (PWM) carrier is supplied by a separate clock circuit involving a
triangle wave generator and a comparator. The switching noise is still suppressed
by the class AB amplifier, the power of the switching frequency fundamental and
its harmonics are more defined and less spread in frequency, but hard to suppress
by filtering. In other more traditional clock driven DC-DC converters [79], a triangle
wave generator with randomized switching frequency has been shown in [80] with
very good results. This randomized clock generator spreads the power of the
switching noise over a wider spectrum (thermal noise like), decreasing the amount
of power at each instance of frequency, lowering the suppression requirements. This
makes the hybrid switching SM with a randomized triangle wave generator
attractive in the important trade-off between switching noise and power efficiency.

4.2.6 Linear Amplification using Nonlinear Components

The LInear amplification using Nonlinear Components (LINC) [81], shown in Fig.
4.9, is a system that can use switched-mode power amplifiers to amplify a signal
with varying envelope. The input signal is first divided into two constant envelope
signals using the Signal Component Separator (SCS). The amplitude information is
within the phase difference between the two signals, and the constant envelope
signals are then amplified individually by SMPAs. The output signals from the two
SMPASs are then combined (2-Way) at the output of the system. The combination
results in an output signal containing the amplitude information. The combination
can be seen as an addition of two vectors of equal length, where the resulting
amplitude depends on the phase difference (see Fig. 4.9). The LINC system suffers
from similar issues as the EER system, i.e. the individual signals have large amounts
of BWE due to non-linear coordinate transformations.
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The BW requirement of each individual signal path is high, and the output combiner
must have low amplitude and phase imbalance, low loss, and preferably also high
isolation. There is, however, a trade-off between combiner loss and isolation, and
by sacrificing isolation less loss can be obtained. However, with low isolation the
SMPAs will experience an amplitude dependent load impedance, and unless the
SMPASs have a very low output impedance this will cause non-linear distortion. If
the SMPAs are implemented as a complementary/inverter based class D amplifier
as was done in [54], they can have a low output impedance, so that a low isolation
combiner can be used with limited effect on the overall system performance.

-&.A

ﬁE@ 2-Way

-%-B

Fig. 4.9. The concept of linear amplification
using nonlinear components (LINC).

4.2.7 Digital Pre-Distortion

In most RF transmitters designed for high efficiency, memory-effects and/or IMD
are a problem. A common technique to mitigate that today is to use memory or
memory-less pre-distortion at baseband in the digital domain, which is called Digital
Pre-Distortion (DPD) [82] or baseband pre-distortion. Fig. 4.10 shows the basic
principles, and as can be seen the system can be either open-loop or closed-loop.
The main idea is that a signal producing an output that is the opposite of the expected
error of the DUT/PA is added to the input signal. The result will then be a close to
error-free output signal. An amplifier with negative feedback has a similar
mechanism, the non-idealities detected by the feedback at the output are added to
the input signal with opposite phase, and the non-idealities cancel inside the
amplifier, which gives an output signal that is close to a perfectly amplified replica
of the input signal (if the loop-gain is high). However, to use negative feedback in
RFPA systems is hard, especially if off-chip matching is used. The main concern is
loop stability, and sufficient gain in the loop is possible only if the loop is very
close/local to the RFPA [83]. The main advantages of DPD is that stability issues
are non-existent, even in a closed-loop setup all the processing can be performed at
baseband, in the digital domain, and can be as simple or complex as necessary
depending on the required level of distortion and the properties of the RFPA system.
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Fig. 4.10. Digital pre-distortion, open-loop and closed-loop architectures.

For systems that utilize switched-mode RFPAs, the input to output transfer of the
amplitude information can be very low, and amplitude error corrections applied at
the input then has very low or no effect. If the system is supply modulated, the
amplitude errors can instead be corrected by applying the amplitude error
corrections (errtenr) to the envelope signal. Errors far out from the carrier
frequency (enr) can then be corrected if the SM has sufficient BW. The DPD system
used in this thesis work ([III] and [V]) employs this technique, with the system
block diagram shown in Fig. 4.11. The system is used with a mixed-mode H-EER
transmitter (MMPA), so at low output powers the PA is linear, but at high output
power levels it is in deep compression. To generate the DPD signals, the output
signal is measured and the transmitter distortion is extracted in time-domain using
MatLab over several modulation symbols. The same modulated signal can then be
applied to the circuit again, this time also applying the extracted DPD signals. By
using this simplified method, the complexity is low and memory-effects are
naturally included. This method has been sufficient for circuit verification in the
research lab, but it is not practical in its current form. In a practical system the DPD
needs to create a model of the transmitter, so it can generate appropriate correction
signals for all input signals. The Matlab algorithm for generating the DPD signals
for circuit verification first extracts corrections for the errors close to and within the
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main carrier. The corrections are applied to both the SMPA input signal and to the
envelope signal (ecr, in Fig. 4.11). A target is to not introduce to much new AM-
AM and AM-PM distortion, due to bias changes of the SMPA. The process is then
iterated until sufficient EVM and spectral purity is obtained. The far-out spectral
distortion is then mitigated using additional corrections to the envelope signal, enr
in Fig. 4.11. This cancels the error at the output by adding amplitude modulation
[84], but it is only completely effective if the output spectrum is symmetric, i.e. both
sidebands have approximately the same level.

X1 rensi
a8-"L 19181d [

Fig. 4.11. Digital pre-distortion for mixed-mode hybrid-EER transmitters.
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CHAPTER 5

5 Injection-Lock Theory and Techniques

5.1 Introduction

The phenomenon of injection locking has been observed by most people, but few
know it. It can be seen when visiting a clock store, and watching pendulum-clocks
that share a wall. As can be seen, all the pendulums are then synchronized in
frequency, and in phase, so that they all reach the endpoints at the same time. This
is what injection-lock is, a small part of the pendulum resonant movement of each
clock will couple to the wall and travel through the wall to the other clocks, coupling
to their pendulums. Since the pendulums are resonant at almost the same frequency,
not much coupling is needed to make all pendulums lock together, to a frequency
mainly set by the biggest pendulum (having the most energy). If all pendulums are
started in an unsynchronized way, in phase and frequency, over time they will still
lock together, to the same phase and frequency. This is called injection locking, or
entrained as B. van der Pol called it [85]. If the coupling is not strong enough to
obtain phase and frequency lock, but it still affects the behavior, it is called injection
pulling. Injection pulling is typically undesired. The injection pulling makes
homodyne radio transceivers hard to design, as the strong disturbance from the PA
pulls the Voltage Controlled Oscillators (VCOs) in the frequency synthesizers. This
results in a degraded spectral purity of the LO, which impairs Tx spectral emissions
and Ry selectivity.

In electronics injection pulling and locking have been studied since the 1920’s. The
complexity of the phenomenon has led to theoretical studies on fairly simple
circuits, and more complex circuits have only been investigated by simulations
and/or measurements. The first major theoretical breakthrough was in 1946 when
R. Adler derived the famous equations in [86]. However, nearly 60 years later, in
2003/2004, Prof. Razavi derived more accurate equations for large-signal operation
in [87], which is typically the operation mode of injection-locked circuits. Finally,
a personal favorite is the paper written by K. Kurokawa in 1973 [88], and this paper
deals with a broader range of injection-lock phenomena and circuits, ranging from
the classic solid-state oscillators to negative-resistance amplifiers. There are many
others that have contributed to the theoretical development, but the aforementioned
publications are considered the most important.
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Injection-lock can be used in different oscillator based circuits, for example in
Quadrature VCOs (QVCO) [89, 90], relaxation oscillators [91], frequency-dividers
[92], and with oscillator arrays for beamforming [93]. Injection-lock can also be
used for power amplification, and a high power gain and power added efficiency
(PAE) can then be obtained, since a high gain PA can be made from relatively large
transistors, which in a regular PA would cause issues with stability and drive
requirements. The Injection-Locked PA (ILPA) is intentionally unstable, and by
using self-oscillating amplification stages the power gain can be increased by
approximately 10dB per stage compared to a stable PA. Due to the higher gain, the
ILPA has less drive signal requirements, and the input signal drives an injection
transistor which is often 2 to 5 times smaller than the actual power transistor. The
gate capacitance is thus 2 to 5 times smaller, reducing one of the major bottlenecks
in multistage stable PAs, the interstage matching between the final amplification
stages, where gate impedance can be very low. The CMOS-ILPA has been used
with GSM signals in [94], with supply modulation in [II], [III] and [V], and for
mm-waves in [VIII].

The major constraint in injection-locked circuits is the complexity, since they
involve several non-linear components, and if a proper lock is not achieved spurious
distortion will be severe. For larger circuits the analysis must be limited due to
complexity. On the other hand, there are large benefits in reduced power
consumption and input drive requirements of the injection-locked circuits. The pre-
scaler in mm-wave PLL-systems is thus often an injection-locked divider, because
the input of the pre-scaler operates at the highest frequency of the system (i.e. the
frequency of the oscillator). Frequency multipliers at mm-wave are also typically
injection-locked. The injection locking saves power and may also enable operation
at higher frequencies than otherwise reachable.

5.2 Dynamic Biasing and Supply Modulation of the ILPA

The bias voltages and currents are of fundamental importance to both linearity and
power dissipation of the PA. By using a dynamic bias-scheme, where all internal
circuit currents and voltages are controlled as a function of the signal power,
operation can be optimized for all power levels [95]. For the ILPA
[I1, III] and [V], the dynamic biasing controls the output power, and also the
operating mode to either linear or injection-locked mode. The basic idea of this PA
concept is to use linear operation with constant low supply and bias at low output
power levels, and switched-mode injection-locked operation with supply
modulation and dynamic bias at higher output power levels, where supply and bias
voltages/currents are all functions of the output power.
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In Fig. 5.1 the ILPA with dynamic biasing for the different operation modes is
shown. Starting with the high power mode, the whole circuit is used during this
operation, and the supply voltage is set as a function of the signal power level, and
so is the gate-bias voltage Vo of the cascode transistor (Mo). The cascode gate-
voltage sets what amount of current can flow to the load through the channel (drain
to source) of Mo, through Ms and Iiy;. This also sets the local loop-gain and negative
output conductance of Ms. The dynamic bias voltages (Vo and Vpp) are both
functions of the targeted output voltage level. By tailoring these functions the output
signal level will be close to the targeted, and a high linearity can be obtained.

Linear-Mode Dynamic-Bias  Switch-Mode

Vop Von Vp

Y

N
L
Iy °

T

Fig. 5.1. The dynamic biasing of the ILPA in different modes of operation.

The linear-mode of operation is also shown in Fig. 5.1. Then the gate-bias (Vg,0) of
the cascode is set to a constant voltage, and that voltage ensures that Mo operates in
current-saturation and that the positive loop-gain of the ILPA is low (less than one),
i.e. the circuit is stable. The voltage is low enough to ensure that Ms is in the OFF-
state, i.e. the gate-source voltage of Mg is below the threshold-voltage (V) for the
whole RF-signal. When M is off the circuit is stable, and the cross-coupling of Mo
becomes ineffective, but the parasitic capacitances of Mo are still there, which
ensures correct output matching. Finally, in the linear-mode, the transistors are very
large in relation to the output power and the parasitic elements are also consequently
large, but the low voltage swings in each node minimize the losses due to parasitic
capacitance.
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5.3 Theory for the Injection-Locked PA with
Supply Modulation

An analysis of the circuits in [II, IIT] and [V] will now be performed based on the
equations used in [87], for a more detailed explanation of the fundamental theory
see Appendix A. The analyzed circuit schematic is shown in Fig. 5.2. The output
matching networks are replaced by a general PA load impedance Zpa(®), which
loads the drain of the output transistor Mo. To model the differential cross-coupling
with capacitive voltage-division of Mo, a gain of -a is used in the single-ended
equivalent circuit in Fig. 5.2, where a is the voltage-division ratio between the gate
capacitance and the added capacitance (Cr in Fig. 5.1). The source of Mo is
connected to the drain of the cross-coupled transistor Ms (with gain of -1 to model
the differential circuit cross-coupling to its gate), and to the injection current-source
with the injection frequency wi,. Finally, the total parasitic capacitance in the
injection node is modelled as Cpa, since this node does not contain a physical
resonator and dynamic switching-losses will then be present.

Fig. 5.2. Injection-locked power amplifier, analyzed schematic.



a) b)

Fig. 5.3. Circuits for calculation of: (a) Loop-gain.
(b) Cascode source resistance.

The basic behavior of the circuit in Fig. 5.2 was analyzed in [III], without including
effects of frequency dependence, assuming Zpa(®) to be in resonance and presenting
a resistive load Rpa. To derive the startup loop-gain (5.1) the small-signal model
was then used on Fig. 5.3a. The input resistance r,, of the output/cascode transistor
when in active region (5.2) and in triode (5.3) [ON-State] and (5.4) [OFF-State] was
derived from Fig. 5.3b, for details see [III].
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For the source resistance (5.2) of Mo, when frequency dependencies are considered,
all parasitic capacitances of the devices can either be included in the output
impedance Zpa(®) or in the cascode source node capacitance, as Cpr in Fig. 5.2. In
order to derive the source impedance from (5.2), Rp4 is replaced by the impedance
Zp4(w), and the cascode source node capacitance (Cpq) is also included. The positive
feedback (-a) connected to the gate of Mo generates a voltage at the gate (Vg,, in
Fig. 5.2) with an opposite phase to the output voltage. The frequency dependent
cascode source impedance is shown in (5.5), the term caused by the feedback
includes the frequency dependent load impedance (Zp4(®w)), and an additional
contribution from the impedance of the source node capacitance (Cpq) is also added.

From Fig. 5.2 important relations between circuit currents and voltages can readily
be derived (5.6)-(5.10).

Vao = Zpa(w) - 1gp (5.6)
Vso = Zs0(@) " I, (5.7)
Voo == Vgo=—aZpg(w) Iy, (5.8)
lao =I5, (5.9)
Iso = Is + Ijnj (5.10)

To analyze the functionality of the injection node, a deeper look at the theory in
Appendix A is needed. The tank current /r in Appendix A is determined by the
current to voltage transfer (impedance) of the LC-tank, and /7 is a linear function of
the LC-tank voltage. Now by observing the ILPA circuit in Fig. 5.2, the tank current
(140) and voltage (v4,) have the same transfer as the basic case in [87], but the ILPA
tank current (Iz0= I;,) goes from source to drain of the cascode transistor Mo.
Further, the drain-source current through Mo is controlled by the gate-source
voltage Vg, and the gate-source voltage of Mo must thus be in phase with the
current (Iq0= I,) through Zps(w). The gate-voltage (V;,) is the output resonator
voltage (V4,) multiplied by the positive feedback factor a (5.8), so the phase shift
of Zp4 (¢) is present at the gate terminal. Therefore, the source-voltage (V;,) of Mo
must operate with a phase shift that keeps Vg in-phase with the steady-state drain-
source current (140= l40= Is,) and this is achieved by the positive feedback which
sets the output to a steady-state oscillation as long as the loop-gain (5.1) and the
local cascode loop-gain are high enough (local loop-gain of Mo: Ay,0=0Gn,oZpa(®)).
The source current to voltage transfer (impedance), includes the cascode source
impedance (5.5) (Zso(w)) and the drain-resistance of Ms (-1/gms) (parasitic
capacitance of Ms is absorbed in Cp,). In the steady-state, the phase shift is only
dependent on Z,,(w) (5.5), but it should be redefined for large-signal and in polar
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form as (5.11) (effects of Cp,-assumed small). The current-injection source (liyj) is
replaced by a transconductance with an input voltage Vi, and a voltage vector
representation is shown in Fig. 5.4.
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Fig. 5.4. Vector representation of the ILPA node voltages.
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Fig. 5.5. Vector representation of the currents in the injection node.
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The vector voltage representation in Fig. 5.4, shows the voltage vector
representation for all node voltages of the circuit in Fig. 5.2. By
assuming @|Zp4(w)|Gy o » 1 in (5.11), the phase shift of the vector representing
-Vs,0 becomes -¢, due to the phas shift in Z;, caused by the cross-coupling of Mo.
This means, if the output load Zp4(w) is capacitive (with negative phase shift ), then
the cascode source impedance Z;,(w) will be inductive (the same phase shift but
with a positive sign), and vice versa. Similar cross-coupling techniques are often
found in differential amplifier designs. For this ILPA, it sets the gate-source voltage
to drain-source current relation. To illustrate the phase relation not only between the
voltages, the vector representation of also the currents in the injection node is shown
in Fig. 5.5.

The current representations in Fig. 5.5 indicate that the locking-range will be in the
same range as the large-signal locking-range in [87], but this requires a few
assumptions to be valid. The local loop-gain of Mo, oG Zp4(®w), must be much
larger than unity, G, must be large enough to dominate over parasitic capacitances
in the source node, and Vg, must be in-phase with /.. The magnitude of the output
load impedance reduces with distance from center frequency, and at the -3dB
bandwidth the magnitude has dropped by a factor V2, which will directly lower both
the loop-gain of the complete system and the local loop-gain of Mo. It can be
observed that if the output load impedance has a high bandwidth, then a circuit with
very high and wideband performance can be obtained, and the limiting factor then
becomes the injection node capacitance Cp,. A wideband load typically also has
low effective reactance, and hence low phase shift, and the phases of all current and
voltages will then be well aligned for maximum power transfer and efficiency.

IP}]'/ 1 P>

inj

Fig. 5.6. Vector representation of the injection node
currents with parasitic capacitance.
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The capacitance Cp, of the injection node will cause dynamic power losses
(Payn = Cparf Vi%,/2)), but these will be limited since the voltage swing in the node
is relatively low. The effects of Cp,- on the injection-lock mechanism are on the
other hand harder to predict. To better understand these a current vector
representation at the edge of the locking-range, with the current through Cpy-
included, is shown in Fig. 5.6. As can be seen the current due to Cp, is almost in
opposite phase to /;,;, which effectively reduces the locking-range. Since the current
is proportional to the voltage swing of the injection node, maintaining a low cascode
source impedance will minimize this effect.

5.4 Conclusion

The main conclusion is that RF PA circuits using injection-lock can have higher
PAE and gain than stable solutions. The higher gain comes from the fact that the
injection-locked circuits are to a large extent self-driven. By not having to design
for stability and high gain, there are more degrees of freedom to design the circuitry
for high efficiency. Injection-lock is particularly attractive in wide-band designs and
in designs operating at frequencies approaching the limits of the semiconductor
technology, making high gain difficult to achieve in a stable amplifier.

An ILPA with dynamic bias can achieve very low AM-AM and AM-PM distortion.
This is based on the assumptions by Razavi in [87], that when the injected signal is
within the locking-range the phase purity of the injected signal sets that of the
complete system output. In [III], this was used to great advantage for both phase-
linearity and phase-noise. The theory of the ILPA with dynamic biasing is based on
that work.

To conclude the theory of the ILPA with dynamic biasing, through positive
feedback the capacitive cross-coupled cascode devices operate with a gate-source
voltage that is in phase with the LC-tank current. This also means that under normal
operation, the large-signal locking-range is equivalent to the one derived in the past
by [87], while injecting the current in the source node of the cascode. The source
node injection technique was first used in frequency dividers, but a main difference
is that the ILPA injects the current in differential-nodes and not a common-node
(tail), and that the injection is at the fundamental frequency and not at a harmonic.

Finally, the main disadvantage of injection locking is not the technique itself, but
rather the complexity of the mechanism. By also including dynamics into the
circuits, complexity is increased to a large extent and can in some cases even
explode. This is the main bottleneck of injection-locked dynamic PAs, and may be
the main reason why most researchers just build classic linear or switched-mode
circuits when dynamics is introduced due to signals with amplitude modulation.
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CHAPTER 6

6 Summary with Conclusions
and Future Work

To summarize, an impedance tuner [I], a novel dynamically biased ILPA [II], a
novel ILPU [III] with a new approach to polar modulation [IV], and a new low cost
wideband ILPA [V] were analyzed, designed, implemented, and verified as a part
of this PhD-project. All circuits have been implemented in CMOS technology, the
impedance tuner in CMOS-SOI and all the RF power electronics in standard bulk
CMOS. The main advantages of the included circuits are their high efficiency and
low cost in mass production, important in reducing BOM of the UE and to increase
the time between battery charging.

For the impedance tuner, the measured performance met the requirements for use in
a mobile phone, with low loss and low distortion, both in-band (intermodulation)
and out of band (harmonic distortion). The circuit was verified by measurement at
both the nominal 50Q antenna impedance and non-50€2 impedances. Measurements
such as IL, ML, RL, and OIP; were published in [I], and to the authors knowledge
such measurements were never presented before in a publication. To demonstrate
the capabilities in a real user environment, MIMO channel measurements were also
performed and published in [VI], showing a significant improvement of MIMO
capacity using the tuner from [I]. The main drawback, from one point of view, is
that the impedance coverage was optimized for the specific antenna used in [VI],
but this is natural for a custom made solution.

To further improve the impedance tuner, a newer technology node could be used,
but the breakdown voltage of the transistor used was appropriate for this context.
However, the impedance detector could be implemented as well, and the digital
LUT could also be implemented on the same die, but implementation of diodes for
the detector and digital-logic for the LUT are less advantageous in a 130nm CMOS-
SOI process. A re-design of the impedance tuner could also be performed, were an
off-the-shelf component would be the main objective, or a test/verification of the
existing tuner with more general/broader set of antennas could be interesting and
would have a lower barrier to entry. This could verify what IL, ML, RL, and OIP;
could be achieved when the impedance tuner is not optimized for the specific
antenna, and what system performance gain could then be obtained, although it
might be lower than for a co-optimized antenna and impedance tuner. Finally, a
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fully integrated solution could be possible, by using the same CMOS-SOI
technology, but the all the required (large) inductors would occupy a large chip area,
and the losses would be higher compared to using off-chip inductors.

The power amplifier circuits in this work [II, III, V] are based on the injection
locking technique, together with control by the use of dynamic transistor biasing.
By combining these techniques, power amplification with excellent PAE was
obtained, and although the output power was lower than in some state-of-the-art
CMOS PAs, this originated from the comparably low supply voltage used. The
linearity was sufficient both for a W-CDMA UL signal and for a SC-FDMA LTE
UL signal, when DPD was used, the requirement of DPD being the main bottleneck
of this circuit approach. With all the different flavors of this concept, either in-band
linearity in [III] or BW in [V] could be improved compared to the first version of
the circuit in [II]. Finally, a new algorithm to reduce the BW expansion in polar
modulation was proposed in [IV] and verified by utilizing it while measuring the
circuit in [III]. The main difficulty when measuring with the 20MHz UL LTE
signal, is the time-alignment between the polar signal paths, which requires a time
resolution of about Ins (~1/1001gg).

The injection-lock based circuits were also analyzed theoretically and the most
important results are shown in this thesis. The analysis shows that the functionality
of this specific circuit is equivalent to the traditional IL-oscillators, while also
including a tapped-cascode transistor, enabling higher supply voltage without
significantly increasing the overall PA power dissipation.

In future work, this PA concept should be integrated with an SM on the same die.
This would enable a study of the possibility for co-existence, with regards to the
switching-noise from the SM and the different on-chip propagation paths. The
elimination of requirement of DPD from digital baseband should be the main goal,
or at least to minimize the requirement by the use of a simple analog path, either an
amplitude feedforward or an amplitude feedback-loop. This would ease the BW
requirement of the baseband DAC:s, if it would be sufficient to apply just in-band
DPD instead of the wideband DPD (enr) applied to the baseband signal Vpp(t) in
this work. For the ILPA/ILPU, the lack of output power could be mitigated by using
more stacked transistors for the cascode so that the supply voltage could be
increased. This would increase the output power, but the final PAE would be lower,
especially at higher back-off levels. Finally, there is one more way to improve the
PAE ofthe ILPA, by further reducing the dynamic power dissipation of the injection
node by using an inductor to put it in resonance. However, this improvement would
limit the maximum achievable BW and also increase the required chip-area. The
main upside, on the other hand, is an RFPA that can be designed/optimized for
higher back-off levels, which would improve both linearity and efficiency.
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Appendix A

Appendix A: Basic Injection-Lock Theory

The injection-lock mechanism is very non-linear, as can be seen in the example in
Fig. A.1. In this example there is an oscillator with an oscillation frequency of f,,
and a signal with the frequency f,+Af, is injected into the oscillator. First the injected
signal power is low, and then it is increased until the oscillator becomes locked to
the injected signal. When the injected signal is weak, the output signal spectrum has
two sidebands, at f,-Af, and f,+Af,, and these represent an amplitude modulation
component. In the time-domain it is a sinusoidal amplitude modulation with the
modulation frequency Afi,. As the injected signal power increases, the signal starts
to pull the frequency of the oscillator towards fo+Af, and eventually when the signal
is strong enough the oscillator will lock to the frequency of the injected signal

(f.+Af).
Signal Output
R P(dB) AL, | AR,
| 1 ] T f
f,+Af, f,-Af, f f,+AT,
P(dB) 4 P(dB) 4
Free
RunnlnL Increasmg
Signal
1 Power
1 S P
f,+Af, f,-24f, i +Af f, +z Af,
P(dB) P(B)
fo+Af, f,+Af,

Fig. A.1. Spectrum of oscillator injected with different signal strengths.
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Fig. A.2 [87]. (a) Conceptual oscillator. (b) Frequency shift due to additional
phase shift. (c) Open-loop characteristics. (d) Frequency shift by injection.

This section is based on Prof. Razavi’s analysis in [87] and starts from Fig. A.2, also
from [87]. Fig. A.2a illustrates an ideal oscillator with an LC-tank (L, C; and Rp)
and a positive feedback (-1 and M;). By investigating the startup loop-gain (4,)
(A.1), it can be seen that it is the product between g, and the LC-tank impedance at
the oscillation frequency (R,). For large signals the loop-gain can be defined as the
product of the large-signal transconductance (G,) and the LC-tank impedance at the
oscillation frequency (Zr(w,)). Further, to model the signal injection in the oscillator
a phase shift of ¢ is added to the feedback current, as can be seen in Fig. A.2b.
When this phase shift is added to the oscillator feedback loop, for oscillation to still
occur the opposite phase shift must be present in the other parts of the loop, so that
the complete feedback loop has no phase shift. The phase shift of the LC-tank is
frequency dependent, and the oscillator loop will thus compensate for the added
phase shift by changing the output frequency to ®;, which is best shown in
Fig. A.2c. The loop-gain can then be derived as (A.2), where the phase shift has
been added and the LC-tank impedance is at @, as Zr(w;). As explained, this change
in frequency causes the phase shift in the LC-tank impedance, and the oscillator
does not operate at the LC-tank resonance frequency when the phase shift is present.
The magnitude of the LC-tank impedance is then lower, and the voltage amplitude
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is reduced. It is therefore appropriate to convert the tank impedance into polar
coordinates and (A.2) then becomes (A.3). Finally, the way the phase shift occurs
in an injection-locked oscillator is shown in Fig. A.2d, and also shown are the
currents in the injection node, Ir, lose, and Lin;. The phase shift of the current It with
respect to losc can then be analyzed using the vector representation in Fig. A.3.

A, = gmRp > 1 (A.1)
A, = Grel®Z(w) =1 (A2)
Ay = Gpel®|Zp(wy)|e 1P =1 (A3)

Iil]j

Fig. A.3. Injection-lock, a vector representation.

In order to derive the geometry of the vectors in Fig. A3, as was done in Adler’s,
Razavi’s, and Kurokawa’s papers [86-88], an angle (0) between Ioc and liyj is
assumed. Furthermore, to solve the geometry an extra tringle can be added (a, b,
and Iiyj), which is used to derive (A.4) and (A.5), while (A.6) comes from
substituting (A.5) into (A.4). Then by applying KCL (/7= Iosce’9+l,~,,j|) to (A.6),

(A.7) is obtained.
sin(¢y) = % (A.4)
sin(0) = % (A.5)
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sin(py) = 22 sin(6) (A.6)

IT

sin(¢g) = PLsin(B) (A7)

oscejg"'linjl

The extreme values of angles (¢, and ) can be derived from Fig. A.4, illustrating
the situation at the edge of the locking-range. (A.8) is derived readily from the
figure.

sin(Pomar) = 122 (A8)

At the edge of the locking-range the angle between /s and /;; is equal to 7/2+ o max,
from [87], and this can also be seen in Fig. A.4.

I

inj

Fig. A.4. Vector representation at the edge of the large-signal locking-range.

The LC-tank phase shift is (A.9), from Adler [86] and Razavi [87]. From Fig. A.4
it is found that tan(¢o)=I;,/Ir and the (inverse) Pythagorean theorem gives I, =

12, - 1%, . Applying this to (A.9) we get (A.10), and finally the maximum locking-
range is obtained in (A.11).

2Q
tan(¢o) = w0 (wo — w) (A9)
20 Iinj Iin;
tan(go) = w_o(w" — Wipj) = ILT] = ﬁ (A.10)
osclinj
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_ _ wo  linj 1
Wpmax = (W = Winj) = 22 T ——= (A.11)
2Q Ipsc Iiznj
X
oSsc

For weak signal injection locking, the mechanism was theoretically described by
Adler in [86], which was the first significant theoretical break-through in the
analysis of injection locking. For weak injection-lock it is assumed that 7;,j<</ys
and (A.6) is then assumed approximately equal to (A.9), which gives (A.12) and
(A.13). While the injection-lock is weak, the phase shift between /o and Ziy; is
assumed to be 7/2 (sin(6)=1) at the edge of the locking-range, and therefore, the
weak injection-lock range becomes (A.14).

. Iin' . 2
sin(¢g) = I—T’sm(B) ~ tan(¢py) ~ w—QO (w0 — Winj) (A.12)
; =200 (0 w
sin(0) = Py (wo wm]) (A.13)
linj
oy = (09 = wimj) = 557 (A.14)
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